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Preface to the Second Edition

In the quarter century since the first edition of the Principles appeared, many branches of

electron optics have been developed considerably, often driven by the success of aberration

correction in the 1990s. At the end of the 1980s, we echoed the general opinion that

quadrupole�octopole correctors had been given their chance, notably in Darmstadt and

Chicago, but had failed to reach their goal. But the germs of the revolution in aberration

studies that began in the next decade were already present: the degree of correction attained

in Scherzer’s project was impressive and Harald Rose had outlined a promising corrector

based on sextupoles in 1981. What was missing were the indispensable diagnostic tools and

fast feedback control circuitry that would turn these complicated systems into working

correctors. These became available in the 1990s and the various correctors that have

emerged are now examined in detail here. A different type of aberration corrector based on

electron mirrors has also gained importance, especially in the low-energy-electron

microscope (LEEM) and the photoemission electron microscope (PEEM). The chapters on

the optics of electron mirrors have therefore been expanded to include the work of Dirk

Preikszas and the parallel studies of the Russian school.

The third-order geometrical aberrations of round lenses were very fully covered in the first

edition but aberration integrals for the fifth-order aberrations were not included. Such

formulae had been published by one of us but a much improved set of aberration integrals

has subsequently been derived by Zhixiong Liu. These are reproduced in Chapter 24, The

Geometrical Aberrations of Round Lenses. The chapter on parasitic aberration too has

needed much revision. We have preferred to retain the simple explanations in the first

edition and then add new material covering recent work on the subject.

Another topic that has been extensively studied is electron emission, especially in the hands

of Kevin Jensen, Christopher Edgcombe and Richard Forbes. We have incorporated some

of their work and included many references covering aspects not discussed here. In

particular, we describe the recommendations of Forbes and Deane for reformulating the

Fowler�Nordheim theory.
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In some cases, we have felt justified in removing material. Thus computer algebra, which

was not very familiar in 1989, is now in routine use and several packages are available to

perform it.

In the wake of aberration correction, monochromators have gained in importance. With the

correction of spherical aberration, some way of reducing the effect of chromatic aberration

was needed in order to benefit fully from the potential improvement in resolution.

Certainly, correctors of chromatic aberration were known and have been implemented in

practice but they introduce a further degree of complexity into microscope design. The

alternative, much preferred by commercial microscope manufacturers, is to reduce the

energy spread of the beam emerging from the source. Monochromator optics has therefore

been perfected and we give some account of this in Part X. The optics of Wien filters was

covered very superficially in the first edition. A new Chapter (38, The Wien Filter) now

provides a much fuller treatment. In the case of topics still in rapid development, we have

included only short accounts and many references. Ultrafast electron microscopy and

multiple-beam systems for high-throughput electron lithography and scanning electron

microscopy are the main examples of these.

Some material is admittedly of antiquarian interest only! This is particularly true of the

many field models examined at length in Chapters 35 and 36, Electrostatic Lenses and

Magnetic Lenses. We have nevertheless decided to retain them for they were a valuable

feature of electron optics in the precomputer years when the mathematical skills that

produced them were essential and they are thus part of the history of our subject.

There are innumerable minor changes and additions, not worth mentioning here

individually. Many new references have been added and titles are now included in the lists

of references.

In the Preface to the first edition, we claimed that Principles was the first attempt to cover

the whole subject since Glaser’s Grundlagen der Elektronenoptik appeared in 1952. A few

substantial books on the subject have appeared since 1989, notably Geometrical Charged-

particle Optics by Harald Rose and Modern Map Methods in Particle Beam Physics by

Martin Berz as well the later volume by Berz, Kyoko Makino and Weishi Wan, An

Introduction to Beam Physics, but none of these attempts the broad coverage of the present

volumes. Nevertheless, they are essential complements to our text in that they deal with

some subjects in greater detail or from a very different standpoint. Thus Rose, in a virtuoso

performance, uses the eikonal theory systematically throughout and brings out clearly the

importance of system symmetries, while Berz relies on the differential algebra that he has

developed for charged-particle optics in several areas, notably accelerator optics as well as

microscope optics. An introduction to this is included in Chapter 34, Numerical Calculation

of Trajectories, Paraxial Properties and Aberrations.
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Preface to the First Edition (Extracts)

The last attempt to cover systematically the whole of electron optics was made by the late

Walter Glaser, whose Grundlagen der Elektronenoptik appeared in 1952; although a revised

abridgement was published in the Handbuch der Physik 4 years later, we cannot but

recognize that those volumes are closer to the birth of the subject, if we place this around

1930, than to the present day.

Furthermore, electron optics has been altered dramatically during these intervening decades

by the proliferation of large fast computers. Analytic expressions for the aberration

coefficients of superimposed deflection and round magnetic lens fields, for example, have

been derived only recently, partly because the latest generation of microlithography devices

required them but also because they could only be evaluated by numerical methods: the

earlier practice of seeking models permitting hand calculation could never have served here.

Again, computer calculations have shed considerable light on electron gun behaviour, as the

length of Part IX testifies convincingly; in 1952, Glaser was able to condense his account of

gun theory into four pages!

The growth of electron optics is not, however, solely due to the computer. Many systems

that had not been thoroughly explored have now been analysed in detail and, in many cases,

we have had to renounce the attempt to reproduce in detail new results, however interesting,

to keep the number of pages within reasonable limits. This work should therefore be

regarded as both a textbook and a source-book: the fundamentals of the subject are set out

in detail, and there the student should find everything needed to master the basic ideas or to

begin the analysis of some class of systems not yet explored; the principal electron optical

components are likewise dealt with in great detail. Where optical elements that are not quite

so common are concerned, however, we have felt at liberty to direct the reader to original

articles and reviews, or specialist texts, to leave space for topics of wider interest.

The following chapters are, moreover, limited to geometric optics: wave optics is to be

covered in a companion volume. With the Schrödinger equation as starting point, we shall

examine the propagation of electron waves in electrostatic and magnetic fields and study

image formation and resolution in the principal electron optical instruments. This demands

some discussion of electron�specimen interactions. A chapter will be devoted to the four

broad themes of image processing: discretization and coding; enhancement; restoration; and
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analysis, description and pattern recognition. In another, we shall give an account of the

steadily growing field of electron holography. Finally, we shall return to the optics of

electron sources in order to understand the concept of coherence and we shall show how the

notions of brightness, partial coherence and various associated spectral functions are

interconnected.

Students of electron optics have been fortunate in that many excellent textbooks on the

subject have appeared over the years, the first when the subject was still young (Brüche and

Scherzer, 1934; Myers, 1939; Klemperer, 1939; Picht, 1939); these were followed in the

1940s by the encyclopaedic Zworykin et al. (1945), Cosslett (1946) and Gabor (1945).

Many books on the subject appeared in the 1950s, of which the texts by Glaser already

mentioned, Sturrock (1955) Grivet et al. (1955, 1958) and Kel’man and Yavor (1959) are

the most important for our present purposes. Subsequently, however, the flow has shrunk to

a trickle, new editions and short introductory texts dominating, with the exception of the

multi-author volumes edited by Septier (1967, 1980, 1983); conversely, monographs on

limited topics have become more common. Although certainly ‘standing on the shoulders of

giants’, the present volumes do differ considerably from their many predecessors in that the

developments of the past 20 years are accorded ample space.

For whom is this work intended? A knowledge of physics and mathematics to first degree

level is assumed, though many reminders and brief recapitulations are included. It would be

a suitable background text for a postgraduate or final year course in electron optics, and

much of the material has indeed been taught for some years in the University of Tübingen;

a course in the University of Cambridge likewise covered many of the principles. Its real

purpose is, however, to provide a self-contained, detailed and above all modern account of

electron optics for anyone involved with particle beams of modest current density in the

energy range up to a few mega-electronvolts. Such a reader will find all the basic equations

with their derivations, recent ideas concerning aberration studies, extensive discussion of

the numerical methods needed to calculate the properties of specific systems and guidance

to the literature of all the topics covered.

Composition of volumes such as these puts us in debt to a host of colleagues: many have

permitted us to reproduce their results; the librarians of our institutes and the Librarian and

Staff of the Cambridge Scientific Periodicals Library have been unflagging in their pursuit

of recondite and elusive early papers; Mrs. Ströer has uncomplainingly word-processed

hundreds of pages of mathematical and technical prose; Mrs. Maczkiewicz and Mr. Inial

have taken great pains with the artwork as have Mrs. Bret and her colleagues with the

references; Academic Press and Prof. Dr K.-H. Herrmann, Director of the Institut für

Angewandte Physik der Universität Tübingen, have generously supported this work; the

Zentrum für Datenverarbeitung has provided the text-editing facilities needed for TEX. To

all of these we are extremely grateful.
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CHAPTER 1

Introduction

1.1 Organization of the Subject

The properties of beams of free electrons, released from a material source and propagating

through a vacuum region in some device, are of interest in many diverse fields of

instrumentation and technology. The study of such electron beams forms the subject of

electron optics, which divides naturally into geometrical optics, when the wavelength is

negligible, and wave optics, in which effects due to the finite wavelength are considered.

This first volume is concerned with geometrical optics, a knowledge of which is needed to

analyse an extremely wide range of instruments: cathode-ray tubes; the family of electron

microscopes, which now includes the fixed-beam and scanning transmission instruments,

the scanning electron microscope and the emission microscopes; electron spectrometers and

mass spectrographs if we include charged particles other than electrons; image converters;

electron interferometers and diffraction devices; electron welding machines; and

electron-beam lithography devices. We could indeed include electron accelerators, such as

betatrons and electron synchrotrons, but a rather different approach is often more useful in

those machines. This list is by no means complete but it already demonstrates the great

diversity of the possible applications of electron optics.

Over the years, a vast amount of knowledge about the many branches of electron optics has

been accumulated and we have therefore had to be selective. The main emphasis is on the

principles of electron optics, and technical details are only included to bridge the gap to the

practical application of these principles. This seems justified, for the principles remain

unaffected by the passage of time whereas instrumental development is so rapid that

surveys and review articles are the best means of charting its progress.

The physical properties of electrons in a free beam may be classified as follows:

1. corpuscular properties;

2. wave properties;

3. macroscopic interactions;

4. microscopic or atomic interactions;

5. radiative properties.

A similar classification is given by Sturrock (1955).
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The corpuscular properties are described by classical (relativistic) mechanics, the electron

being regarded as a charged particle acted on by electromagnetic forces. For almost all

electron optical devices, extensive studies must be made on the assumption that these

corpuscular properties alone are important and the present volume is almost wholly

confined to the corresponding geometrical optics. Geometrical particle optics is very similar

for all charged particles, ions in particular, and Parts I and X are written in such a way that

many of the relations derived are valid for ions and electrons, or can be converted

straightforwardly.

The rest-mass of the electron is extremely small, a characteristic that has important

consequences for the technology associated with electron beams. Only quite modest voltages

are needed to accelerate electrons to a very high velocity, and the time of flight between the

departure of an electron from the cathode and its arrival at its destination in a typical device

is so small that it can almost invariably be ignored completely. It is therefore quite sufficient

to study the purely geometrical shape of the electron motion within the beam, although a

time-like curve parameter may prove to be advantageous in numerical calculations.

A further consequence of the extremely small inertia of the beam electrons is that deflection

by suitably placed magnetic or electrostatic fields occurs virtually instantaneously, in

synchronism with the applied voltages or currents, unless the frequency involved is very

high indeed. The performance of many devices relies upon this property. We shall almost

always consider electron motion only in static, that is, time-independent fields. This is

justified even when studying the deflector in a scanning device, the time of flight being so

short that the applied field is quasistatic; the time dependence is then merely a common

amplitude factor.

A knowledge of the wave properties of the electron is essential to understand the concept of

resolution in electron microscopes, to analyse the interactions between electron beams and

targets of all kinds, and to analyse the behaviour of electron interferometers and diffraction

devices and of course to comprehend electron holography. These topics will occupy much

of Volume 3.

The macroscopic interactions in an electron beam are a consequence of the fact that the

latter may be regarded as a cloud of negative charges, which creates an electric field; this is

superimposed on the external applied field and can thus alter the focusing properties of the

device. In principle, of course, this occurs for every electron beam, but in reality such space

charge effects are of importance only when the local beam intensity is very high. The space

charge density can be treated as a macroscopic observable and the associated field

calculation remains within the framework of classical electrostatics; we therefore call these

interactions macroscopic. Such effects occur mainly in electron guns where the beam

intensity can be high, and are therefore dealt with in Part IX, devoted to guns. Such effects

are also extremely important in accelerators, but these are not within the scope of this book.
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The microscopic or atomic interactions are the various scattering processes that occur

within the beam on the atomic scale. Such processes arise when an electron-beam

encounters a specimen or target and electron�electron collisions may also occur within the

beam. The latter give rise to the Boersch effect, an anomalous broadening of the electron

spectrum at beam waists, which are themselves enlarged. Classical collision theory is

capable of providing an approximate explanation of this effect, which is examined briefly in

Section 46.4 of Volume 2. Collisions between beam electrons and the atoms in a target can

only be properly understood in terms of quantum mechanics; some space is devoted to this

topic in Volume 3.

Finally, we come to the radiative properties of the electron, essentially the emission of

bremsstrahlung when the acceleration is very high. This occurs mainly in high-voltage

electron microscopes where particles with an energy of 1 MeV or more collide with the

specimen placed in the path of the beam. Although the staff around the microscope must be

protected from this radiation, the damage to the specimen is negligible in comparison with

that inflicted by the mechanical bombardment. The bremsstrahlung caused by the

acceleration of the electrons in vacuo becomes important only at the energies encountered

in high-energy physics, which are beyond the scope of these volumes; we therefore ignore

bremsstrahlung throughout.

Our theme is thus the study of the motion of electrons, regarded as classical charged

particles of negligible extent, through static electric or magnetic fields. We begin with the

derivation of the conservation laws for the electron motion and cast these into a form

particularly well suited to electron optics. Various forms of the trajectory equations are

established but these are not at all satisfactory for our purpose, which is the study not of

single trajectories but of whole families of electron paths: not ballistics but optics. It is

Hamiltonian theory that enables us to make the transition. As early as 1827, Hamilton drew

his famous analogy between geometrical optics and classical mechanics; this tells us that,

just as in optics, there must exist a mechanical characteristic function, or eikonal, with the

property that the trajectories are always locally orthogonal to the surfaces of constant value

of this function. This is true only in the absence of magnetic vector potentials; in the

general case, when magnetic fields are present, the correct form of this orthogonality

relation emerges from the Hamilton�Jacobi theory presented in Chapter 5. This theory is

very important, for it forms the cornerstone of geometrical electron optics.

Most instrumental research is concerned with the design of new or improved electron

optical systems, for which an accurate knowledge of the properties of families of rays

traced through such systems is indispensable. This proceeds in two stages: first, the field

distribution must be established, after which rays can be traced and quantities characteristic

of the system calculated. A knowledge of the field distribution is usually needed only in the

immediate vicinity of a curve in space, frequently a symmetry axis, known as the optic
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axis; the beam is required to remain close to this axis to prevent the aberrations from

degrading the performance of the device. Unfortunately, the required information about the

field can rarely be obtained without solving a boundary-value problem, since the field will

be generated by electrodes and magnetic materials, such as polepieces, at some distance

from this axis.

In practice, field calculation is the most complicated part of numerical design and the

principal methods are presented in considerable detail in Part II. Series expansions for

electrostatic potentials and hence fields and for magnetic scalar and vector potentials are

also listed since these are repeatedly needed in later chapters where the trajectory equations

and aberration coefficients of various types of system are derived.

This thorough presentation of the physical and mathematical fundamentals leads naturally

to the systematic investigation of electron optical components: how are these to be

characterized, how can we code complex behaviour in terms of a few easily calculated

parameters? Parts III and IV provide the traditional answers in terms of the paraxial

approximation and the aberrations that measure departures from it. In the paraxial

approximation, it is assumed that the electron trajectories remain so close to the optic axis

that equations of motion linear in the off-axis coordinates describe them satisfactorily.

Although this is an excellent first-order approximation, it is clearly an idealization, a

consequence of which is that some electron optical systems appear to be free of any image

defects and hence capable of producing a stigmatic, unblurred image or a sharp focus.

In reality, no system is free of aberrations. One of the major tasks of electron optics is to

establish what types of aberrations can occur in any given system and then to reduce the

most deleterious as far as possible. A long Part is therefore devoted to the theory of

aberrations. Since all wave optical considerations are excluded from this volume, only

geometrical and chromatic aberrations are investigated. The former are those that measure

the discrepancy between the true point of arrival of an electron at its destination and the

point predicted by the paraxial approximation, resulting from the inadequacies of the latter

and any small imperfections in the system; the chromatic aberrations are those caused by

the presence of electrons with different energies in the beam, arising from the small spread

of the initial energies at the cathode surface or from the loss of various amounts of energy

when traversing a thin specimen.

A separate Part is devoted to a similar analysis of deflection systems, of great practical

importance for microlithography in the current quest for miniaturization. Such systems may

be very complex, magnetic and electric deflection fields occupying the same region as a

magnetic round lens field, and the number of degrees of freedom becomes very large. Both

the theory and the experimental adjustment of such combinations reflect this complexity but

it has proved necessary to resort to such intricate arrangements in modern electron-beam

lithography machines, which are used to produce the semiconducting integrated circuits
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required in computers. In Part VI the numerical techniques needed for tracing trajectories

and computing aberrations in any system are presented, together with a short introduction to

computer algebra, a tool that is very useful for establishing aberration integrals and

evaluating these for the few models that permit a result to be obtained in closed form. In

the next three Parts, VII�IX, the principles set out in the first volume are applied to the

many different types of electron optical components—round lenses, quadrupoles, mirrors,

cathode lenses, Wien filters—for each of which the general theory takes a special form. We

have preferred to organize this material by component rather than by instrument, since the

latter must inevitably be understood as an assembly of individual modules.

Part VII indicates what practical information is available in the literature concerning the

optical properties of the various elements analysed in theory in earlier chapters, while in

Part VIII we examine two special topics of sufficient importance to warrant separate

treatment: aberration correction, essentially for systems of round lenses, and the theory

of caustics.

Another topic of great complexity is the study of electron sources, usually known as

electron guns. An entire Part (IX) is devoted to these, for although the degrees of freedom

are not unduly large in number, the theoretical description requires concepts that are of

little importance elsewhere and depend essentially on the purpose to which the gun is to be

put. Thus the gun of an electron interferometer is very different from that of an electron

welding machine. We have tried to impose a pattern on this complex and many-faceted

topic by following the flight of the electron through the gun. First we examine the principal

emission processes and the focusing effects in the neighbourhood of the cathode. This is

followed by the theory of space charge, which may of course be important elsewhere than

in the cathode region. We next introduce a number of quantities that are employed to

characterize the beam farther from the cathode, and, in particular, brightness, emittance and

the energy spectrum, which are very important when considering the suitability of the gun

for specific tasks. The Part ends with a few remarks about the design of complete guns and

such new subjects as multibeam systems and carbon nanotube emitters.

The final Part is devoted to systems in which the optic axis is curved, though in practice

almost always a plane curve, a situation that arises in the electric or magnetic prisms of

electron spectrometers. Monochromators are also examined here, though they do not

necessarily have curved axes; they have become of great importance for microscopes the

geometrical aberrations of which have been corrected. With this, most aspects of

geometrical electron optics have been covered. The reader will notice that the emphasis

throughout is on physical principles and on their theoretical formulation. Technical details

are included only when they seem necessary to render the practical applications of these

principles comprehensible. Inclusion of technological details would have made the book

impossibly large and rapidly obsolete, for there are few branches of the subject that are not
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in continual development. The lifetime of the underlying principles is, however,

substantially longer.

The subject has acquired a very voluminous literature over the decades, so that a full

bibliography would fill far too many pages. We have adopted a compromise towards these

many publications: papers of especial relevance are mentioned in the body of the text but,

in order not to interrupt the flow, the majority is grouped in annotated bibliographic

appendices at the end of each book. In this way, the reader is directed to the literature of

each topic but is not continually distracted by notes and references. Even so, we have made

no systematic attempt to trace the history of the subject in these appendices and we

therefore complete this introduction with a succinct account of the principal stages through

which the subject has passed.

1.2 History

Electron optics was born in the 1920s. In 1925, Louis de Broglie argued convincingly that

a wavelength should be associated with moving particles, electrons in particular; and in

1927, Hans Busch demonstrated that the action of an axially symmetric coil on electrons

can be described in the language of geometrical optics, in terms of a focal length: “Eine

kurze Spule hat also die Eigenschaft, die Kathodenstrahlen nach der Achse zu um einen

Winkel γ abzulenken, der proportional der Achsenentfernung . . . des Strahles ist. Genau
die gleiche Eigenschaft besitzt aber für Lichtstrahlen eine Sammellinse”;1 this was an

explicit statement of his conclusions adumbrated a year earlier (Busch, 1926). De Broglie’s

paper soon led to the experiments on electron diffraction of Davisson and Germer

(1927a,b) and of Thomson and Reid (1927). Busch’s idea of associating a lens-like

character with a short magnetic field was tested by Max Knoll and his young student,

Ernst Ruska (Ruska and Knoll, 1931), who went on to combine such lenses into the first

electron microscope, built in the Electrotechnical Institute of the Berlin Technological

University (Knoll and Ruska, 1932a,b).

An electron microscope has much in common with its light optical ancestor. It consists of a

source of illumination, condenser lenses to direct the illuminating beam onto a suitably sized

region of the specimen with an appropriate angular spread, an objective lens to provide a

first magnification and projector lenses to magnify the intermediate images still further. In

appearance and nature, however, each of these optical elements is very different from those

of the familiar compound microscope. The source of illumination is now an electron gun, of

which the simplest type is the thermionic triode. A filament is heated, thus releasing

1 A short coil thus has the property of deflecting the cathode rays toward the axis through an angle γ, which is

proportional to the distance of the ray from the axis. Exactly the same property obtains for light rays in a

converging lens.
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electrons which are accelerated to the desired energy by a suitably polarized anode. A third

electrode, the wehnelt, placed between filament and anode, improves the performance of

such sources considerably. These guns have now been superseded by cold field-emission

guns or Schottky emission guns, in which electrons are extracted from the cathode by a high

electric field. For the former, a much better vacuum is essential, typically 10210 Torr

(B1028 Pa). Very recently, instruments for imaging rapid changes in specimen structure

have been developed, in which the object is illuminated with a rapid sequence of very short

electron pulses; here, the electrons are ejected from the cathode by bombardment.

The lenses are short stretches of rotationally symmetric magnetic field, created by a current-

carrying coil enclosed in an iron yoke. The interior of the microscope must be evacuated to

a pressure typically of the order of 1026 Torr (B1024 Pa) since electrons are scattered or

halted by a very small amount of matter in their path. For the same reason, the specimen

must be exceedingly thin (at most a few nanometres thick for a 100 kV instrument). In

these conditions, the electrons are deflected or ‘scattered’ within the specimen but almost

no electrons fail to emerge from the far side. The specimen is thus a ‘phase object’ and

contrast is created at the image by various mechanisms analogous to those encountered in

the phase-contrast microscope. This image is rendered visible by allowing the electrons to

fall on a fluorescent screen or a recording medium, such as a photographic emulsion or

CCD (charge-coupled device) detector. One aspect of electron lenses deserves special

mention: their optical quality is astonishingly poor! They suffer from two lens defects that

have been virtually eliminated from glass lenses: spherical aberration, a defect that severely

limits the numerical aperture at which they can be operated and hence the resolution

attainable; and chromatic aberration, by which we mean that their focusing power varies

rapidly with the velocity of the incoming electrons. The high spherical aberration has the

practical consequence of deteriorating the resolution of an electron microscope by some two

orders of magnitude: with perfect lenses, the resolution limit might be expected to be of the

order of picometres, whereas it is in reality of the order of hundreds of picometres (that is,

of the order of ångströms). The harmful effects of chromatic aberration are avoided by

using nearly monoenergetic electrons and stabilizing the lens currents to a very high degree,

typically to one part in a million. Today, it is common to include a monochromator, a

device that eliminates electrons with energies outside a chosen narrow range.

The first tentative studies of Ruska and Knoll, with which Bodo von Borries was soon

associated, were sufficiently encouraging to initiate a decade of theoretical and empirical

electron optics, during which the foundations of the theory were laid, largely by Walter Glaser

and Otto Scherzer, and the magnetic electron microscope was perfected to such a point that a

commercial model was put on the market by the German company Siemens in 1938. The

British Metropolitan-Vickers company can, however, claim to have been the first commercial

firm to supply a microscope, the custom-built EM1 instrument ordered by L.C. Martin for
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Imperial College, London, where it was installed in 1936 (Martin et al., 1937); the resolution

of the EM1 was not, however, superior to that of a light microscope (Mulvey, 1985).

Meanwhile, comparable work on an electrostatic instrument was being actively pursued in

the research department of the Allgemeine Elektrizitätswerke-Gesellschaft (AEG). For full

details of these activities, see Ruska’s historical volume (1979, 1980) and the ‘Selfportrait’

of the AEG Research Institute prepared by Ramsauer (1941) with further editions in 1942

and 1943. The early development of the theory is fully chronicled in Glaser’s Grundlagen

der Elektronenoptik (1952).

Outside Germany, many electron microscope projects were launched in the 1930s, though it

was not until the end of the Second World War that commercial production began on any

scale. The prototypes built in England, the USA and Canada are described in various

historical articles, especially Gabor (1957), Ruska (1957) and Mulvey (1962, 1967, 1973),

and many references and reminiscences are to be found in Hawkes (1985) and Mulvey

(1996). We must, however, make particular mention of the work of Ladislaus Marton, who

constructed a series of simple instruments in Brussels, with which he obtained the earliest

osmium-stained biological micrographs, the specimens being the long-leafed sundew and

the root of the bird’s-nest orchid (Marton, 1934a�c, 1935a,b, 1937). Soon after, first Driest

and Müller (1935) and then Krause (1936) obtained biological electron micrographs with

one of Ruska’s microscopes that foreshadowed, albeit faintly, modern biological electron

microscopy; Driest and Müller’s images of the wing and leg of the common housefly were

the first micrographs of unprepared biological specimens. A key role in the steps that led

to the first commercial electron microscopes marketed by Siemens was played by Ernst

Ruska’s brother Helmut, a doctor convinced of the value of this new tool in medicine

(Gelderblom and Krüger, 2014). He in turn persuaded his former clinical teacher Richard

Siebeck, Director of the First Medical Clinic of the Berlin Charité, to assess its potential

and his conclusions were highly influential in Siemens’ decision. Siebeck’s report is

reproduced in Ruska’s memoir (1979, 1980). Thirty-eight models of the first Siemens

instrument were put into service, their fates are described by Wolpers (1991). The troubled

history of the patenting of the first microscope is recapitulated in detail by Ruska (1984,

1986); Rüdenberg’s account was published posthumously in 2010.

It was during the 1930s too that the field-emission microscope was developed by

E.W. Müller, in one of the Siemens research laboratories in Berlin. In this instrument, a

strong electric field is maintained at a tip and highly magnified details of the surface are

visible in the image as a result of the differences in emission from point to point. Müller’s

first papers appeared in 1936 and 1937 and a historical account is to be found in Good and

Müller (1956). More details of the development of this family of instruments are to be

found in Müller and Tsong (1969, 1974), Müller (1960, 1975), Drechsler (1978) and

Melmed (1996).
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By the 1950s, electron microscopes were being produced in West Germany, England,

France, Holland, Switzerland, Czechoslovakia and the Soviet Union, with more modest

activity in other European countries, particularly Sweden. In the United States, RCA began

manufacturing electron microscopes during the war years, and in Japan commercial

production commenced in the late 1940s, though many prototypes were built during the

first half of the decade; the Hitachi HU-4 was put on the market in 1947, for example, and

the JEOL JEM-1 in 1949 (Sugata, 1968; Fujita, 1986).

Although our subject is not electron microscopy but electron optics, we must digress here to

mention an important development in the years 1948�1952, which had a major effect on

electron microscope design (Gettner and Ornstein, 1956). The accelerating voltages of the

early microscopes were then of the order of 50�80 kV, which was too low to form a sharp

image of a biological specimen if the latter was one or more micrometres in thickness. An

increase in voltage therefore seemed imperative until in 1948, Pease and Baker succeeded

in cutting sections only 0.3�0.5 μm thick with a modified Spencer 820 microtome, and by

1950 the figure had fallen to 0.2 μm. In 1949, Newman et al. introduced methacrylate as an

embedding medium, the mechanical properties of which greatly facilitated section cutting.

In 1952, Sjöstrand designed a new ultramicrotome (Sjöstrand, 1953) with which sections

20 nm in thickness could be cut reproducibly and “the problem of high resolution electron

microscopy of sectioned material had been solved” (Sjöstrand, 1967); the immediate need

for high-voltage microscopes in biology vanished and the first megavolt instruments were

not built for about another decade. The first of these was a 1.5 MV instrument constructed

in Toulouse (Dupouy et al., 1960; Dupouy, 1968, 1985) and this was rapidly followed by a

750 kV machine in Cambridge (Smith et al., 1966; Cosslett, 1981) and the commercial

high-voltage microscopes of AEI, GESPA, Hitachi and JEOL. These were all giant versions

of the familiar 100 kV instruments, however, and essentially represented only technological

progress; their optics was distinctly conservative. Their great bulk and the need for special

buildings to house them did, however, furnish one of the reasons for the interest in

superconducting lenses that sprang up in the mid-1960s, another being the perfect stability

of the magnetic field generated by a coil in the persistent-current mode (Laberrigue and

Levinson, 1964; Fernández-Morán, 1965; Boersch et al., 1966; Siegel et al., 1966; Ozasa

et al., 1966). Of the various designs, the shielding lens introduced by Dietrich et al. (1969)

was clearly superior when it was important that both the specimen and its immediate

environment be at very low temperature (see Weyl et al., 1972; Hardy, 1973; Dietrich,

1976; Hawkes and Valdrè, 1977; Riecke, 1982; Lefranc et al., 1982). Students of

superconducting lenses were not, however, alone in enquiring whether the focusing power

of the monster lenses in traditional high-voltage electron microscopes could not be obtained

in some other way. We draw attention to the numerous ‘unconventional’ designs introduced

by Mulvey and colleagues, compared and contrasted in Mulvey (1982, 1984), and to the

laminated lenses of Murillo (Balladore and Murillo, 1977), in which the yoke is made of
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highly inhomogeneous material in order to maintain the flux density constant over its

cross-section.

The idea of forming an image not by irradiating a comparatively large specimen area and

focusing this onto the image plane after suitable magnification but by scanning the

specimen with a small probe, collecting a signal from the resulting interaction and using

this signal to modulate the intensity of the spot of a cathode-ray tube scanned in

synchronism goes back to the late 1930s. In 1938, von Ardenne described a primitive

ancestor of the modern scanning (transmission) electron microscope, in which a probe size

of some 10 nm was achieved but at the cost of a very small current indeed (B1 pA); the

beam traversed the specimen and struck a photographic film attached to a drum which

rotated and advanced appropriately (see von Ardenne, 1940, 1978, 1985). In 1942, an

instrument in which secondary electrons from a thick target provided the image signal was

developed by Zworykin et al. but it was not until 1953 that McMullan described the first of

the series of scanning electron microscopes to be built under Charles Oatley’s direction in

Cambridge, which culminated in the commercial ‘Stereoscan’, marketed by the Cambridge

Instrument Company in 1965 (Oatley et al., 1965, 1985; Oatley, 1982; Breton et al., 2004,

Smith, 2013). A home-made instrument was constructed by André Léauté in 1944�6

(Léauté, 1946; Hawkes and McMullan, 2004). More recent versions of these instruments

combine the properties of the X-ray microanalyser introduced by Castaing (1951) and

perfected by Cosslett and Duncumb (1956) and Duncumb (1958), who added beam

scanning, with the host of signals available in a scanning electron microscope with the

result that analytical electron microscopy (AEM) has become a discipline in its own right

(see for example, Botton and Prabhudev, 2018).

The next major instrumental development occurred in the early 1960s. A celebrated set of

curves (Oatley et al., 1965) relating probe size, number of lines in the image and the time

needed to record an image of acceptable quality had shown vividly that the resolution of the

scanning microscope could never rival that of the transmission microscope owing to the

inadequate performance of the thermionic gun. It was known that a field-emission gun

would change this situation dramatically, making it possible to compress a useful current

into a probe only a few ångströms in diameter, and it was in 1965 that Crewe first

described a scanning transmission electron microscope (STEM) with a field-emission gun

(Crewe et al., 1968; Crewe, 1970, 1973). Instrumental development began in three

companies, AEI, Vacuum Generators (VG) and Siemens, of which only VG continued to

market STEMs, finally ceasing production in 1996; their first commercial instrument was

installed in 1974 (Wardell and Bovey, 2009; von Harrach, 2009). Those of Siemens and

AEI were not pursued (Hawkes, 2009) and the present tendency is to offer a field-emission

gun and a STEM mode as options with conventional transmission microscopes. A

redesigned aberration-corrected STEM was developed by the Nion company; the first

commercial model was delivered in 2007 (Krivanek et al., 2008).
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The foregoing account evokes the main steps in electron optical instrumentation for image

formation. Many other innovations might have been listed: the development of new types of

gun (lanthanum and cerium hexaboride cathodes, carbon nanotube and other field emitters)

and the introduction of various types of energy filter and analyser, in particular the focusing

device of Castaing and Henry (1962), and monochromators. We now turn to the theory of

the subject and single out the principal contributions. We have already mentioned the role

of Busch in the founding of geometrical electron optics. The ideas of Hamiltonian

mechanics were applied to electron motion by Walter Glaser, who derived expressions for

the aberration coefficients with the aid of a characteristic function or eikonal, while Otto

Scherzer obtained similar formulae by the ‘trajectory method’, in which equations of

motion including aberration terms are derived and solved by the method of variation of

parameters. In 1936, Scherzer published formulae for the coefficients of spherical and

chromatic aberration that showed that these can never be made to change sign by skilful

lens design; this result and the reactions to it are discussed in detail in Part IV. Eleven years

later, it was again Scherzer (1947) who described several types of aberration correctors,

capable in principle of cancelling these troublesome coefficients. The history of the 1950s

is the history of early attempts to use such correctors. These continued with limited success

and no commercial exploitation until the 1990s, which saw the major breakthroughs: first, a

quadrupole�octopole corrector of spherical and chromatic aberration for the scanning

electron microscope (Zach and Haider, 1995), then a sextupole corrector for the spherical

aberration of the transmission electron microscope (Haider et al., 1998) and a

quadrupole�octopole corrector for that of the scanning transmission electron microscope

(Krivanek et al., 1997). Commercial models soon became available. Scherzer’s were not the

only suggestions for aberration correction, however; in 1948, Gabor described a method of

correcting spherical aberration by an optical reconstruction technique, which he called

holography. For technical reasons, this was unsuccessful at that time (the laser was yet to

be invented) but with the development of bright electron sources and coherent light sources,

both in-line and off-axis holography have subsequently been extensively developed, as we

shall see in Volume 3.

We must return to the 1940s and 1950s to draw attention to some other landmarks in

electron optics. In 1943, Grinberg published a very general form of the equations of motion

of electrons in electric and magnetic fields and this was later extended to include

aberrations by Vandakurov (1955, 1956a,b, 1957). Similar general equations were derived

by Sturrock (1952), who developed and perfected Glaser’s Hamiltonian approach to

electron optics in many ways (Sturrock, 1955), and by Rose (1968), who analysed a more

limited class of systems. The labour of transforming aberration integrals was reduced by

Seman (1951, 1954, 1955, 1958a,b), who introduced a very ingenious method that replaces

partial integration by differentiation. At about the same period, Lenz (1956, 1957) clarified

the distinction between real and asymptotic aberration coefficients, already examined
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briefly by Sturrock (1955). It was not until a decade later that the possibility of writing

these asymptotic coefficients as polynomials of at worst fourth order in reciprocal

magnification was noticed (Hawkes, 1968), an observation that renders computer-aided

design of complex systems less arduous. The 1970s and 1980s saw the arrival of

increasingly powerful computing techniques in electron optics, and these are now capable

of solving almost all the problems that arise, including those branches of electron optics

that had perforce been almost completely neglected by earlier theoreticians: electron guns

are the most striking example. Parts II, VI and IX bear witness to the progress that has been

made, much of it in the theoretical electron optics group of the University of Tübingen

(Lenz, 1973; Kasper and Lenz, 1980; Kasper, 1982, 1984, 2001). Program suites for

charged-particle optics have been developed by Eric Munro (MEBS, Munro’s Electron

Beam Systems) and Bohumila Lencová (SPOC, Software for Particle Optics Computations),

notably EOD (Electron Optical Design). Other such programs in widespread use are

SIMION, Frank Read’s CPO and COSY INFINITY (Martin Berz, Kyoko Makino). Several

special-purpose programs have also been written, such as MOPS, created by Dirk Preikszas

to establish formulae for the aberration coefficients of electron mirrors, computer-aided

design software developed by the Delft school and Anjam Khursheed’s KEOS. References

to all these are to be found in the appropriate chapters.

This short account of the history of electron optics and electron microscopes cannot but be

invidious: we could have included all the other electron optical instruments and we could

have charted the progress of the theory, equation by equation. This would, however, have

left all too little space for the Principles of Electron Optics, to which we now turn.

References to many other accounts of the history of the subject are to be found in

The Beginnings of Electron Microscopy (Hawkes, 1985) and The Growth of Electron

Microscopy (Mulvey, 1996). Among the historical articles not cited above are Reisner

(1989), Rasmussen (1997), Müller (2009), Rose (2008) and Hawkes (2009, 2015).

Biographies of several of the pioneers have been published: Lambert and Mulvey (1996,

Ernst Ruska), Grümm and Schiske (1996, Walter Glaser), Mulvey and van de Laak-Tijssen

(2001, Jan Le Poole), von Borries (1991, Bodo von Borries), Gelderblom and Krüger (2014,

Helmut Ruska), Mulvey (1995, Dennis Gabor), Hawkes (1995, Tom Mulvey), Rose (1983)

and Marko and Rose (2010, Otto Scherzer).
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CHAPTER 2

Relativistic Kinematics

In the following sections we shall examine the motion of a charged particle of rest mass m0

and charge Q in an electromagnetic field characterized by the electric and magnetic field

vectors E(r, t) and B(r, t), respectively. Whenever the specialization Q5�e, 0 for

electrons is not made explicitly, the analysis is valid for the motion of any charged particle.

The derivation of useful trajectory equations for the motion of charged particles � and of

all conservation laws satisfied by them � can be performed in a very general and elegant

manner by means of variational calculus, as we shall show in Chapter 4, Variational

Principles. First, however, we give a short introduction to relativistic kinematics, because

this offers a better understanding of many of the optical aspects of the variational

calculations.

2.1 The Lorentz Equation and General Considerations

The trajectory equation for the motion of charged particles is most simply represented in its

Newtonian form

dg

dt
5

d

dt
ðmυÞ5Q

�
Eðr; tÞ1υ3Bðr; tÞ� (2.1)

υ5 dr/dt being the velocity and g5mυ the kinetic momentum, which must be clearly

distinguished from the canonical momentum, defined in Chapter 4, Variational Principles.

The Lorentz force, given by the right-hand side of Eq. (2.1), is expressed in SI units, which

will be used consistently throughout this volume. It is convenient to introduce the familiar

abbreviations

β5
υ
c
5

jυj
c
; γ5

1ffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

p (2.2)

whereupon Eq. (2.1) has the correct relativistic form if we represent the relativistic mass m

by the well-known expression

m5
m0ffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

p � γ m0 (2.3)
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The trajectory equation does not depend on the values of Q and m0 separately but only on

the ratio Q/m0 as can be seen by rewriting Eq. (2.1) thus:

d

dt

υffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

p
 !

5
Q

m0

ðE1υ3BÞ

In the special case of electron motion, we have

Q52 e52 1:6023 10219 C;
e

m0

5 1:7593 1011 C kg21 (2.4)

The absolute value of the electron charge will always be denoted by e.

The practical evaluation of Eq. (2.1) requires the calculation of the field vectors E(r, t) and

B(r, t) for arbitrary values of the position vector r and of the time t. The corresponding

computer programs have to be written and executed before embarking on trajectory

calculations. In practice, field calculation is the most complicated part of theoretical

electron and ion optics. We shall deal with this subject in detail in Part II. In the present

chapter we shall assume the fields to be known.

In the most general case of arbitrary electron optical devices, Eq. (2.1) can only be solved

numerically, from given initial conditions. In order to derive more detailed laws, it is

necessary to introduce simplifying symmetry conditions, which are assumed to be exactly

valid. The inevitable departures from exact symmetry in practical devices will be discussed

in later chapters.

2.2 Conservation of Energy

In most electron and ion optical devices, the applied fields are static, independent of time:

E5E(r), B5B(r). It is then possible to derive a law for the conservation of particle

energy. This is most easily done by scalar multiplication of both sides of Eq. (2.1) with υ.
We shall denote derivatives with respect to time by dots. Using Eqs. (2.2) and (2.3) we

obtain first

υU
d

dt

m0υffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

p
 !

5QυUEðrÞ; ðυ5 _rÞ

Using the identity υU _υ5 υ _υ, the left-hand side can be transformed to a total derivative:

υU
d

dt
γm0υð Þ5 γ3m0υ _υ5

d

dt
γm0c

2
� �

In order to transform the right-hand side, we introduce the electrostatic potential Φ(r) and
write
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EðrÞ52grad ΦðrÞ (2.5)

The right-hand side then becomes a total derivative too:

QυUEðrÞ52Q_rUgrad ΦðrÞ52
d

dt
QΦðrÞð Þ

Integration with respect to time and substitution for the factor γ results in:

E0 ≔ m0c
2 1ffiffiffiffiffiffiffiffiffiffiffiffiffi

12β2
p 2 1

 !
1QΦ rð Þ5 const (2.6)

The first term is the kinetic energy

T υð Þ ≔ m0c
2 1ffiffiffiffiffiffiffiffiffiffiffiffiffi

12β2
p 2 1

 !
(2.7)

A power series expansion in υ gives

TðυÞ5 m0

2
υ2 11

3

4
β2 1

5

8
β41?

� �

the first term being the familiar nonrelativistic approximation. The second term in Eq. (2.6)

is the usual potential energy of classical mechanics,

VðrÞ5QΦðrÞ (2.8)

The functions Φ(r) and hence V(r) are unique apart from the choice of an arbitrary additive

constant. The total energy E0 depends on the choice of this constant and on the initial

conditions of the trajectory in question, a trivial point in theory but important in many

practical situations.

2.3 The Acceleration Potential

For practical calculations, it is of great importance that virtually all scalar kinetic quantities

can be represented as unique functions in space, the constant E0 being a free parameter. The

electrostatic potential Φ(r) is uniquely defined by its boundary values at the surfaces of the

electrodes. In electron optics, the cathode surface in the electron gun is usually chosen to be

the equipotential surface Φ(r)5 0. In this volume we shall adopt this most convenient

gauge. The constant E0 then has a very concrete physical meaning: it is the initial kinetic

energy of the corresponding electron trajectory at the cathode surface. This is a small

positive quantity of the order of an electronvolt. The simplification E05 0, common in the

literature on electron optics, is too strong a restriction, since this excludes the treatment of

energy distributions in electron beams. Here, therefore, the convention E05 0 will be
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adopted in all practical calculations in which the electron energy distribution is not in

question. In the remainder of the present chapter, however, the analysis will be completely

general.

Once the function Φ(r) and the constant E0 have been specified, all the other scalar

functions are uniquely defined. The kinetic energy is given by

Tðr;E0Þ5E02QΦðrÞ (2.9)

Since T can be rewritten as T5m0c
2(γ�1), the dilatation factor γ is a function of position:

γðr;E0Þ5
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

12β2
p 5 11

E0 2QΦðrÞ
m0c2

(2.10)

Eq. (2.9) also determines the absolute value of the kinetic momentum, |g|5 g(r). In order to

find the corresponding function, we first solve g5m0υ(1�β2)21/2 for υ5 υ(g) and then

substitute the resulting expression in Eq. (2.7), which yields the well-known formula

m0c
2 1 T 5 c

n
ðm0cÞ21g2

o1=2
� mc2 (2.11)

This expression will prove to be of great importance in the Hamiltonian theory. Here we

solve Eq. (2.11) for g and obtain

g � jgj5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m0T 11

T

2m0c2

� �s
(2.12)

Substituting for T from Eq. (2.9), we find

gðr;E0Þ5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m0ðE02QΦðrÞÞ 11

E02QΦðrÞ
2m0c2

� �s
(2.13)

By means of Eqs. (2.10) and (2.13), the absolute value of the velocity can also be

determined as a function, υ(r, E0)5 g/m0γ. In the nonrelativistic approximation,

Eqs. (2.10), (2.13) and the expression for υ simplify to the well-known formulae

γ � 1; g �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m0ðE0 2QΦÞ

p
; υ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

m0

ðE02QΦÞ
r

(2.14)

Since the kinematic functions will be required very often in electron optical calculations,

we introduce certain quantities to simplify the notation:

Φ0 ≔ E0=e (2.15)

ε ≔
e

2m0c2
5 0:9785 MV21 (2.16)
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η ≔
e

2m0

� �1=2

5 2:9653 105 C1=2 kg21=2 (2.17)

Eq. (2.13) now becomes

gðr;E0Þ5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m0eðΦ0 1ΦÞ

n
11 εðΦ01ΦÞ

or

Since the radicand will be required very frequently, it is convenient to introduce a new

function

Φ̂ðr;Φ0Þ5 ðΦ01ΦðrÞÞ�11 εðΦ0 1ΦðrÞÞ�$ 0 (2.18)

called the acceleration potential. The circumflex will be added to all functions and

constants defined in terms of Φ̂ rather than Φ. It is now possible to express all the other

kinematic functions in terms of Φ̂. Obviously,

g5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m0eΦ̂

q
(2.19)

On substituting this in Eq. (2.11), we find

T 5m0c
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 4εΦ̂

p
2 1

	 

� 2eΦ̂

11
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 4εΦ̂

p (2.20)

Since T5m0c
2(γ � 1), the dilatation factor γ can be expressed as a function of Φ̂ or Φ:

γ5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 4εΦ̂

p
5 11 2ε

n
ΦðrÞ1Φ0

o
(2.21)

Using Eqs. (2.19), (2.21) and (2.17), the velocity becomes

υ � g

m0γ
5 2η

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Φ̂

11 4εΦ̂

s
(2.22)

Even the electric field strength E can be expressed in terms of Φ̂ and its gradient:

differentiation of Eq. (2.18) results first in

rΦ̂5 11 2εðΦ0 1ΦÞrΦ
From Eq. (2.21), we see that the factor multiplying rΦ is equal to γ, so that finally

E5 2
1

γ
rΦ̂5 2 114εΦ̂

	 
21=2
rΦ̂5

υ
Q
rg (2.23)

the last form being always valid in static fields. Thus no independent kinematic function

other than Φ̂ðr;Φ0Þ is needed. The gain obtained by this simplification will be obvious later.
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In order to lighten the notation, we shall omit the argument Φ0 whenever we are not

concerned with energy distributions and chromatic effects.

2.4 Definition of Coordinate Systems

Many of the subsequent calculations are most favourably carried out by explicit

representation in some suitably chosen coordinate system. In order to avoid repetition, we

introduce general definitions and standard notations here, which we shall use consistently

provided there is no risk of confusion. Any necessary changes of the notation will be

mentioned explicitly.

Cartesian coordinates are denoted by (x, y, z) or by subscripts (x1, x2, x3); the Cartesian

components of any vector and the unit vectors i in the three Cartesian directions will always

be indicated by the corresponding subscripts. Even when using orthogonal curvilinear

coordinates, the unit vector indicating the direction of the gradient of the coordinate in

question will be denoted by i and the corresponding subscript. Examples are given below.

In sums of Cartesian products, the familiar summation convention will be used wherever

this does not cause confusion.

Any vector a is thus represented by the equivalent notations

a5 axix 1 ayiy 1 aziz5
X3
j51

ajij5 ajij (2.24)

and scalar products are written

aUb5
X3
j51

ajbj5 ajbj (2.25)

As well as Cartesian coordinates, we shall need cylindrical coordinates (z, r, ϕ) and
spherical coordinates (R, ϑ, ϕ). All these coordinate systems are related by the familiar

transformations

x5R sin ϑ cos ϕ5 r cos ϕ
y5R sin ϑ sin ϕ5 r sin ϕ
z5R cos ϑ; r5R sin ϑ
0# r#R; 0#ϑ,π; 0#ϕ, 2π

(2.26)

The choice of notation for the spherical coordinate R is unusual but spherical coordinates

are very rarely used in electron optics. The only important case is the treatment of cathode

tips (Chapter 45 of Volume 2). Cylindrical coordinates are very frequently used and the

corresponding notation is as simple as possible.
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The element of length, ds, is given by

ds25 dx2 1 dy2 1 dz2

5 dz2 1 dr21 r2dϕ2

5 dR2 1R2dϑ2 1R2sin2ϑ dϕ2

The position vector in particular is given by

r5 xix 1 yiy1 ziz5 ziz1 rir 5RiR (2.27a)

and the velocity by

υ5 _r5 _xix 1 _yiy1 _ziz5 _ziz1 _rir 1 r _ϕiϕ
5 _RiR1R _ϑiϑ1Rsin ϑ _ϕiϕ

(2.27b)

The components of arbitrary vectors, characterized by the corresponding subscripts,

have the value of the corresponding projections; for example, if a5 aRiR 1 aϑiϑ 1

aϕiϕ, then aR5 a � iR. This is clearly different from the familiar, but less convenient,

covariant formalism, which we do not need here. A simple consequence of our

definitions is that

jaj25 ajaj5 a2z 1 a2r 1 a2ϕ 5 a2R1 a2ϑ1 a2ϕ (2.28)

No metric tensor is needed in this context. To facilitate the evaluation of vector products,

it is useful to remember that the basic vectors, iz, ir, iϕ and iR, iϑ, iϕ respectively, form

positively orientated orthonormalized bases.

In order to avoid giving explicit Cartesian representations of vector differentiations in

different vector spaces, we introduce the familiar abbreviation

@

@u
5 ix

@

@ux
1 iy

@

@uy
1 iz

@

@uz
5 ij

@

@uj
(2.29)

for differentiation in the space in question. Ordinary vector differentiation is denoted by

r5 @/@r. Some common representations in cylindrical coordinates are as follows:

r5 iz
@

@z
1 ir

@

@r
1 iϕ

1

r

@

@ϕ
(2.29a)

r2 5
@2

@z2
1

@2

@r2
1

1

r

@

@r
1

1

r2
@2

@ϕ2
(2.29b)
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These are extensively used in Part II. Partial derivatives are denoted in various different

ways, as shown in the following examples:

@2V

@x2
� @2xxV � Vjxx

@2V

@x@y
� @2xyV � Vjxy

Expressions of this kind will appear intermittently in later chapters.

2.5 Conservation of Axial Angular Momentum

This conservation law may be obtained very elegantly by use of the Lagrange formalism

but the following elementary presentation brings out its physical meaning clearly.

We now assume that the electron optical device is rotationally symmetric about an optic

axis. This assumption is valid in all perfect round lenses and mirrors. The fields in these

devices are usually also static, but this additional assumption is not necessary. The

following considerations remain valid in time-dependent systems and in ion optics. As

everywhere in physics, the conservation of axial angular momentum is a direct consequence

of the assumption of rotational symmetry.

On forming the vector product of r with Eq. (2.1), we see that the expression on the left-

hand side is the derivative of the familiar mechanical angular momentum vector:

d

dt
ðmr3υÞ5Qr3 ðE1υ3BÞ (2.30)

On the right-hand side, only the component parallel to the axis can be represented as a total

derivative, and we therefore confine our attention to the evaluation of this component.

In view of the assumed symmetry, we may anticipate that cylindrical coordinates (z, r, ϕ)
will be most appropriate, the z-axis coinciding with the optic axis. The axial component of

Eq. (2.30) then becomes

d

dt

�
mr2 _ϕ

�
5Qr

�
Eϕ 1 ðυ3BÞϕ

�
5QrðEϕ1 _zBr 2 _rBzÞ (2.31)

In order to transform the expression on the right-hand side into a total derivative with

respect to time, it is necessary to introduce the magnetic flux function Ψ(z, r, t). This is
defined as the magnetic flux through a coaxial circular disc C, located in a plane z5 const

and of radius r. The coordinates (z, r, ϕ) specify the instantaneous position of the charged

particle on its trajectory. This is illustrated in Fig. 2.1.
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This function Ψ(z, r, t) is easily evaluated by expressing the surface element

da5 da iz5 2πrudruiz in cylindrical coordinates, giving

Ψðz; r; tÞ5
ð
C

BUda5 2π
ðr
0

r0Bzðz; r0; tÞdr0 (2.32)

Differentiation with respect to r gives immediately

Bzðz; r; tÞ5
1

2πr
@Ψ
@r

(2.33)

Using the condition div B5 0, the second representation

Brðz; r; tÞ52
1

2πr
@Ψ
@z

(2.34)

can be derived (see Section 6.4). Finally the integral induction law
H
EUdr5 � @Ψ=@t,

applied to the circumference of the disc C, results in

Eϕðz; r; tÞ52
1

2πr
@Ψ
@t

(2.35)

Introducing Eqs. (2.33), (2.34) and (2.35) into (2.31) we obtain:

d

dt

	
mr2 _ϕ



52

Q

2π

 
@Ψ
@t

1 _z
@Ψ
@z

1 _r
@Ψ
@r

!
52

Q

2π
dΨ
dt

(2.36)

Integration with respect to time leads to the conservation law for the axial angular

momentum:

N ≔
m0r

2 _ϕffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

p 1
Q

2π
Ψ z; r; tð Þ5 const (2.37)

Trajectory

r

z

P

z

C

v

ϕ

Figure 2.1
Trajectory of a charged particle; a coaxial circular disc C is associated with an arbitrary point P
with coordinates (z, r, ϕ; t). This circle travels along the axis and its radius varies as the point P

moves along the trajectory.
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This expression differs from that familiar in classical mechanics by the presence of the

important second term, which contains the electromagnetic interaction in integral form. Its

physical origin and meaning appear very clearly on comparing Eq. (2.31) with (2.36). The

electric torque, QrEϕ, is an induction effect in a fixed loop (specified by z and r). The

magnetic part of the torque, Qr(υ 3 B)ϕ, is the corresponding induction effect in a loop

moving with the particle and is hence a consequence of the implicit variation of Ψ with

time: �Qυ � rΨ /2π. This latter part remains nonzero even in static magnetic round lenses

where it forces the particle beam to rotate about the optic axis, a fact of great importance in

the physics of magnetic lenses.

In the vicinity of the optic axis, this rotation is of most interest and can be easily calculated.

In a sufficiently small paraxial domain, the magnetic field can be considered as radially

homogeneous; the magnetic flux is then Ψ 5πr2B(z, t), the function B(z, t) being the

axial flux density. Furthermore, we have _r21 r2 _ϕ2{_z2. From Eq. (2.37), with m(z, t)5

m0(1 � _z2/c2)21/2, we then obtain

N5 r2
n
mðz; tÞ _ϕ1

1

2
QBðz; tÞ

o
We now confine our considerations to trajectories that intersect the optic axis at some point.

For such trajectories, N vanishes and we obtain

_ϕ52
QBðz; tÞ
2mðz; tÞ (2.38)

This is the local and instantaneous value of the familiar Larmor frequency.

In the important case of electron trajectories in static round lenses, it is convenient to

represent the azimuth as a function of z. On the optic axis the relation

m_z5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m0eφ̂0ðzÞ

q
is satisfied, φ0ðzÞ being the axial acceleration potential. Using dϕ=dz5 _ϕ=_z and integrating

with respect to z we find

ϕðzÞ5 η
ðz
z0

φ̂
21=2

0 ðz0ÞBðz0Þdz0 1ϕðz0Þ (2.39)

In Part III we shall show that the trajectory equations simplify considerably in a coordinate

system that is twisted round the optic axis by this local angle of rotation.
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CHAPTER 3

Different Forms of Trajectory Equations

The Lorentz equation (2.1) is generally valid but not always convenient. In very many

practical applications, expressions for the trajectories of the form r5 r(t) are of no interest;

it is their geometrical shape that is required. In devices in which the fields E and B depend

explicitly on the time, it is rarely possible to eliminate the latter from the trajectory

equation. We therefore confine the following discussion to systems with static fields. In

order to avoid repetition, we shall give here only those forms of the trajectory equations

that cannot (or at least, only with greater difficulty) be derived from variational principles

but are yet of practical importance.

3.1 Parametric Representation in Terms of the Arc-Length

The differential arc-length is given by ds :¼ |dr|5 υdt. The transformation of the

differential operator is hence given by d/dt5 υd/ds. Introducing this into Eq. (2.1) and

noting that υ/υ5 dr/ds, we obtain

dg

ds
5

QE

υ
1Q

dr

ds
3B

It is now of great importance that υ and g5mυ are unique functions of r, as explained in

Chapter 2, Relativistic Kinematics. Thus the time is already eliminated. By means of

Eq. (2.23), the electric field vector can also be eliminated, giving

d

ds
g rð Þ dr

ds

� �
5 grad g rð Þ1Q

dr

ds
3B rð Þ (3.1)

In the absence of the magnetic term, this trajectory equation is even valid for the

propagation of light in matter provided that the geometric approximation is adequate (see

Born and Wolf, 1959 (3.2.2); Kasper, 1972). In this case the kinetic momentum is given by

g5 ħk0n(r, k0), k0 being the mean wave number (2π/wavelength) in the vacuum and n(r, k0)

the corresponding index of refraction in the material; ħ5 h/2π where h is Planck’s constant.

Hence Eq. (3.1) is a very general trajectory equation.
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Some useful relations can be derived from Eq. (3.1) by calculating its components with

respect to the orthonormal basis vectors

t :¼ dr

ds
; n :¼ R

dt

ds
; b :¼ t3 n (3.2)

the local tangent, principal normal and binormal respectively, R being the (positive) radius

of curvature. Scalar multiplication of Eq. (3.1) with each of these unit vectors in turn, using

dg/ds5 t � grad g and some elementary vector operations, yields:

g

R
5 nUgrad g2QbUB � QðnUE=υ2 bUBÞ (3.3)

05 bUgrad g1QnUB � QðbUE=υ1 nUBÞ (3.4)

In a purely magnetic field (E � 0), Eq. (3.4) shows that the vector n is always orthogonal

to B. From Eq. (3.3) the (absolute) curvature is found to be

1

R
52

Q

g
bUB � 1

g
jQt3Bj (3.5)

For electrons the curvature can be rewritten with the aid of the formulae of Section 2.3 as

1

R
5

ηffiffiffî
φ

q jt3Bj (3.6)

where Û :¼ Φ̂ is now a constant acceleration potential. Eq. (3.1) then simplifies to:

d2r

ds2
5

ηffiffiffiffî
U

p BðrÞ3 dr

ds
(3.7)

For the circular motion of charged particles in a homogeneous magnetic field, the familiar

relation

BR5 gjQj21 (3.7a)

is a simple consequence of Eq. (3.5). This ‘BR-product’ is of importance in the design of

spectrometers and analysers (see Part X).

In a purely electrostatic field the binormal b is always orthogonal to E, and Eq. (3.3) can

then be rewritten in the familiar self-evident form

mυ2

R
5 jQEnj5Qjt3Ej (3.8)
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The dependence of the left-hand side on the acceleration potential can be obtained by use

of the kinematic functions, given in Section 2.3.

3.2 Relativistic Proper-Time Representation

The arc-length is a highly unsuitable trajectory parameter for numerical trajectory

computations in electron guns and mirrors, since the radius of curvature varies over an

extremely wide range of values. This implies that the integration step length Δs must also

vary considerably. The time would be a much better parameter but has the disadvantage

that the range of values is now too small. Other parameterizations such as that of Kel’man

et al. (1972, 1973a,b) are of specific interest for mirrors. These will be dealt with in

Chapter 18, Electron Mirrors.

A favourable parameter, which exhibits none of the disadvantages mentioned above and is

very advantageous, particularly in the numerical investigation of electron guns, is defined

by (Kasper, 1985):

dτ5 u
ffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

p
dt5 udt=γ5 udt0 ðu5 constÞ (3.9)

dtu being the relativistic proper-time element, observable in the frame of reference of the

electron. The observable nature of the proper-time element is, of course, purely abstract, but

the trajectory equation can be slightly simplified by introducing Eq. (3.9). A particularly

suitable choice of the constant factor u is

u5

ffiffiffiffiffiffiffiffiffiffi
2e

m0

Û

r
5 2η

ffiffiffiffî
U

p
(3.10)

the second constant Û being the relativistic acceleration potential at some suitably chosen

fixed point of reference. From Eqs. (3.9) and (3.10), it is obvious that u has the dimensions

of a speed and thus dτ that of a length, though dτ is proportional in magnitude to dtu.

Eq. (3.1) can now be straightforwardly transformed by means of the operator relation

1ffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

p d

dt
5 u

d

dτ

The kinematic momentum is given by

g5m0u
dr

dτ
5 ð2m0eÛÞ1=2 dr

dτ
(3.11)

which is already a simplification, since the factor before the derivative is now a constant,

rather than a complicated function. Multiplying by the factor γ5 (1 � β2)21/2 and using the

relations given above, the Lorentz equation (2.1) for electrons (Q5�e) now transforms into
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m0u
2 d

2r

dτ2
52 eγE1 eB3

dr

dτ

The electric term is eliminated by means of Eq. (2.23). Using Eq. (3.10) we obtain finally

d2r

dτ2
5

1

2
grad

�
Φ̂ðrÞ
Û

�
1

ηffiffiffiffî
U

p BðrÞ3 dr

dτ
(3.12)

The normalization constant Û can be set arbitrarily to any positive value. In devices having

an asymptotically field-free domain, we may choose any reference point R0 located in this

domain: Û5 Φ̂ðR0Þ. This implies that dτ5 ds in that domain. In an electron microscope a

good choice for the reference point R0 is the centre of the recording screen. Then Φ̂ðR0Þ is
usually the maximum of Φ̂. Without loss of generality, the starting point of each electron

trajectory at the cathode surface may be the point with τ5 0. The final value of τ is then

slightly longer than the length L of the device, roughly τmaxB1.5L. There is thus no need

for any special precautions to avoid inconvenient scales.

The conservation laws for energy and axial angular momentum can also be represented in a

very convenient form. By scalar multiplication of Eq. (3.12) with dr/dτ and integration with

respect to τ we find ���� drdτ
����
2

5
Φ̂ðrÞ
Û

(3.13)

With the conventions adopted in Section 2.3, the constant of integration must be zero.

For motion in static fields, Eq. (2.37) can be simplified with the aid of kinematic functions,

the result being

r2
dϕ
dτ

� x
dy

dτ
2 y

dx

dτ
5

ηffiffiffiffî
U

p �
N

e
1

Ψðz; rÞ
2π

�
(3.14)

These conservation laws are useful as additional checks of the accuracy in numerical

computations. In practice, the evaluation of Eq. (3.12) has proved to be the most successful

method of calculating Lorentz trajectories.

3.3 The Cartesian Representation

The various representations of the trajectory equation derived hitherto are suitable for

calculating individual trajectories from given initial conditions but they are not at all

suitable for developing a systematic theory of focusing and aberrations. For this, a Cartesian

representation x5 x(z), y5 y(z) is preferable. Such a formalism is possible if the electron

optical device in question has a straight optic axis, if Φ̂. 20 eV and if the slopes xu(z), yu(z)
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of all trajectories remain finite. The last two conditions are not satisfied in electron guns

and mirrors and any entirely satisfactory theory of the aberrations in these devices must

take this into account.

In what follows, we shall use the explicit Cartesian representation Eq. (2.27) with x5 x(z),

y5 y(z). Differentiation with respect to z will be denoted by a prime, thus

ρtðzÞ � r0ðzÞ5 x0ðzÞix1 y0ðzÞiy1 iz (3.15)

Since |t|5 1, the absolute value of ru is:

ρ :¼ jr0j5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 x021 y02

p
(3.16)

This function has a very simple geometric meaning: ρ�15 t � iz5 cos α, α being the angle

between the local tangent and the optic axis. This holds even for skew trajectories.

The required Cartesian representation of the trajectory equation is most easily obtained by

substituting

d

ds
5

dz

ds

d

dz
5

1

ρ
d

dz

in Eq. (3.1), giving

1

ρ
d

dz

�
g

ρ
dr

dz

�
5 grad g1

Q

ρ
r0 3B

Expanding the derivative on the left-hand side yields

g

ρ2
r001

r0

ρ
d

dz

�
g

ρ

�
5 grad g1

Q

ρ
r0 3B (3.17)

These are three scalar differential equations for the two functions x(z), y(z); the third

equation

1

ρ
d

dz

�
g

ρ

�
5

@g

@z
1

Q

ρ
izUðr0 3BÞ (3.18)

is therefore dependent on the first two and may be omitted. In fact, it is possible to derive

the x- and y-components of Eq. (3.17) directly from a two-dimensional variational principle

but not Eq. (3.18). Here we shall use Eq. (3.18) to simplify Eq. (3.17) by eliminating the

second term. Multiplying Eq. (3.18) by ru and subtracting the result from Eq. (3.17), we find

Different Forms of Trajectory Equations 29



g

ρ2
r005 grad g2 r0

@g

@z
1

Q

ρ

n
r0 3B2 izUðr0 3BÞr0

o
The third component of this is a trivial identity. The two components of interest are given

explicitly by

x005
ρ2

g

�
@g

@x
2 x0

@g

@z

�
1

Qρ
g

�
y0ðBz1 x0BxÞ2Byð11 x02Þ

�

y005
ρ2

g

�
@g

@y
2 y0

@g

@z

�
1

Qρ
g

�
2x0ðBz1 y0ByÞ1Bxð11 y02Þ

�

The magnetic terms can be rewritten in a more compact form by introducing the tangential

component of B:

Bt :¼ tUB5
1

ρ
ðBz1 x0Bx1 y0ByÞ (3.19)

and we finally obtain

x005
ρ2

g

�
@g

@x
2 x0

@g

@z

�
1

Qρ2

g
ðy0Bt 2 ρByÞ

y005
ρ2

g

�
@g

@y
2 y0

@g

@z

�
2

Qρ2

g
ðx0Bt 2 ρBxÞ

(3.20)

These trajectory equations are valid for all charged particles, provided that the conditions

mentioned above are satisfied. With Q5 0 and g5 ħk0n(r), they are even valid for light

rays, n(r) being the optical index of refraction. The vacuum momentum ħk0 cancels out and
we obtain the ray equations

x005
ρ2

n

�
@n

@x
2 x0

@n

@z

�
; y00 5

ρ2

n

�
@n

@y
2 y0

@n

@z

�
(3.21)

For electron trajectories, Eqs. (2.19) and (2.17) may be used, whereupon Eq. (3.20) become

x005
ρ2

2Φ̂

�
@Φ̂
@x

2 x0
@Φ̂
@z

�
1

ηρ2ffiffiffiffî
Φ

p ðρBy2 y0BtÞ

y005
ρ2

2Φ̂

�
@Φ̂
@y

2 y0
@Φ̂
@z

�
2

ηρ2ffiffiffiffî
Φ

p ðρBx2 x0BtÞ
(3.22)

These trajectory equations are equally well suited for the numerical computation of

individual trajectories and for the development of a systematic theory of focusing and
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aberrations. It must be emphasized that only the existence of a straight optic axis is

required, not rotational symmetry about this axis. Thus not only can round lenses be

considered here, but also stigmators, systems of multipole lenses and deflection units such

as saddle coils.

3.4 Scaling Rules

A number of simple scaling rules can be derived for trajectories in static fields. Since the

time-dependent form of the trajectories is now of no interest, we confine the discussion to

the time-independent form. Scale changes are most easily performed on Eq. (3.1). We shall

consider only two very important special cases.

For purely electrostatic fields, Eq. (3.1) becomes linear in g(r), which means that Eq. (3.1)

is unaffected by a scale transform g(r)5 g0g
�(r) of the kinematic momentum. Any

experimental change of scales, however, is made by alteration of the electrode potentials

and this affects the kinematic momentum only indirectly. From Eq. (2.13), it is obvious that

a simple rule can only be expected in the nonrelativistic case |E0 � QΦ(r)| { m0c
2. Since

the initial energy E0 is not constant in a particle beam, a unique change of scale common to

all the particles is only possible if E0 { |QΦ|. For electrons and negatively charged ions,

Eq. (2.13) then simplifies to:

gðrÞ5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m0jQjΦðrÞ

p
; Φ$ 0 (3.23)

which is only valid sufficiently far from the cathode. In these circumstances, a linear scale

transform Φ(r)5U0Φ�(r) of the potential is equivalent to such a transform of the kinematic

momentum, the relation between the scaling factors being given by g05U0
1/2. Introducing

Eq. (3.23) into (3.1), the factor (2m0|Q|)
1/2 is seen to cancel; the trajectory equation then

simplifies to

d

ds

� ffiffiffiffiffiffiffiffiffi
ΦðrÞ

p dr

ds

	
5 grad

ffiffiffiffiffiffiffiffiffi
ΦðrÞ

p
(3.24)

which can be rewritten as

2ΦðrÞ d
2r

ds2
5

�
dr

ds
3rΦðrÞ

�
3

dr

ds
(3.25)

Here the relation dΦ/ds5 (dr/ds) � rΦ has been used. This trajectory equation is linear

in Φ(r). A linear scale change Φ5U0Φ� can be performed most easily by alteration of

all the electrode potentials by the same factor, the cathode being Φ� 5 0. From Eq. (3.25)

it is obvious that the geometric shape of the trajectories depends neither on Q and m0 nor

on the scale factor U0. These constants affect only the time of propagation, which is of

little interest.
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These conclusions are together known as the electrostatic principle, which also holds for

positively charged particles, provided that Φ(r) is replaced by |Φ(r)| and Φ(r)5 0 is now the

emitting anode surface. In practice, a consequence of this principle is that an electrostatic

microscope can be operated with different kinds of particles and fixed ratios of the voltage

differences between the acceleration electrodes and the source.

The consequences of a geometric scale change can also be derived from Eq. (3.25). A

transform

r5 ar�; s5 as�; Φ� r�ð Þ5Φ rð Þ=U0 (3.26)

does not affect the geometric shape of the trajectories, since Eq. (3.25) is invariant with

respect to Eq. (3.26). The magnitude of the trajectories is proportional to the distances

between the electrodes if the shape of the field is unaltered.

In purely magnetostatic devices the solutions of the trajectory equations depend on Q/m0.

We shall confine our considerations to electron motion; we must then investigate the effect

of scale changes on Eq. (3.7). The constant Û will now be the relativistic acceleration

potential. Introducing the scale transforms

r5 ar�; s5 as�; Û5 Û0Û
�
; BðrÞ5B0B

�ðr�Þ (3.27)

into Eq. (3.7) we find that this trajectory equation remains invariant if the condition

aB05

ffiffiffiffiffiffi
Û0

q
(3.28)

is satisfied. This can be put into a more practical form by introducing scales for the field-

producing currents. The magnetic field strength B is related to the electric current I by an

expression of the form B5μI/l, l being some typical length and μ a permeability. An

appropriate scale transform is now given by

B5B0B
�; I5 I0I

�; l5 al�; aB0 5 I0 (3.29)

which must be compatible with Eq. (3.27). Eq. (3.28) now simplifies to

I20 5 Û0 (3.30)

This simple scaling rule is of great help in the practical design of magnetic lenses.
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CHAPTER 4

Variational Principles

All our analysis has so far been based on the Lorentz equation (2.1). This equation is,

however, identical with the Euler�Lagrange equations of Hamilton’s variational principle

which may hence be regarded as more fundamental. This principle may be stated thus:

W :¼
ðt1
t0

L r;υ; tð Þdt5 extr: (4.1)

where ‘extr.’ denotes an extremum or at least a stationary value. The necessary constraints

are that t0, t1, r(t0) and r(t1) remain fixed and that the variable of integration must not be

varied: δt5 0.

4.1 The Lagrange Formalism

In charged particle dynamics the integrand L, the Lagrangian, takes the form

L5m0c
2

�
12

ffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

q �
1QðυUA2ΦÞ (4.2)

Φ(r, t) and A(r, t) being the electromagnetic potentials (e.g., Goldstein, 1959; Goldstein

et al., 2001). These are related to the field vectors E and B by

Bðr; tÞ5 curl Aðr; tÞ (4.3)

Eðr; tÞ52 grad Φðr; tÞ2 @

@t
Aðr; tÞ (4.4)

These relations do not provide a unique definition of the potentials; in other words, the

same field vectors E and B may be obtained from different sets of potentials. The

consequences of adopting different gauges for Φ and A are discussed in Section 5.5. Since

only E and B have physical significance, but not Φ and A, the results of all calculations

should be presented in a gauge-invariant form.

It is convenient to rewrite the Lagrangian, L (Eq. 4.2), as L5 T�2V� with

T�ðυÞ :¼ m0c
2ð12

ffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

q
Þ (4.5)
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V�ðr;υ; tÞ :¼ QΦðr; tÞ2QυUAðr; tÞ (4.6)

since this closely resembles the familiar classical form L5 T � V. The function T�(υ),
known as the kinetic potential, is closely related to the kinetic energy T, by T�5 T(1 � β2)1/2

(see Eq. 2.7). The function V� is a generalization of the familiar potential energy V Eq. (2.8),

since it is now velocity-dependent.

Since there are no geometric constraints in charged particle dynamics, we adopt Cartesian

coordinates. The Euler�Lagrange equations

d

dt

�
@L

@ _xj

�
2

@L

@xj
5 0 ðj5 1; 2; 3Þ (4.7a)

are obviously equivalent to

d

dt

�
@T�

@υj

�
5

d

dt

�
@V�

@υj

�
2

@V�

@xj
(4.7b)

Performing the differentiations on the left-hand side, we first obtain

dT�

dυ
5

m0υffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

p � gðυÞ (4.8)

But @υ / @υj5 υj / υ and so

@T�

@υi
5

dT�

dυ
@υ
@υj

5
m0υjffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

p 5 gj; j5 1; 2; 3

This result is obviously the Cartesian representation of the well-known expression for the

kinematic momentum. By using Eq. (2.29) with u5υ, the kinematic momentum can be

rewritten as

g υð Þ5 @T�

@υ
5

m0υffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

p (4.9)

and (4.7b) as

_g5
d

dt

@V�

@υ

� �
2

@V�

@r
≕ F (4.10)

We now evaluate the expression F on the right-hand side:

@V�

@υ
52QA;

@V�

dr
5QrΦ2Q

@

@r
ðυUAÞ
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and thus

F5Q

�
2
dA

dt
2rΦ1

@

@r
ðυUAÞ

�

The total derivative dA/dt is given by

d

dt
AðrðtÞ; tÞ5 @A

@t
1 _xj

@

@xj
A � @A

@t
1 ðυUrÞA

We now make use of the vector identity

υ3 curl AðrÞ5 grad υUAðrÞ2 ðυUrÞAðrÞ
valid for any constant υ and any vector function A(r). (This may easily be verified by

writing the terms out in Cartesian coordinates or, more simply still, by introducing tensor

notation.) Recalling that υ is to be treated as a constant in differentiations with respect to r,

we find

F5Q

�
2rΦ2

@A

@t
1υ3 curl A

�

Substituting for E and B from Eqs. (4.4) and (4.3), we obtain finally

F :¼ d

dt

�
@V�

@υ

�
2

@V�

@r
5QðE1υ3BÞ (4.11)

which means that the Lorentz force is the functional derivative of the generalized potential

V� given by Eq. (4.6). Eq. (4.10) in combination with Eq. (4.11) is identical with Eq. (2.1).

This calculation is only slightly longer than the usual derivation of the Lorentz equation by

direct evaluation of Eq. (4.7a) without making the separation L5 T� � V�, but it brings out
clearly the physical meaning of the various expressions since it uses as few gauge-

dependent quantities as possible. The direct evaluation of Eq. (4.7a) leads, as a first step, to

the definition of the canonical momentum

pj5
@L

@ _xj
; j5 1; 2; 3

or, in vector notation and using Eq. (4.2)

p5
@L

@υ
5 g1QAðr; tÞ (4.12)

Though familiar and frequently used in theoretical physics, this quantity has no physical

meaning as an observable, since it is gauge-dependent.

A great advantage of the variational calculus is the fact that the value of the integral

appearing in Eq. (4.1) is invariant with respect to transformations of the coordinates and of
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the variable of integration. Since it is usually easier to perform these transformations on the

Lagrangian than on the corresponding Lorentz equation, new forms of trajectory equations

can be derived straightforwardly. Not every useful form can be obtained in this way,

however. For instance, it is impossible to derive Eq. (3.1) as Euler�Lagrange equations,

since the arc-length does not satisfy the necessary constraints and is thus not a permissible

variable of integration in the action integral W. An excellent example of the beneficial use

of coordinate transformations is given below.

4.2 General Rotationally Symmetric Systems

We assume that the system in question is rotationally symmetric about an optic axis and we

introduce the corresponding cylindrical coordinates. The components of E and B must not

depend on the azimuth ϕ, and it may be assumed that the same is true of Az, Ar, Aϕ and Φ.
In cylindrical coordinates, the Lagrangian Eq. (4.2) is given explicitly by

L5m0c
2

"
12

n
12ð_z21 _r21r2 _ϕ2Þc22

o1=2
#
1Qð_zAz1 _rAr 1 r _ϕAϕ 2ΦÞ (4.13)

Az, Ar, Aϕ and Φ being functions of z, r and t only. Hence L does not depend explicitly on

ϕ, which means that ϕ is a cyclic variable. The corresponding canonical momentum is

therefore a constant of motion

pϕ5 @L=@ _ϕ5 const

or

pϕ 5
m0r

2 _ϕffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

p 1QrAϕðz; r; tÞ5 const

Integrating Eq. (4.3) over the circular disk C introduced in Section 2.5 and using Stokes’s

theorem we find I
AUdr5 2πrAφ5

ð
C

BUda5Ψðz; r; tÞ

Thus the constant pϕ is identical with the axial angular momentum N of Eq. (2.37). More

suggestively, we can use Eq. (4.12) to represent the axial angular momentum as

N5 r3 pð Þz (4.14)

but this does not mean that p has become an observable quantity, even though we can

measure N. We note that although the rotationally symmetric gauge adopted for the

potentials is most convenient, it is not absolutely necessary. If some other (unsymmetric)

gauge were used, Eq. (4.14) would not hold, whereas Eq. (2.37) always remains valid.

Moreover, the derivation of the conservation law given in Section 2.5 gives more physical
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insight than does the formalism presented here. The evaluation of the remaining two

Lagrange equations

d

dt

�
@L

@ _r

�
2

@L

@r
5 0;

d

dt

�
@L

@_z

�
5

@L

@z
(4.15)

is straightforward. Expressing Eqs. (4.3) and (4.4) in cylindrical coordinates, we find

d

dt
ðm _rÞ2m_r _ϕ25QðEr 1 r _ϕBz2 _zBφÞ

d

dt
ðm_zÞ5QðEz2 r _ϕBr 1 _rBϕÞ

(4.16)

m5
m0ffiffiffiffiffiffiffiffiffiffiffiffiffi
12β2

p 5m0

n
12ð_z21 _r21r2 _ϕ2Þc22

o21=2
(4.17)

The remaining calculations are left to the reader. The same results can, of course, be

obtained by transforming the Lorentz equation in the appropriate fashion.

The conservation law pϕ5N5 const may be used to eliminate _ϕ from Eq. (4.16). Better

still, _ϕ may be eliminated from Eq. (4.13) before evaluating Eq. (4.15). Owing to the

dependence of the mass on _ϕ in Eq. (4.17), the resulting formulae are highly complicated.

It is thus advantageous to eliminate _ϕ from Eq. (4.13) only in the nonrelativistic

approximation m5m0. Moreover, we make the simplifying assumption that all the terms in

Bϕ can be neglected, since this field component is only produced by the particle beam itself

and is always very weak in comparison with the external magnetic field. Bϕ � 0 is most

easily satisfied by the gauge Az � Ar � 0, which will henceforward be adopted. From

Eq. (4.4), we see that Ez and Er are now represented by a quasistationary approximation:

Ez52
@Φ
@z

; Er 52
@Φ
@r

with Φ5Φðz; r; tÞ

a simplification that is justified even in technical applications involving high-frequency

devices. The essential induction effect is incorporated in the components Eϕ and Aϕ and

thus in the dependence of Φ on time.

With all these simplifications the Lagrangian now becomes

L5
1

2
m0ð_z2 1 _r2 1 r2 _ϕ2Þ1Qðr _ϕAϕ 2ΦÞ (4.18)

Solving Eq. (2.37) for _ϕ in the nonrelativistic limit, we obtain

_ϕ5
N2QΨðz; r; tÞ=2π

m0r2
(4.19)

Variational Principles 37



On inserting this in Eq. (4.18) we obtain a Lagrangian that is a function of z, r, t, ż and _r
only but is a very cumbersome expression. We can get a more compact form by making the

Legendre transform

L�5 L2 _ϕpϕ � L2 _ϕN (4.20)

before substituting for _ϕ. This transform does not change the final equations of motion

since the corresponding action integrals differ from each other only by a fixed constant and

have thus the same extremal trajectories:

W�5
ðt1
t0

L�dt5
ðt1
t0

Ldt2Nðϕ1 2ϕ0Þ

Substitution of Eq. (4.19) in L� now results in

L� 5
m0

2
ð_z2 1 _r2Þ2Xðz; r; tÞ (4.21)

with the effective potential energy

Xðz; r; tÞ5QΦðz; r; tÞ1
�
N2QΨðz; r; tÞ=2π�2

2m0r2
(4.22)

The latter contains two contributions, the familiar electric term QΦ and a centrifugal

potential. The latter contains the terms involving _ϕ and has the value m0r
2 _ϕ2/2. It differs

from the familiar classical form in possessing a contribution from the magnetic flux Ψ . The
final form of the trajectory equations is now obtained by writing down the Euler�Lagrange

equation of Eq. (4.21) (Störmer, 1904, 1906a�d, 1933):

m0 €r52
@X

@r
; m0 €z52

@X

@z
(4.23)

The third equation is Eq. (4.19), which can be rewritten in compact form if the quantity N,

though constant with respect to time, is regarded as a free parameter. It is readily seen that

_ϕ52
@L�

@N
5

@X

@N
(4.24)

In this sense L� is a Routhian function.

In static fields, for which X is a function of z and r only, the law of conservation of energy

can be simplified to

E0 5
m0

2
ð_z2 1 _r2Þ1Xðz; rÞ5 const (4.25)

as can be easily verified.
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This example demonstrates that the use of the Lagrange formalism in electron optics can be

quite advantageous, since the elementary derivation of Eq. (4.23) turns out to be more

complicated if the electromagnetic fields are time-dependent. These equations are very

useful in studies of particle motion in high-frequency devices, for which alternative simple

forms of the trajectory equations are not available.

4.3 The Canonical Formalism

As well as the Lagrangian, the Hamiltonian function is of great importance. The latter is

needed in Hamilton�Jacobi theory, which is outlined in Chapter 5, Hamiltonian Optics; the

Hamiltonian itself and the associated canonical equations of motion are needed in the

theory of electron emission from cathodes (see Chapter 44 of Volume 2).

In vector notation, the Legendre transform between the Lagrange function L(r, υ, t) and the

Hamilton function H(r, p, t) has the form

Hðr; p; tÞ :¼ pUυ2 Lðr;υ; tÞ (4.26)

in which the velocity υ has to be expressed in terms of the canonical momentum p. This

expression is obtained by solving Eq. (4.12) for υ, the first step being

υ5
1

m
g5

1

m
ðp2QAÞ

The relativistic mass can be expressed as a function of p with the aid of Eq. (2.11) and we

finally obtain

υ5
cðp2QAÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðm0cÞ21 ðp2QAÞ2
q (4.27)

Introducing this into Eq. (4.26), we obtain the Hamilton function

H5 c

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðm0cÞ2 1 ðp2QAÞ2

q
2m0c

2 1QΦ (4.28)

This expression is always valid, even in systems with time-dependent electromagnetic

potentials. The canonical equations of motion are given by

υ � _r5
@H

@p
(4.29)

_p5 2
@H

@r
(4.30)
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Eqs. (4.29) and (4.30) can easily be verified by performing the necessary differentiations.

Eq. (4.29) proves to be identical with (4.27), while (4.30) is equivalent to the Lagrange

equation _p5 @L=@r. More generally, the canonical equations can be derived from a

variational principle of least action in phase space (defined as the union of the vector

spaces of r and p). This variational principle will not be investigated here.

An important law can be established concerning the variation of the Hamiltonian with time.

Taking the total derivative with respect to time of both sides of Eq. (4.26) we have first

dH

dt
5

@H

@t
1 _rU

@H

@r
1 _pU

@H

@p
5 _pUυ1υU_p2

@L

@t
2 _rU

@L

@r
2 _υU

@L

@υ

Using the canonical equations (4.29) and (4.30), the first part of this equation reduces to

dH/dt5 @H/@t. Definition (4.12) together with the Lagrange equation shows that the

expression on the far right-hand side reduces to �@L/@t, thus

dH

dt
5

@H

@t
52

@L

@t
(4.31)

The most important consequence of this relation is that the value of H is conserved in all

systems with static electromagnetic fields, since the only explicit dependence of H and L on

time occurs in the potentials Φ(r, t) and A(r, t). By comparison of Eq. (4.28) with

Eqs. (2.6), (2.7), (2.8) and (2.11), it can be seen that the first two terms on the right-hand

side represent the kinetic energy T as a function of p and r, while the last term QΦ is the

potential energy V(r), so that H is the same as the total energy E0 of the motion. According

to the conventions adopted in Section 2.3, this quantity H5E0 is the kinetic starting energy

of the electron at the cathode surface; it thus has a very concrete and important meaning,

since this quantity will be used in the statistical analysis of the emission process.

4.4 The Time-Independent Form of the Variational Principle

Since the value of H is conserved in all static systems, we can cast the variational principle

Eq. (4.1) into a very attractive form by eliminating L. Solving Eq. (4.26) for L and

introducing the resulting expression into Eq. (4.1), we find

W 5

ðt1
t0

ðpUυ2HÞdt5 extr:

In all static systems, the contributionðt1
t0

H dt5E0ðt1 2 t0Þ
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is a fixed constant, which does not affect the equation of motion and may hence be omitted.

We thus obtain the (reduced) principle of least action:

S :¼
ðt1
t0

pUυ dt5W 1E0ðt12 t0Þ5 extr: (4.32)

Elimination of the time and the introduction of any other legitimate variable of integration

u is now straightforward:

S5

ðu1
u0

pU
dr

du
du5

ðr1
r0

pUdr5 extr: (4.33)

The second representation shows that S is invariant with respect to the choice of the

parameter.

In systems with a straight optic axis, apart from mirrors, the axial coordinate z is always

the most convenient choice of variable of integration. Using Eqs. (4.12) and (3.15) we

obtain

S5

ðz1
z0

ðg1QAÞUr0ðzÞdz (4.33a)

Since the direction of the kinematic momentum vector g must be the same as that of the

local tangent t, we may use

gUr0 5 gðrÞtUr05 ρgðrÞ
where ρ is given by Eq. (3.16). Bringing all this together and writing out the expression for

S explicitly, we obtain finally

S5

ðz1
z0

Mðx; y; z; x0; y0Þ dz (4.34)

with

Mðx; y; z; x0; y0Þ5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 x02 1 y02

p
gðrÞ1Qðx0Ax1 y0Ay1AzÞ (4.35)

For electron motion, Eq. (2.19) may be used. The corresponding Euler equations

d

dz

�
@M

@x0

�
5

@M

@x
;

d

dz

�
@M

@y0

�
5

@M

@y
(4.36)

are the x- and y-components of Eq. (3.17) and will not be discussed here. An important way

of developing a theory of aberrations consists in expanding Eq. (4.35) as a Taylor series

before evaluating Eq. (4.36) and then developing an appropriate perturbation calculus.
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4.5 Static Rotationally Symmetric Systems

A good example of the simplification achieved by eliminating the time as a trajectory

parameter is the static rotationally symmetric system. Moreover, the Störmer equation of

motion thus obtained is of some importance. It is advantageous to transform Eq. (4.35)

into cylindrical coordinates. In static systems, the only surviving component of A is

Aϕ5Ψ(z, r)/2πr, Ψ being the magnetic flux. Thus we immediately obtain

Mðz; r; r0;ϕ0Þ5 gðz; rÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 r02 1 r2ϕ02

p
1Qϕ0Ψðz; rÞ=2π

Since ϕ is cyclic, the conservation of axial angular momentum is now expressed by

N5 pϕ0 5
@M

@ϕ0 5
gðz; rÞr2ϕ0

ð11r021r2ϕ02Þ1=2
1

QΨðz; rÞ
2π

5 const (4.37)

On comparison with Eq. (2.37), it is clear that the value of N is invariant with respect to

the parametric transform. Every canonical momentum can be shown to be invariant with

respect to every parametric transform in variational theory.

Even for relativistic motion, it is easy to eliminate ϕu by solving Eq. (4.37) for ϕu, the result
being

ϕ05

ffiffiffiffiffiffiffiffiffiffiffiffiffi
11 r02

p

r2μðz; rÞ
�
N2QΨðz; rÞ=2π� (4.38)

with

μðz; rÞ :¼
n
g2ðz; rÞ2r22ðN2QΨ=2πÞ2

o1=2
(4.39)

Elementary calculations show that

ρ5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
11 r02 1 r2ϕ02

p
5 gðz; rÞμ21

ffiffiffiffiffiffiffiffiffiffiffiffiffi
11 r02

p

The integrand of Eq. (4.34) can be simplified by means of the Legendre transform

M� 5M2ϕ0N (cf. 4.20), the result being

M�ðz; r; r0Þ5
ffiffiffiffiffiffiffiffiffiffiffiffiffi
11 r02

p
μðz; rÞ

Evaluation of the Euler equation

d

dz

�
@M�

@r0

�
5

@M�

@r

yields

d

dz

�
r0μffiffiffiffiffiffiffiffiffiffiffiffiffi
11 r02

p
�
5

ffiffiffiffiffiffiffiffiffiffiffiffiffi
11 r02

p @μ
@r
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which can be further simplified to the Störmer equation

r00ðzÞ5 11 r02

μðz; rÞ

�
@μ
@r

2 r0
@μ
@z

�
(4.40)

This trajectory equation is similar in structure to Eq. (3.21) and to the electric terms of

Eq. (3.20). The function μ(z, r) is the length of the meridional projection of g, since

Eq. (4.39) can be rewritten as μ5 |izgz 1 irgr|. When considering the motion of electrons,

it is helpful to introduce the acceleration potential by means of Eq. (2.19). We find

r005
11 r02

2 ~Φðz; rÞ

�
@ ~Φ
@r

2 r0
@ ~Φ
@z

�
(4.41)

with the effective potential

~Φðz; rÞ5 Φ̂ðz; rÞ2
�
N1eΨðz; rÞ=2π�2

2m0er2
(4.42)

the second term being again a centrifugal contribution.

On comparing these equations with the corresponding formulae in Section 4.2, the reader

will notice that no approximations have been necessary here and the exact calculation has

not become at all complicated. The essential simplification is a consequence of the fact

that, in the time-independent representation, the relativistic mass is a simple function

m(z, r); the need to use Eq. (4.17) in the time-dependent situation highly complicates the

calculations.
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CHAPTER 5

Hamiltonian Optics

In Chapter 4, Variational Principles, we investigated the various types of variational

principles and showed how they can be made to yield suitable forms of trajectory equations.

These trajectory equations are to be solved by methods that are explained in later chapters

and the solutions will provide us with a certain measure of physical understanding. Though

this is a possible way of investigating electron optical devices, it is not entirely satisfactory.

In geometric light optics, Hamilton’s theory of characteristic functions, in which the rays

of light are treated as trajectories orthogonal to eikonal or characteristic functions, was a

major advance, making it possible to investigate whole bundles of trajectories instead of

individual ones. This is the main difference between optical and purely mechanical or

ballistic treatments.

In charged particle optics, the analogue of the eikonal theory is well-known under the

name of Hamilton�Jacobi theory, which we shall now consider in detail. In the standard

textbooks on classical mechanics, this theory is derived by means of canonical

transformations, which is a very general but undeniably elaborate method (see e.g.,

Goldstein, 1959, Chapter 8; Goldstein et al. 2011). We shall not follow their example. The

presentation that follows is considerably simpler. The scholarly text of Radlička (2008)

compares and contrasts the Hamiltonian, Lie and eikonal theories together with discussion

of differential algebra.

5.1 Introduction of the Characteristic Function

We again set out from Eq. (4.1). For given boundary values, t0 and t1, of t and hence of

the vectors r0 :¼ r(t0) and r1 :¼ r(t1), a function W(r0, t0; r1, t1) can be defined to be the

stationary value of Eq. (4.1), obtained by integration over a physical trajectory, a solution

of the corresponding Euler equations. This definition may be complicated by the presence

of singularities and ambiguities, which will be investigated later. For the moment, we shall

assume that the value of the integral expression is a unique and differentiable function of its

arguments. We shall see that it is appropriate to regard this function W as a characteristic of

the system and we shall indeed refer to it as a characteristic function.

We now consider differential variations of the endpoint, the starting point being

unaltered. In order to distinguish these variations from the notation used for integration,
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we denote them by Δt1 and Δr1 rather than dt and dr. Since the curves connecting the

fixed starting point and shifted endpoint must correspond to physical trajectories, the

condition

Δr1 5υðt1ÞΔt1 5υ1Δt1

must be satisfied. The corresponding variation of W is then given by

ΔW5 L1Δt15 L(r1, υ1, t1)Δt1. The Lagrangian L1 can be expressed in terms of the

Hamiltonian H1 at the terminal point 1, the result being

ΔW 5 ðp1Uυ1 2H1ÞΔt15 p1UΔr12H1Δt1 (5.1)

On the other hand we can expand the difference

ΔW :¼W r0; t0; r11Δr1; t11Δt1ð Þ2W r0; t0; r1; t1ð Þ
as a Taylor series. Retaining only the first order terms, we obtain

ΔW 5Δr1U
@W

@r1
1Δt1

@W

dt1
(5.2)

The two expressions for ΔW must be identical for all increments Δt1 and Δr1 that

represent a physical motion. Certainly we can choose arbitrary values of Δt1 provided

that a continuous range of values leads from t1 to t1 1 Δt1. It is now of importance that

Eq. (5.1) must be identical with Eq. (5.2) in every respect, that is, for all

acceptable configurations of r0, t0, r1 and t1. This implies that Δr1 must be regarded as

independent of Δt1, even though r15υ1Δt1; the velocity υ1 may be an arbitrary vector

only subject to |υ1| , c. From Eqs (5.1) and (5.2), we then obtain the necessary and

sufficient conditions

p1 5
@W

@r1
; H1 52

@W

@t1
(5.3)

By considering variations of the starting point, we likewise find

p0 52
@W

@r0
; H0 5

@W

@t0
(5.4)

Thus the variation ΔW due to alterations of both sets of arguments is given by Hamilton’s

central equation:

ΔW 5
h
pUΔr2HΔt

i1
0
� p1UΔr1 2 p0UΔr0 2H1Δt1 1H0Δt0 (5.5)

Since W is a continuously differentiable function of its arguments, Eq. (5.5) must hold even

for completely arbitrary differential increments.
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5.2 The Hamilton�Jacobi Equation

In the following discussion, we shall assume that the starting coordinates r0, t0 are uniquely

specified and remain unaltered, while the terminal coordinates r1, t1 may vary within

physically allowed domains. In order to simplify the notation, we shall omit the arguments

r0 and t0 whenever they are not explicitly needed. Furthermore, we shall omit the subscript

1 of the terminal coordinates, and the ordinary vector notation for the gradient will refer to

differentiation with respect to r1.

Introducing Eq. (5.3) into the Hamiltonian H(r, p, t), we immediately obtain the

Hamilton�Jacobi equation

Hðr; gradW ; tÞ52
@W

@t
(5.6)

W now being a function of r and t. Recalling Eq. (4.28), (5.6) is given explicitly by

c
�ðm0cÞ21ðgradW2QAÞ2�1=22m0c

21QΦ1
@W

@t
5 0 (5.7)

Φ and A being functions of r and t, like W. This is a partial differential equation of first

order for the function W(r, t). Since only the derivatives of W appear in Eq. (5.7) and

not the function itself, the solution of Eq. (5.7) may contain an arbitrary additive

constant. A reasonable and simple normalization is W(r0, t0; r0, t0)5 0, since the

solution then fits the original definition of W, namely as the integral representation of

the action. From among the many solutions of (5.7), we shall select all those that satisfy

this condition. They correspond to the paths of all trajectories that start at the point r0
at the time t0.

Even after imposing this restriction on the set of solutions, the practical solution of

Eq. (5.7) will be extremely complicated in the general case; further simplification is

therefore necessary. In all systems with static potentials Φ(r), A(r), the separation (in full

notation)

Wðr0; t0; r; tÞ5 Sðr0; rÞ2E0ðt2 t0Þ (5.8)

is possible and advantageous, Eq. (5.7) then simplifying to

c
�ðm0cÞ21ðgrad S2QAðrÞÞ2�1=22m0c

2 1QΦðrÞ5E0 (5.9)

The point characteristic function Sðr0; rÞ introduced by this separation is exactly the same

as the function S appearing in the integral representations Eqs (4.32) and (4.33) if the

normalization condition for W is satisfied. Thus, instead of solving Eq. (5.9) directly with

Sðr0; r0Þ5 0, S may in practice be obtained by evaluating Eq. (4.33).
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Familiar though it is in theoretical physics, Eq. (5.9) is an inconvenient form of the reduced

Hamilton�Jacobi equation. By means of Eq. (2.13) we can simplify it to

�
grad SðrÞ2QAðrÞ�25 g2ðrÞ (5.10)

which is still exact. In the case of electron propagation, we can rewrite it as

�
grad SðrÞ1eAðrÞ�2 5 2m0eΦ̂ðrÞ (5.11)

In all practical calculations we shall use this form. Despite this simplification, the practical

solution may still be very arduous.

5.3 The Analogy With Light Optics

Having formally introduced the characteristic function, we now discuss its physical

meaning. For simplicity, we first assume that the vector potential A(r) vanishes. In the static

case, the first equation in Eq. (5.3) then reduces to

pðrÞ � gðrÞ5 grad SðrÞ (5.12)

and Eq. (5.11) to �
grad SðrÞ�25�gðrÞ�2 5 g2ðrÞ5 2m0eΦ̂ðrÞ (5.13)

the last term of this equation being valid for electrons. The physical meaning of Eqs (5.12)

and (5.13) is quite clear: Eq. (5.12) expresses the vector g5mυ as a function of r, while

Eq. (5.13) is the condition that the length of this vector is in agreement with relativistic

kinematics. The truly new result, going beyond relativistic kinematics, is that the local

direction of the vector g is always orthogonal to the corresponding surface SðrÞ5 const

(5.12). Since the vector g5 g(r)t(r) always points in the same direction as the local tangent

t(r) of the trajectory in question, we can draw the following conclusion: the particle

trajectories are orthogonal to the set of surfaces SðrÞ5 const.

This statement is illustrated in Fig. 5.1. The analogy with geometric light optics is now

complete. We may use the relation g5 ħk0n(r)t(r), t(r) being the local tangent vector of a

ray passing through the point r. The vacuum momentum ħk0 cancels out if we introduce an
eikonal function L(r) by writing S(r) ¼: ħk0L(r), and we obtain

nðrÞtðrÞ5 grad LðrÞ (5.14)
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�
grad LðrÞ�25 n2ðrÞ (5.15)

Eq. (5.14) expresses Hamilton’s statement that light rays are the normals to a family of

surfaces L(r)5 const known as wavefronts or eikonal surfaces (see e.g., Born and Wolf

(1959) Eq. (3.1.15b), where Eq. (5.15) is referred to as the eikonal equation, recalling the

work of Bruns (1895) on ‘Das Eikonal’). The eikonal itself is an optical length. Explicitly,

the point eikonal

Lðr0; r1Þ5
ðP1

P0

nðrÞds (5.16)

is the optical length between the points P0 and P1 with position vectors r0 and r1,

respectively. The integration is to be performed along a physical trajectory. According to

Fermat’s principle, this function takes the same value along all trajectories connecting P0

and P1 that are continuously deformable into one another, and is stationary when evaluated

along a trajectory. For rotationally symmetric dioptric systems, this stationary value is a

true minimum (Sturrock, 1955, p. 60). This result is exactly analogous to Eq. (4.32).

It is possible and of potential interest to introduce an electron optical index of refraction

in such a way that Eqs (5.12) and (5.13) are in formal agreement with (5.14) and (5.15),

respectively. Since the index of refraction may be defined in light optics as the ratio of the

P

P0

S (r0 ,r ) = const

t(r0 ,r )

Figure 5.1
Simplified representation of the point characteristic function Sðr0; rÞ in an isotropic medium. The
point P0, with position vector r0, may be regarded as a point source, from which the various rays
emanate. A number of surfaces S5 const are shown in a two-dimensional section. The value of S
at any arbitrary point P is equal to the variational integral along the trajectory from P0 to P. The

local tangent t at P is orthogonal to the corresponding surface S5 const.
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momentum in the medium in question and in vacuo, we may similarly define the electron

optical index of refraction to be

nEðrÞ5
gðrÞ
G

5

ffiffiffiffiffiffiffiffiffi
Φ̂ðrÞ
Û

s
(5.17)

G5 (2m0eÛ)
1/2 being some suitable constant momentum. We now have complete formal

agreement if we write S5GL instead of S5 ħk0L. There is, however, an important

difference between light optics and electron optics. With respect to the propagation of

light, the vacuum is the privileged medium of reference as it is the only medium free of

dispersion and absorption. In electron optics there is no privileged medium of reference, the

choice of the positive constant G being arbitrary; different choices are to be found in the

literature. A definition of an electron optical index of refraction such as Eq. (5.17) thus

offers no particular advantage and it seems more sensible to use Eqs (5.12) and (5.13) in

their original form, since the kinematic momentum has a direct experimental significance.

A more serious difference between light optics and electron optics is that, in the

nonrelativistic approximation, the condition r2(n2E)5 0 is satisfied in all source-free

domains, whereas no such condition obtains in light optics. Although the index n(r) for

the refraction of light is a piecewise constant function in all the principal optical devices,

the free choice of the lens surfaces makes aberration correction possible. The fact that

Laplace’s equation must be satisfied is, however, such a strong restriction that some of the

aberrations in electron optical devices are rigorously incapable of correction (see Part IV).

The relativistic terms in Eq. (5.17) do not alter this situation.

5.4 The Influence of Vector Potentials

The analogy between light optics and electron optics breaks down completely when vector

potentials have to be considered. We then have

pðrÞ5 gðrÞ1QAðrÞ5 grad SðrÞ (5.18)

Since the vectors g and A are in general not parallel to each other and g has the direction of

the local tangent, p does not always point in this tangential direction. The rays of particles

are hence no longer orthogonal trajectories of surfaces SðrÞ5 const. This is shown in

Fig. 5.2.

The principle of least action Eq. (4.33) can be rewritten as δS5 0 or

Sðr0; r1Þ5
ðr1
r0

pUdr5
ðP1

P0

μðr; tÞds5 extr: (5.19)
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with

μðr; tÞ :¼ tUp5 gðrÞ1QtUAðrÞ (5.20)

and for electrons:

μðr; tÞ5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m0eΦ̂ðrÞ

q
2 etUAðrÞ (5.21)

The meaning of this quantity is shown in Fig. 5.2. The generalization of Eq. (5.17) is now

nEðr; tÞ :¼
ffiffiffiffiffiffiffiffiffi
Φ̂ðrÞ
Û

s
2

η

Û
1=2

tUAðrÞ (5.22)

Expressions of this form or proportional to it are commonly encountered in the literature.

The square-root term is regarded as an isotropic contribution to the index of refraction,

while the vector potential term—owing to its dependence on t—is an anisotropic

contribution. It must be emphasized that all these considerations are of a purely formal

character and have no experimental significance, as will soon be obvious. Nevertheless, the

point characteristic function Sðr0; r1Þ, defined by Eq. (5.19), does retain—disregarding any

constant normalization factor—the character of the optical distance between the points r0
and r1. Various choices of the normalization factor (essentially Û in Eq. 5.22) are to be

found in the literature (see Picht, 1939, 1957, Eqs (3.10�11) or Picht, 1963, Section 3.8;

Glaser, 1952 Sections 9�10; Grivet, 1965, Chapter 6; Kel’man and Yavor, 1959, 1968,

Section 4 of Chapter 1). A system of units—not adopted here (but see Section 24.8)—has

been devised by Sturrock (1955, Section 1.2) to eliminate e, m0 and c from the equations.

We emphasize that the choice of any particular normalization is only a question of

convenience and has no physical meaning.

It is possible and obviously sensible to choose a gauge for A(r) such that A(r) vanishes in

all domains in which B is zero. Thus at least in the field-free domains in front of and

behind magnetic devices, we can make use of the orthogonality between trajectories and

eikonal surfaces. The Aharonov�Bohm effect, for which this gauge breaks down, is

described in Sections 59.6 and especially 62.4 of Volume 3.

Surfaces

Particle ray

g = mv

eA

μ

Orihogonal

Trajectory
S = const

P = grad S

Figure 5.2
Influence of the vector potential A on the characteristic function S.
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5.5 Gauge Transformations

In the previous chapters we have frequently used electromagnetic potentials but, apart from

the purely electrostatic potential, never specified their gauge. We now discuss the influence

of different gauges on various physical quantities.

Eqs (4.3) and (4.4) can be satisfied by different pairs of potentials Φ, A and Φu, Au, say,
provided that these pairs are related by

Φ5Φ0 2
@

@t
Fðr; tÞ; A5A0 1 grad Fðr; tÞ (5.23)

This is called a gauge transformation. The function F(r, t) is arbitrary so long as it is

sufficiently differentiable. The other Maxwell equations impose further restrictions but do

not completely eliminate the freedom of choice of F. Since only the field vectors have

experimental significance and not the potentials, all quantities that depend in any way on

F(r, t) have no experimental significance.

The kinematic functions, introduced in Chapter 2, Relativistic Kinematics, are gauge-

invariant since they are essentially related to the kinetic energy and not to the potential. In

the variational formalism, the gauge-dependent quantities are the generalized potential V�,
the canonical momentum p, the Lagrangian L and the Hamiltonian H, the corresponding

transforms being given by

V�5V�0 2Q
� @F
@t

1υUgrad F
�
� V�0 2Q

dF

dt
(5.24)

L5 L01Q
dF

dt
(5.25)

p5 p0 1Q grad F (5.26)

H5H0 2Q
@F

@t
(5.27)

The transform of the variational integral Eq. (4.1) involves integration of a total derivative,

the result being

W 5W 0 1
h
QFðr; tÞ

i1
0

(5.28)

If the endpoints are kept fixed, W and W u differ only by a constant and thus have

the same extremals as solutions of the corresponding Euler�Lagrange equations. If,

however, the endpoints are regarded as variables, Eq. (5.28) shows that the action

W is essentially gauge-dependent. The characteristic functions are therefore gauge-

dependent and are not observable quantities. Only for the propagation of particles in
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purely electrostatic fields can Eqs (5.12) and (5.13) be regarded as having a

physical meaning, as they have a gauge-invariant form. In Eq. (5.20), however, the

gauge-dependence is now obvious and so definition Eq. (5.22) has no particular

advantage.

5.6 Poincaré’s Integral Invariant

We now return to Eq. (5.5). In time-independent systems, variations of the time are of no

interest and we thus choose Δt15Δt05 0. Since spatial variations involve only the static

point characteristic function Sðr0; r1Þ, Eq. (5.5) then simplifies to

ΔS5 p1UΔr1 2 p0UΔr0 (5.29)

We now consider a one-parameter family of nonintersecting rays, each ray being uniquely

characterized by a well-defined value of some parameter u, as shown in Fig. 5.3. This

means that the points with vectors r0(u) and r1(u) are located on the same ray. It is useful to

introduce derivatives with respect to u, for instance Δr05Δu � dr0/du, with similar

expressions for Δr1 and ΔS. The quantity Δu then cancels out from Eq. (5.29), so that

dS

du
5 p1ðuÞU

dr1

du
2 p0ðuÞU

dr0

du
(5.30)

is exactly valid.

In the next step we consider a tube of nonintersecting rays, its mantle surface now being a

one-parameter family, as shown in Fig. 5.4. On this surface we choose two closed loops Γ0

and Γ1 with parametric representations r0(u) and r1(u) for uα # u # uβ, respectively.

Integration of (5.30) over the whole interval of u results in

Γ0

Γ

uα
r0 (uα)

r1 (uα)

r1 (u)

r0 (u)

Figure 5.3
A one-parameter family of rays, each ray being uniquely characterized by a specific value of the

parameter u. Two paths of integration, Γ0 and Γ, are also shown.
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ðuβ
uα

dS

du
du5

ðuβ
uα

p1ðuÞU
dr1

du
du2

ðuβ
uα

p0ðuÞU
dr0

du
du

Since rj(uβ)5 rj(uα), ( j5 0, 1), and S is a unique function of its arguments, the expression

on the left-hand side vanishes. Thus

I :¼
ðuβ
uα

p1ðuÞU
dr1

du
du5

ðuβ
uα

p0ðuÞU
dr0

du
du

is invariant. The parametric representation facilitates the evaluation of these integrals but is

not absolutely necessary; the value of I is invariant with respect to parametric transforms.

Since Γ0 and Γ1 are arbitrary loops, the expression

I5

I
Γ
pUdr (5.31)

has the same value for any closed loop Γ on the surface of the tube. This is Poincaré’s

integral invariance theorem. This quantity is even invariant with respect to gauge

transformations, since it can be rewritten as

I5

I
Γ
gUdr1QΨΓ (5.32)

where ΨΓ is the magnetic flux through Γ:

ΨΓ5

I
Γ
AUdr5

ð
ðΓÞ
BUda

The flux term in Eq. (5.32) gives rise to a phase shift of magnitude QΨΓ/ħ in the wave-

optical interference patterns produced by electron optical biprism devices. This phase shift,

Γ0 Γ
Γ1

Figure 5.4
Tube of nonintersecting rays and three closed paths of integration, Γ0, Γ1 and Γ round

its surface.
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known as the Aharonov�Bohm effect (Ehrenberg and Siday, 1949; Aharonov and Bohm,

1959), is discussed in detail in Section 62.4 of Volume 3.

Another interesting consequence of Eq. (5.31), is the existence of the point characteristic

function. The invariance of the integral expression given by Eq. (5.31) can be derived by

following an alternative route, using canonical transforms (Goldstein, 1959), and may thus

be regarded as fundamental. Let us now assume that the whole bundle of rays shown in

Fig. 5.4 and also all rays propagating laminarly in the interior of the tube intersect at some

point r0. Then any closed loop Γ may be contracted to this point r0, and hence the integral I

vanishes. From
H
pUdr � 0 (even in the interior), we can deduce that curl p � 0. Hence

there must be a function U(r) 6¼ 0 such that p5 grad U. With the reasonable assumption

U(r0)5 0 we recover the point characteristic function

Uðr1Þ ¼: Sðr0; r1Þ5
ðr1
r0

pðrÞUdr

Since the value of this integral is independent of the path of integration between r0 and r1,

it must be identical with that of Eq. (5.19).

It is often preferable to use the invariance theorem in its differential form. This can

be obtained easily by considering congruences of rays. These are two-parameter manifolds

or families of rays, represented by functions r(u, υ; s), u and υ being the parameters in

question and s the arc-length. For instance, all monoenergetic rays emerging from a ‘point

source’ at r0 form a congruence, the parameters u and υ then being angles characterizing

the starting direction. The definition is, however, more general. It is easily seen that the

generalization of Eq. (5.30) for a congruence is given by

@S

@u
5 p1U

@r1
@u

2 p0U
@r0
@u

@S

@υ
5 p1U

@r1
@υ

2 p0U
@r0
@υ

(5.33)

since all vector quantities are now functions of u and υ (neglecting the irrelevant

dependence on s). From the condition that @2S=@u@υ, calculated in different ways, must be

the same continuous function, we obtain

@p1
@υ

U
@r1
du

2
@p0
@υ

U
@r0
@u

5
@p1
@u

U
@r1
@υ

2
@p0
@u

U
@r0
@υ

or rearranging

@r1
@u

U
@p1
@υ

2
@p1
@u

U
@r1
@υ

5
@r0
@u

U
@p0
@υ

2
@p0
@u

U
@r0
@υ
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Since the points r0 and r1 may be chosen arbitrarily so long as both are located on the same

trajectory specified by the values of u and υ, the expressions on each side do not depend on

position but only on u and υ, and are thus constant along each ray. This constant is the

familiar Lagrange bracket

fu; υg:5 @r

@u
U
@p

@υ
2

@p

@u
U
@r

@υ
5 const (5.34)

A congruence is said to be normal if {u, υ} � 0. This is equivalent to I5 0, since the

Poincaré invariant can be obtained from Eq. (5.34) by integration (Sturrock, 1955,

Section 2.3). In every normal congruence, there is thus a family of surfaces U(r)5 const

such that p5 grad U, U usually being the point characteristic function S. As is illustrated in

Fig. 5.2, this does not automatically imply orthogonality with respect to the trajectories

themselves.

5.7 The Problem of Uniqueness

In the preceding considerations we have tacitly assumed that the solutions of the

Hamilton�Jacobi equation are unique and regular. This is very often not the case. A simple

example is shown in Fig. 5.5. In a beam, there may exist an envelope surface, formed by a

one-parameter family of rays. This surface, which is known as a caustic, usually has sharp

edges, and its extension depends on the positions and the shapes of any apertures confining

the beam. The caustic represents a singularity of the point characteristic function, since it

separates the domain of no solution from that with two solutions, where the rays intersect.

The example illustrated is highly simplified; in realistic electron optical devices, caustics

may have a very complicated structure. We shall therefore not investigate them here in a

general manner; instead we shall treat some concrete examples later, see Chapter 42 of

Caustic

Figure 5.5
Particle trajectories (full lines) forming a caustic and wavefronts SðrÞ5 const (broken lines) in a

two-dimensional section through a beam in an isotropic medium. The domain beyond the caustic
is inaccessible to the particles; within the caustic, the trajectories may intersect. At the caustic, the

lines S5 const form cusps.
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Volume 2. The foregoing theory remains valid in domains accessible to the beam, the

vicinity of caustics being excluded.

In domains in which different functional branches of the point characteristic function

overlap, each branch is to be treated separately.

5.8 Lie Algebra

A method of analysing the behaviour of charged particles in electric and magnetic fields

based on Lie algebra has been found valuable in accelerator optics, where it was introduced

by Dragt and further developed by him and Forest (Dragt, 1982, 1987, 1990; Dragt et al.,

1986; Forest, 1998). They subsequently extended it to the domain of electron optics (Dragt

and Forest, 1986; Dragt et al., 1986; Dragt, 1987), where Ximen (1995), Hu and Tang

(1998, 1999), Hu et al. (1999) and Matsuya et al. (1995) have employed it. Here, we cannot

give more than an introduction; a very readable account is to be found in the article of

Dragt and Forest (1986). Moreover, another full presentation has been published by

Radlička (2008), in which it is compared closely with other approaches, notably the

trajectory and eikonal methods.

The basic element of the Lie algebraic approach is the Poisson bracket [ f, g] of two

functions f and g (Poisson, 1809):

f ; g½ �5 @f

@p

@g

@q
2

@f

@q

@g

@p
(5.35)

in which q here denotes the position vector (x y)T and p is the canonical momentum

Eq. (4.12). (We follow Dragt and Radlička in denoting the position vector by q for the

benefit of readers who wish to go more deeply into their publications.) A linear operator,

the Lie operator, generates such a Poisson bracket:

f-: f : where :f :g5 ½f ; g� (5.36)

Powers of :f: are defined in terms of imbricated Poisson brackets,

ð:f :Þ2g5 ½ f ; ½ f ; g��
and ð:f :Þ0 is the identity operator, ð:f :Þ0g5 g: The exponential function expð:f :Þ plays a
central role and expð:f :Þg is known as the Lie transformation of g. We have

expð:f :Þ5
XN
0

ð:f :Þn
n!

(5.37)
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and so

expð:f :Þg5 g1 f ; g½ �1 ½f ; ½ f ; g��
2

1?

The relation between w :¼ (q, p) in two planes z1 and z2 is represented by a transfer map

M,

w25Mw1 (5.38a)

and provided that w5 0 corresponds to a trajectory (the optic axis), the map has the form

M5 Π
N

j52
expð:fj:Þ (5.38b)

in which each function fj is a homogeneous polynomial of degree j in w1. We shall find that

:f2: corresponds to paraxial properties and the next terms to aberrations. We now specialize

to monochromatic beams in a system with a straight optic axis. It is convenient to write

Px5 px=p0; Py5 py=p0; Qx 5 x; Qy5 y

in which p0 is the momentum on the axis. For the Poisson brackets, we define

½Qx;Qy�5 ½Px;Py�5 0; ½Qi;Pj�5 δij

Dragt and Forest consider three simple forms of M5 expð:f2:Þ to illustrate the use of this

algebra: f2 52 L
2
ðP1Þ2; f252 k

2
ðQ1Þ2 and f2 5ϕðQ13P1Þiz5ϕðQx;1Py;1 2Qy;1Px;1Þ:

The first represents a translation and the second, the action of a thin lens. The third

represents rotation through an angle ϕ as we now show. For the four Lie operations,

we find

:f2:Qx;1 5ϕQy;1 :f2:Qy;1 52ϕQx;1

:f2:Px;1 5ϕPy;1 :f2:Py;1 52ϕPx;1
(5.39)

We now evaluate the corresponding quantities in the plane z2:

Qx;2 5MQx;1 5 expð:f2:ÞQx;1 5 f11 :f2:1 ð:f2:Þ2=21 ð:f2:Þ3=61?gQx;1

5 ð12ϕ2=21?ÞQx;1 1 ðϕ2ϕ3=61?ÞQy;1

5Qx;1cos ϕ1Qy;1sin ϕ

and similarly

Qy;25Qy;1cosϕ2Qx;1sinϕ
Px;25Px;1cosϕ1Py;1sinϕ
Py;25Py;1cosϕ2Px;1sinϕ
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This map therefore does indeed represent a rotation ϕ about the optic axis and the map

M5 expð:f2:Þ contains enough information to characterize the paraxial optics of a system

with a straight axis.

It is convenient to discuss the effect of aberrations here but some familiarity with

Chapter 24, The Geometrical Aberrations of Round Lenses, is assumed. We limit the

discussion to systems with rotational symmetry, which implies that P and Q occur only as

the combinations P2, Q2, P �Q and Q3P. Since this excludes homogeneous polynomials of

odd order, M must take the form

M5 expð:f2:Þexpð:f4:Þexpð:f6:Þ? (5.40)

For the third-order aberrations wð3Þ, we have

wð3Þ5 exp : f4 :ð Þ wð1Þ5wð1Þ1 f4;w
ð1Þ� �

1
1

2
f4; f4;w

ð1Þ� �� �
1? (5.41)

and only the second term need be retained. The function f4 will have the following form, in

which we have anticipated the standard notation for the aberration coefficients introduced in

Chapter 24:

CsðP2Þ2 1KP2ðPUQÞ1 kP2fðQ3PÞUizg1AðPUQÞ2 1 aðPUQÞfðQ3PÞUizg
1FP2Q21DQ2ðPUQÞ1 dQ2fðQ3PÞUizg1λðQ2Þ2 (5.42)

Consider, for example, the term CsðP2Þ2. In the image plane, we have

Qð3Þ
x 5Qð1Þ

x 1 ½CsðP2Þ2; Qð1Þ
x �52Cs

@ðP2Þ2
@Px

524CsP
2Px (5.43)

which clearly has the same nature as spherical aberration. The other terms can be identified

with coma (K, k), astigmatism (A, a), field curvature (F) and distortion (D, d).

We shall not go further into this approach, which is thoroughly explored by Dragt and

Forest; the design of aberration correctors is particularly interesting. We shall however, say

a few words about the presentation of Radlička, which sheds a slightly different light on the

steps leading to the aberration coefficients. The equation of motion for a Hamiltonian H is

written

w05 ½w;H�
with w5 (q p)T. In the case of round magnetic lenses, the Hamiltonian can be written as

H5H21H4 1 :::
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where H2, for example, has the easily recognizable form

H25
P2

2φ̂
1=2

1
η2B2

8φ̂
Q2 (5.44)

in the rotating coordinate system, where Q, P replace q, p. H4 likewise has a familiar

appearance:

H4 5
1

4
L1ðQ2Þ2 1 1

2φ̂
L2Q

2P2 1
1

4φ̂
2
L3ðP2Þ21

�
2
1

φ̂
RLz1CPQ

2 1
CQ

φ̂
P2
�
Lz

L2z 5P2Q2 2 ðQUPÞ2
(5.45)

in which L1, L2, L3 and R are defined in Eq. (24.3); the functions P and Q of Eq. (24.3) are

here written CP and CQ to prevent confusion.

The aberrations are obtained with the aid of the interaction Hamiltonian, which here takes

the form

Hint
4 5H4ðQð ~Q; ~PÞ;Pð ~Q; ~PÞÞ (5.46)

in which ~Q; ~P are obtained from 
Q

P

!
5

 
gðzÞ1̂ φ̂

21=2

o hðzÞ1̂

φ̂
1=2

g0ðzÞ1̂
 
φ̂
φ̂o

!1=2
h0ðzÞ1̂

! 
~Q

~P

!

where 1̂ denotes the identity matrix. From the interaction Hamiltonian we can calculate

g4 52

ðz
zo

Hint
4 ðQ½2�;P½2�; zÞdz

The exponent [2] indicates the second perturbation beyond the paraxial approximation; in

the case of axially symmetric systems, this brings us to the third-order aberrations, as there

are no second-order aberrations, which would correspond to exponent [1]). In the image

plane

Qð3Þ5MðQ0Þ2
@g4ðQ0P0Þ

@P0

(5.47)

which leads to the expressions for the aberration coefficients given by the eikonal method.

Other special cases are examined in great detail by Radlička, a valuable feature of his full

account of a relatively little-known branch of aberration theory.
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5.9 Summary

In this part we have dealt with the general theoretical fundamentals of electron optics. We

have derived various forms of trajectory equations, kinematic functions and conservation

laws. We have investigated various kinds of variational principles and these have permitted

us to derive the general theory of Hamiltonian optics. All the relations obtained are

essential tools in the investigation of particular aspects of electron optical devices. Since a

knowledge of the applied electromagnetic fields is needed before the trajectory equations

can be solved, we must now interrupt the purely electron optical discussions and deal with

field calculations. In Part III, we shall return to the theory of electron propagation.
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CHAPTER 6

Basic Concepts and Equations

6.1 General Considerations

In this Part we shall deal with the calculation of electrostatic or magnetostatic fields, that is

to say, time-independent fields. This major simplification is justified, since in the vast

majority of practical electron optical devices the applied fields are static. Even in electric

and magnetic deflection units, the frequencies of the time-dependent fields are so low that a

quasistatic approximation is entirely justified. By this, we mean that all field functions can

be separated in the form F(r, t)5 f1(r)f2(t), where f1(r) is practically independent of the

frequency and may be calculated as a static field. Special high-frequency devices for which

these assumptions do not hold are not treated in this book.

Charged particles usually propagate in vacuo in a very narrow domain far distant from any

material walls. The only exceptions are the immediate vicinity of emitting surfaces in

electron guns, the surfaces of mirrors, specimens, apertures and recording devices.

Specimens, apertures and recording media are of little interest in the present context,

because they are usually located in field-free domains or are assumed to have no effect on

the field distribution. The vicinities of cathodes and reflecting surfaces will be excluded

from the following discussion. With these exceptions, the space through which particles

travel will be referred to as the extended paraxial domain. Usually this is a narrow but long

tube around the optic axis of the system in question, see Fig. 6.1. One of the aims of this

Part is to derive suitable series expansions for the field in this paraxial domain, since these

are fundamental for the investigation of trajectories, focusing properties and aberration

effects in practical devices.

Although a concrete knowledge of the field in the appropriate extended paraxial domain

would be quite sufficient for all further electron optical considerations (always excluding

cathodes and mirrors), this knowledge cannot be obtained without making a complete

calculation of the field within the whole device. The reason for this is that a static field

within a given domain can only be calculated as the solution of a boundary-value problem,

as is further outlined in Chapter 8, Boundary-Value Problems. In electron optics, the

boundaries are the surfaces of electrodes or polepieces, which are of great importance

though they are usually far from the paraxial domain. Thus the second major aim of this

Part is to present techniques for solving boundary-value problems.
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Throughout this Part we shall assume that electrodes and magnetic polepieces have

isotropic material properties. The corresponding material coefficients may be functions of

position. This is mainly the case when saturation effects arise in ferromagnetic polepieces.

We shall adopt the following standard electrodynamic notation:

E: electric field strength; D: displacement vector;
H: magnetic field strength; B: magnetic flux density;
ε, ε0: permittivity; μ, μ0: permeability;
ν5 1/μ: magnetic reluctance; A: vector potential;
ρ: space charge density; j: electric current density;
σ: surface charge density; ω: surface current density.

Scalar potential functions are denoted in different ways, as they will appear frequently in

different contexts; very often they have only a formal mathematical meaning.

6.2 Field Equations

In the case of stationary fields, Maxwell’s equations reduce to

curl E5 0; curl H5 j
div D5 ρ; div B5 0; ðdiv j5 0Þ (6.1)

These are to be complemented by the material equations

D5 εE; B5μH; ðor H5 νBÞ (6.2)

In ferromagnetic materials, the reluctance ν is a function of B5 |B|, hence

H5 νðBÞB (6.3)

Z

Figure 6.1
Axial section through part of some electron optical device; the paraxial region

is indicated by dashed lines.
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In Eq. (6.1) the space charge density ρ(r) and the current density j(r) are regarded as given

functions of position. The determination of space charge distributions will be treated in

Chapter 46 of Volume 2. Electric fields in the interior of conducting materials are not

considered here. The source-free Maxwell equations permit us to introduce electromagnetic

potentials,

E52 grad ΦðrÞ; B5 curl AðrÞ (6.4)

these equations being special cases of Eqs. (4.3) and (4.4). Combining Eq. (6.4) with (6.1)

and (6.2), we obtain partial differential equations of Poisson’s type. For the electrostatic

potential we have

div
�
εðrÞgrad ΦðrÞ�52 ρðrÞ (6.5)

In homogeneous dielectric media, where ε is constant, Eq. (6.5) reduces to

r2ΦðrÞ52 ρðrÞ=ε (6.6)

and in domains free of space charge, to Laplace’s equation

r2ΦðrÞ5 0 (6.7)

The derivation of Poisson’s equation for the vector potential proceeds as follows. In the

general case, combination of r3H5 j, H5 νB with ν5 ν(B) and B5r3A results in

curl
�
ν
���curl Aj�Ucurl AðrÞ�5 jðrÞ (6.8)

This complicated nonlinear vector Poisson equation has to be solved in ferromagnetic

domains with saturation effects. When the permeability μ5 ν21 is constant, this differential

equation can be simplified considerably. Using the vector differential identity

curl curl A5 grad div A2r2A

valid only in Cartesian representations, we obtain first

2grad div A1r2A52μjðrÞ
A further important simplification can be achieved by choosing a gauge for A that

satisfies

div AðrÞ � 0 (6.9)

We then finally obtain the vector Poisson equation

r2AðrÞ52μjðrÞ (6.10)
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Yet another simplification is possible in current-free domains. We then have r3H5 0 and

it is always permissible to write

HðrÞ52 grad χðrÞ (6.11)

χ(r) being the scalar magnetic potential. Since μ is constant, we have div H5 0 and χ
satisfies the Laplace equation

r2χðrÞ5 0 (6.12)

The simplification thus achieved lies in the fact that only one scalar differential equation is

to be solved instead of three coupled by Eq. (6.9). The representation (6.11), (6.12) is of

course less general than that in terms of the vector potential, since the condition j(r)5 0

cannot be true throughout the whole space. The domain of solution of Eq. (6.12) is thus to

be confined in such a way that j5 0 and that the solution for χ remains unique. Important

examples are given in Chapter 8, Boundary-Value Problems and Chapter 9, Integral

Equations.

Although Eq. (6.11) is the correct form of the gradient representation of H, it is rather

inconvenient, since it is the flux density B, and not H, that figures in the trajectory

equations. After solving the boundary-value problem for the magnetic field, we are only

interested in the source-free vacuum field. We may therefore introduce a new potential

W(r), writing

B52 gradW ; r2W 5 0; W 5μ0χ (6.12a)

We shall use this representation whenever this is possible and causes no confusion.

6.3 Variational Principles

In connection with the finite-element method, the subject of Chapter 12, it is of importance

that the partial differential equations given above can also be derived from a variational

principle, the integrand being the stored field energy. This principle takes different forms

for scalar and vector potentials.

The general form of variational principle for m coupled functions of position y1(r) . . . ym(r)
in a three-dimensional domain S is given by

δW 5 δ
ð
S

Λðr; y1. . .ym;ry1. . .rymÞ d3r5 0 (6.13)
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The boundary @S and the boundary values y1 . . . ym on it must not vary. The corresponding

Euler equations are

@Λ
@yi

5
X3
k51

@

@xk

"
@Λ

@ð@yi=@xkÞ

#
5rU @Λ

@ðryiÞ
(6.14)

The Cartesian components of the gradients are now treated as independent variables.

In applications involving electrostatic fields, we have m5 1, y1(r)5Φ(r) being the

electrostatic potential. The corresponding Lagrange density Λ is given by

Λ5
ε
2
E22 ρΦ; ðE52rΦÞ (6.15)

Applying Eq. (6.14), we obtain Eq. (6.5).

When source-free magnetic field domains are to be studied, we may choose scalar potential

representations; as before m5 1 and now y1(r)5χ(r). The Lagrange density Λ is now the

familiar energy density:

Λ5
μ
2
H2; ðH52rχÞ (6.16)

The corresponding Euler equation is (6.12).

In the case of general magnetostatic fields, we have to choose m5 3, and yi(r)5Ai(r),

i5 1, 2, 3, are then the three Cartesian components of the vector potential A. We shall need

the absolute flux density

B5
��B��5 ��curl A�� (6.17)

The source-free term of the Lagrange density Λ is then a function of the form

UðBÞ5
ðB
0

HðB0ÞdB0 (6.18)

provided that any magnetic media are isotropic, that is, their permeability may vary with B

but not with the direction of B; μ is now a scalar, not a tensor. For a nonlinear medium

with saturation effects, but without hysteresis effects, a graph of such a function is shown in

Fig. 6.2. Differentiation of Eq. (6.18) with respect to B gives

HðBÞ5 @U

@B
5

B

B

dUðBÞ
dB

¼: νðBÞB (6.19a)
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in accordance with Eq. (6.3) and hence

νðBÞ5 1

B

dU

dB
(6.19b)

The complete Lagrange density is now given by

Λ5UðBÞ2 jUA (6.20)

Evaluation of Eq. (6.14) for the three Cartesian components of A and expression of the

result in vector notation leads to Eq. (6.8). These tedious but elementary calculations are

not reproduced here.

In the case of linear (unsaturated) media, Eq. (6.18) simplifies to the familiar energy density

UðBÞ5 1

2μ
B2 5

1

2μ
ðr3AÞ2 (6.21)

μ5 1/ν now being a constant. With the additional constraint (6.9), the Euler equations

reduce to (6.10).

In all the cases considered here, the Lagrange density Λ has the physical meaning of an

energy density, which generally contains an additional interaction term. The functional

F5
Ð
Λ d3r is thus an energy. Since this has no upper bound, the concrete evaluation of the

variational principle always results in a minimum of F. This is of importance for the finite-

element method. If the boundary @S is extended to infinity, the functional F must remain

finite. This implies that any electrodynamic quantities must satisfy the ‘natural’ boundary

conditions, which means that as |r|-N they must converge to zero in such a way that all

the integrals involved remain finite.

U (B)
B

H

Figure 6.2
A branch of the magnetization curve, in which U(B) denotes the area under the curve.

As B-N, the gradient tends asymptotically to a constant value.
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6.4 Rotationally Symmetric Fields

Rotationally symmetric fields are of particular interest in electron optics, as the most

common electron lenses are round, by which we mean they are built up from rotationally

symmetric fields. Rotationally symmetric electrostatic fields are a simple special case of the

Fourier series expansion treated in Chapter 7, Series Expansions, and will therefore not be

considered here. Magnetic fields, however, require special attention, as we now explain.

For rotational symmetry it is advantageous to introduce cylindrical coordinates (z, r, ϕ), as
defined in Section 2.4. It is necessary to assume that the current density j(r) is circular and

it is further convenient, though not necessary, to assume that the vector potential A(r) is

likewise circular. This means that both vector functions have only azimuthal components:

jðrÞ5 jðz; rÞiϕ (6.22)

AðrÞ5Aðz; rÞiϕ (6.23)

This already implies that div j5 0 and div A5 0. The cylindrical components of B5 curl A

are given by

Bzðz; rÞ5
1

r

@

@r
ðrAÞ; Br 52

@A

@z
; Bϕ 5 0 (6.24)

which represent a magnetic field, the direction of which always lies in a meridional plane.

The opposite case of a circular magnetic field produced by a meridional current distribution

is of little interest in electron optics but is of importance in plasma physics. This case will

not be treated here.

It is advantageous to introduce the magnetic flux function Ψ(z, r), as in Section 2.5:

Ψðz; rÞ5 2π
ðr
0

r0Bzðz; r0Þdr0 (6.25)

This is the static special case of Eq. (2.32). An immediate consequence is that Bz(r, z)5

(2πr)21@Ψ /@r is the static special case of Eq. (2.33). The condition div B5 0, expressed in

cylindrical coordinates, now becomes

div B5
@Bz

@z
1

1

r

@

@r
ðrBrÞ5 0 (6.26)

in which we have used Bϕ � 0 (6.24).

Introducing the expression obtained above for Bz into (6.26), we find

@

@r
ðrBrÞ52

1

2π
@2Ψ
@z@r

5
@

@r

 
2

1

2π
@Ψ
@z

!
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Integration with respect to r yields first

rBr 52
1

2π
@Ψ
@z

1CðzÞ

C(z) being an arbitrary differentiable function of z. At the optic axis (r5 0), Br must remain

finite. Since Ψ and @Ψ /@z are proportional to r2 in the vicinity of the optic axis, we can

conclude that C(z) � 0. Since the restriction to static fields is irrelevant in this context, we

thus obtain Eq. (2.34).

By applying Stokes’s integral theorem to the circle z5 const, r5 const, ru# r shown in

Fig. 2.1 we find immediately

Ψðz; rÞ5 2πrAðz; rÞ (6.27)

A corresponding relation has already been used in Section 4.2. In connection with the

paraxial properties of magnetic round lenses, it is helpful to introduce an auxiliary potential

function

Πðz; rÞ5 2

r
Aðz; rÞ (6.28)

We can now write the different representations of Bz and Br as follows:

Bzðz; rÞ5
@A

@r
1

A

r
5Π1

r

2
U
@Π
@r

5
1

2πr
U
@Ψ
@r

(6.29)

Brðz; rÞ52
@A

@z
52

r

2
U
@Π
@z

52
1

2πr
U
@Ψ
@z

(6.30)

Comparing the different representations and noting that Π(z, r) must remain finite as r-0,

we see that

Bzðz; 0Þ5Πðz; 0Þ (6.31)

Furthermore, we see that, in the immediate vicinity of the optic axis, Br and A are

proportional to r. These facts are of great importance in the physics of magnetic lenses.

When we come to discuss the boundary conditions, it will be useful to write Eqs. (6.29) and

(6.30) in vector form:

BðrÞ5 1

2πr
iϕ 3 grad Ψðz; rÞ (6.32)

This is easily verified by writing out Eq. (6.32) in cylindrical components.
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The partial differential equation to be satisfied by A(z, r) is most easily obtained by

substituting Eq. (6.24) into Eq. (6.8). In cylindrical coordinates, only the azimuthal

component fails to vanish:

@

@z

 
ν
@A

@z

!
1

@

@r

 
ν
@A

@r
1 ν

A

r

!
52 jðz; rÞ (6.33)

In unsaturated materials μ5 ν21 is a constant and Eq. (6.33) then simplifies to

@2A

@z2
1

@2A

@r2
1

1

r

@A

@r
2

A

r2
52μ j (6.34)

Introducing Eqs. (6.27) and (6.28) into this equation, more convenient partial differential

equations, having no term in r22, are obtained:

@2Π
@z2

1
@2Π
@r2

1
3

r

@Π
@r

52
2μ j
r

(6.35)

@2Ψ
@z2

1
@2Ψ
@r2

2
1

r

@Ψ
@r

52 2πμrj (6.36)

In Chapter 7, Series Expansions and Chapter 8, Boundary-Value Problems, these equations

will be encountered again as formal special cases of a more general differential equation.

6.5 Planar Fields

Planar fields are such that the field components are independent of one of the three

Cartesian coordinates. In practice, they are idealizations of three-dimensional fields,

obtained by neglecting the fringe-field domains in one direction. Fields of this type are

approximately realized in such devices as electrostatic deflection units, slit lenses,

secondary emission multipliers and deflection magnets with plane surfaces.

Without loss of generality, we may choose the Cartesian coordinate system in such a

manner that the field does not depend on the coordinate y. In the z�x plane, we introduce

the complex variable

w5 z1 ix5 reiϕ (6.37)

Any analytic function

f ðwÞ5 uðz; xÞ1 iυðz; xÞ (6.38)
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is a solution of Laplace’s equation. This is a consequence of differentiability in the complex

plane. As is well-known from the theory of analytic functions, u and υ satisfy the

Cauchy�Riemann equations

@

@z
uðz; xÞ5 @

@x
υðz; xÞ; @

@z
υðz; xÞ52

@

@x
uðz; xÞ (6.39)

From these, the orthogonality relation

@u

@z

@υ
@z

1
@u

@x

@υ
@x

� grad uUgrad υ5 0; (6.40)

the conformity relation ��grad u��5 ��grad υ
��5 ��f 0ðwÞ�� (6.41)

(with f u(w) :¼ df/dw) and the Laplace equations

r2u5 0; r2υ5 0;

 
r2 5

@2

@z2
1

@2

@x2

!
(6.42)

can be derived. Eqs (6.40) and (6.41) are characteristic of a conformal mapping, as shown

in Fig. 6.3. The function f(w) defined by Eq. (6.38) can be interpreted as a transform from

the square-shaped map in the z�x-plane (Fig. 6.3A) to a curvilinear map in the u�υ-plane
(Fig. 6.3B). As the size of the curved cells is decreased, these cells collapse to squares.

A standard method of calculating planar fields consists in finding the inverse function

[f(w)]21 that transforms the given boundary in the z�x-plane into a pair of lines u5 const.

All lines u(z, x)5 const are then equipotentials of the field and all lines υ(z, x)5 const are

orthogonal flux lines. Such a transform is again a conformal mapping. This method of field

calculation, commonplace in the mathematical literature, will not be outlined here since it is

x
v

uz

(A) (B)

Figure 6.3
(A) Square grid in the (z, x)-plane. (B) Conformal map in the (u, υ)-plane; the mapping is such

that angles are conserved.
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more complicated than the standard numerical techniques described later. It was regularly

employed in the analysis of mass spectrometers (Boerboom and Chen, 1984; Wallington,

1970, 1971). An extremely detailed account is given by Durand (1966).

Some interesting analytical functions and the corresponding potential fields are the

following:

1. Arbitrary convergent power series expansions:

f ðwÞ5
X
m

amw
m5

X
m

amr
meimϕ (6.43)

Nonnegative integral exponents m lead to regular Taylor series expansions, while

negative integers generate singular Laurent series expansions. The potential functions

obtained from Taylor series expansions are approximately realized in the central zones

of multipole devices, see Chapter 7, Series Expansions. Nonintegral values of m give

rise to potential fields in the vicinity of sharp edges. The potential of the sharp edge

shown in Fig. 6.4, for example, is given by

uðr;φÞ5 u0 1
XN
n51

Anr
nμ sin nμϕ; μ5

π
2π2 γ

(6.44)

Here n is a positive integer. It is easy to verify that u5 u05 const on the lines ϕ5 0

and ϕ5 2π�γ for all sets of coefficients A1, A2, . . .
2. Complex Fourier integral expansions:

f ðwÞ5
ðN
0

AðkÞexpðikwÞ dk ðk real; $ 0Þ (6.45)

y

U = U0

r

x
ϕ

γ

Figure 6.4
Coordinate system adapted to a sharp edge.
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With A(k)5Au(k)�iBu(k) and A(0)5 0 we obtain a potential distribution that satisfies

u(z, x)-0 as x-N:

uðz; xÞ5
ðN
0

e2kxfA0ðkÞcos kz1B0ðkÞsin kzg dk (6.46)

This has been found useful in some investigations on electron mirrors.

3. Logarithmic singularity

f ðwÞ5 log Cw; u5 log Cr; υ5ϕ (6.47)

(C is a positive constant.) This is of great importance in the practical application of the

integral equation method, see Chapter 10, The Boundary-Element Method. The inverse

function

w5 z1 ix5 r expðiϕÞ5 1

C
expðu1 iυÞ (6.48a)

r5
1

C
expðuÞ; ϕ � υ (6.48b)

describes the transform from quadratic to polar grids, see also Section 11.4.2.
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CHAPTER 7

Series Expansions

As has been mentioned in Section 6.1, the electromagnetic field in the extended paraxial

domain is of paramount interest in electron optics. In this domain, the field will be

represented by series expansions, the general structures of which can already be derived

without explicit solution of the corresponding boundary-value problem. As will be obvious

later, the field in the vicinity of the optic axis can be obtained by analytic continuation of

the axial distribution.

In this chapter we shall assume that the optic axis is straight. Series expansions adapted to

curvilinear axes are required in the treatment of devices with sector fields and will be

derived in that context (see Part X). We shall further assume that the paraxial domain is

usually source-free. This is certainly true for all current distributions, since the windings of

coils are always far from the optic axis. Electric space charge may accumulate in the

extended paraxial domain. Its distribution is, however, so inhomogeneous that the

corresponding series expansions are of little practical value. Here, therefore, we shall

mostly exclude them; they will be considered in more detail when we come to treat electron

guns (see Part IX).

7.1 Azimuthal Fourier Series Expansions

The aim of the following considerations is to decompose a three-dimensional field into a

sequence of uncoupled two-dimensional fields. This is advantageous, since two-dimensional

fields are far more easily calculated than three-dimensional ones. The required decoupling

is obtained by expanding the field as a series of complete orthogonal functions, most

favourably as a Fourier series (Glaser, 1952, Section 35). Since the present discussion is

quite general, source distributions are not excluded.

7.1.1 Scalar Potentials

Let us now consider a general Poisson equation

r2VðrÞ52 SðrÞ (7.1)
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regardless of the special meanings of the functions V(r) and S(r). In cylindrical coordinates

(z, r, ϕ) this Poisson equation takes the form

@2V

@z2
1

@2V

@r2
1

1

r
U
@V

@r
1

1

r2
U
@2V

@ϕ2
52 Sðz; r;ϕÞ (7.2)

Both functions V and S are periodic with respect to the azimuth ϕ, the period being 2π,
which suggests that we should introduce their Fourier series expansions. These can be

represented in different equivalent forms. One essential requirement is that it should be easy

to transform these series expansions and the corresponding ones for the gradient into

regular power series expansions with respect to x and y. With these transforms in mind, we

introduce the variables

w :¼ x1 iy5 r expðiϕÞ (7.3)

s :¼ x2 1 y2 5 r2 5ww
�

(7.4)

the asterisk denoting complex conjugation. The series expansions in question then have the form
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and in the Cartesian representation
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with a corresponding expression for S(r). Differentiation of Eq. (7.7) with respect to z

immediately results in:
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The remaining derivatives are most favourably expressed in complex form:
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For m5 0 this series expansion contains no singularity, since (w�)21 s5w. Recalling that

U0 must be a real function, we obtain the expression 2w@U0/@s for the zero-order term of

this series expansion.
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Introducing Eqs (7.5) and (7.6) into (7.2), we first find a sequence of uncoupled differential

equations
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It is possible to introduce the variable s5 r2 (Glaser, 1952, Section 35); this is, however,

unfavourable with respect to the numerical solution, see Chapter 11, The Finite-Difference

Method (FDM).

In practice, in order to evaluate infinite series expansions numerically, we have to truncate

them in a suitable manner. From Eq. (7.5) we can get an idea of how this is to be done.

Since Um and gm may be regarded as slowly varying functions within the extended paraxial

domain, the factor rm is of greatest importance. Let R be some characteristic bore radius of

the device in question. Then the exponent m5M at which the series is truncated should be

chosen in such a way that all terms (r/R)m with m.M can be neglected. In practice M5 5

is usually sufficient, since r/R&1021. In order to avoid any misunderstanding, we

emphasize that in concrete calculations, Eq. (7.10) (with 0,m,M) are to be solved as a

sequence of boundary-value problems, which implies that r may extend far beyond the

paraxial domain. Only the values of the solutions obtained inside the extended paraxial

domain are to be retained.

In Eq. (7.10), the coefficients of the partial derivatives are simple real factors. A further

simplification is therefore possible by considering only real source terms gm(z, s) and real

solutions Um(z, s). Complex solutions can easily be obtained by forming linear

combinations with appropriate complex factors. In Section 7.2, we shall thus assume that

the functions Um(z, s) are real.

7.1.2 Vector Potentials

In Chapter 4, Variational Principles and Chapter 5, Hamiltonian Optics, we have seen that

the vector potential contributes to the canonical momentum and to the characteristic

function. Though the vector potential itself is not an observable quantity, it still plays an

important role in theoretical considerations. We now derive appropriate series expansions

for it. Eqs (6.9) and (6.10) must be satisfied and furthermore we impose the natural

boundary condition A(r)-0 for |r|-N. Then A(r) is uniquely defined. For technical

reasons we have jx5 jy5 0 on the optic axis, which implies that Ax5Ay5 0 for x5 y5 0.

The desired series expansions will be similar in form to Eq. (7.7). Here it is more

convenient to consider the imaginary parts instead of the real ones, which is only a minor

difference. Furthermore it is convenient to introduce complex transverse components, thus
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In a similar way the current density j(r) is represented by

jT :¼ jx 1 ijy 5
i

2
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In the functions introduced on the right-hand side the variable s is again defined by

Eq. (7.4).

A straightforward differentiation in Cartesian coordinates results in

div A52ℑ

(XN
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ðDm21 jz1 sCmjs 1mCmÞwm21

)
5 0

Here the subscripts behind vertical bars denote partial differentiations with respect to the

corresponding variable (see Section 2.4). Since different powers wm of w must be linearly

independent, this condition div A5 0 can be satisfied only if

Dm21jz1 sCm s1mCm5 0 ðm$ 1Þ (7.15)

is valid for all integers m. Similarly the condition div j5 0 leads to

Lm21 j z1 sJm j s1mJm5 0 ðm$ 1Þ (7.16)

The determination of r2 A in Cartesian coordinates is also straightforward; we obtain
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i

2

XN
m51

ðCm j zz1 4sCm j ss1 4ðm1 1ÞCmjsÞwm

r2 Az52ℑ

(XN
m50

ðDm jzz1 4sDmjss1 4ðm1 1ÞDmjsÞwm

)

These series expansions are to be matched to Eqs (7.13) and (7.14). Using the linear

independence of different powers of w and the vector Poisson equation r2A5�μ j we

obtain

Cmj zz1 4sCm jss1 4ðm1 1ÞCmj s52μJm (7.17)
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Dmjzz1 4sDmjss1 4ðm1 1ÞDmjs52μLm (7.18)

With the transformations

@

@s
5

1

2r

@

@r
;

@2

@s2
5

1

4s

@2

@r2
2

1

4sr

@

@r

we obtain the more suitable differential equations
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which have the same mathematical structure as Eq. (7.10). Here, however, their solutions

are additionally coupled by Eq. (7.15).

The magnetic flux density is obtained by differentiation, B5r3A. After some elementary

calculations we find:
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In source-free domains, where j5 0, this expression can be further simplified. In order to

show this, we differentiate Eq. (7.15) with respect to s and make use of Eq. (7.17) with

Jm5 0, obtaining

2Dm21 jsz 5 sCmjss1 ðm1 1ÞCmjs52
1

4
Cmjzz

This can be integrated with respect to z. Since A has to vanish asymptotically, no additive

constant can appear, and so

4Dm js5Cm11 jz (7.22)

Introducing this into Eq. (7.21) and eliminating Cm11|z, we find now
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This equation has the same structure as Eq. (7.9). Therefore with μ5μ0 in vacuo we can

introduce a scalar potential W(r) by writing

WðrÞ5ℜ
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Calculation of the axial component Bz confirms this result. A straightforward differentiation

yields

Bz5Ay jx2Axj y5ℜ
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On the right-hand side the expression Dm|z can be introduced by means of Eq. (7.15) and

we then find
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since the permeability μ is constant. The results obtained are in agreement with Eqs. (6.11)

and (6.12), as they should be.

Comparison of Eqs (7.12) and (7.23) shows that W and Az are interrelated as the real and

imaginary parts of a complex function:

W 2 iAz5
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This relation holds, of course, only in source-free domains.

The representation of the vector potential given above is a generalization of Sturrock’s

(1951) formula. Other gauges, which do not satisfy div A5 0, have been introduced by

Glaser (1952, Section 36) and by Schwertfeger and Kasper (1974). The present procedure is

convenient, since we always arrive at the same class of partial differential equations.

7.2 Radial Series Expansions

7.2.1 Scalar Potentials

In accordance with the assumption that the paraxial domain is source-free, we shall now

investigate solutions of (7.10) with source terms vanishing for sufficiently small values of r.

From Eqs (7.5) and (7.7), it can be seen that a power series expansion with respect to s5 r2

will be the most suitable. We therefore introduce
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into Eq. (7.10), the factor (�1)n/(2n)! being included for reasons of convenience. The

coefficients cn, unknown at the moment, are related by recurrence formulae:�
11

2m1 1

2n1 1

�
cn11ðz;mÞ5 c00n ðz;mÞ; n5 0; 1; 2; . . .

where primes denote differentiation with respect to z. The coefficient c0(z, m) can be chosen

arbitrarily provided that all its derivatives remain finite for all values of z (|z|-N
included). This function is the axial value of Um:

c0ðz;mÞ5Umðz; 0Þ ¼: umðzÞ (7.26)

the subscript 0 being omitted to lighten the notation. In terms of r2 the required power

series expansion is now given by
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Apart from the notation, this radial series expansion is identical with that given by Glaser

(1952); it is equivalent to that given by Kasper (1982) if α is identified with 2m1 1.

Eq. (7.27) shows that each function Um(z, s) is already uniquely determined by its axial

distribution um(z) (called the axial harmonic), provided that the series expansion converges.

This property of the solution is very similar to that of analytic functions in the complex plane

and by analogy we shall refer to Eq. (7.27) as an analytic continuation of the axial values.

In the most general case, the convergence of Eq. (7.27) cannot be proven but must be

assumed, at least in the extended paraxial domain. In this context there may arise problems

since in fact Eq. (7.27) does not converge for all values of r. Unfortunately even reliable

estimates for the radius of convergence are not known (apart from some special examples).

In principle, it should be possible to compute the field in an entire device by analytic

continuation of the appropriate axial harmonics um(z), since the solution as a boundary-

value problem shows clearly that the singularities must be located outside or at the

boundaries. But in practice this is impossible for various reasons. A first problem is that the

analytical continuation is numerically unstable. Even if one starts with the correct functions

um(z), one will not obtain the correct boundary values of Um(z, r
2), since rounding and

truncation errors, initially very small, may increase dramatically. Another serious difficulty

is that it will be impossible to obtain reasonable shapes of electrodes or polepieces if the

functions um(z) are only slightly different from those corresponding to a realistic field.
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This problem is further discussed in Chapter 34, Numerical Calculation of Trajectories,

Paraxial Properties and Aberrations.

In a realistic field computation, the first step is the solution of a boundary-value problem. In

this way the axial harmonics um(z) can be determined uniquely. These have then to be

differentiated numerically. Finally Eq. (7.27) can be evaluated for arbitrary values of z and

sufficiently small values of r (r/R& 1021, see Section 7.1).

A very important practical application of the radial series expansion arises in general

theoretical calculations, where no concrete numerical evaluations are required. The purpose

of such calculations is the derivation of general rules for focusing properties and aberration

coefficients in classes of devices. In this context, it is often helpful to use simple analytic

models of the axial field distributions. These models must contain some free parameters

with which a fit to a correct numerical solution for the um(z) is possible.

7.2.2 Vector Potentials

Since the functions Cm(z, s) and Dm(z, s), introduced in Section 7.1.2, satisfy differential

equations of the same basic type as Eq. (7.10), their radial series expansions must be similar

to Eq. (7.27), always assuming that the domain of solution is source-free. Here we have to

consider two series expansions, one for each of the two functions Cm(z, s) and Dm(z, s), but

Eqs. (7.15) and (7.22) show that these are linearly dependent. The consequence is that,

though the three components of A(r) are different functions of position, only one axial

harmonic Пm(z) can be introduced independently for each Fourier component. Since the

scalar potential W itself, given by Eq. (7.23), has little significance, we define the axial

harmonics by means of the relations

ΠmðzÞ :¼ 2Dmjzðz; 0Þ; ðm$ 0Þ (7.28)

and hence
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Applying Eq. (7.20) (with Lm(z, s)5 0), the radial series expansion of Dm(z, s) is then given by
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The axial values of the function Cm(z, r
2) can be determined from Eq. (7.15). On the optic

axis, the term sCm|s vanishes and using Eq. (7.28), we find
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Cmðz; 0Þ5Πm21ðzÞ=m ðm$ 1Þ (7.31)

The series expansion for Cm(z, r
2) is given by
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which must be similar to Eq. (7.27), since in the homogeneous case the corresponding

differential equations (7.10) and (7.17) have the same formal structure. With the aid of

Eq. (7.31), we find
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It is straightforward to prove, by carrying out the necessary differentiations, that Eqs (7.15)

and (7.22) are satisfied.

In order to obtain the complete series expansions of the vector potential A, the expansions,

derived above, have to be substituted in Eqs (7.11) and (7.12). Practical expressions will be

given in the next sections. Apart from the different notation, our results are identical with

those given by Sturrock (1951). They differ from the formulae of Schwertfeger and Kasper

(1974), which do not satisfy div A5 0, and also from those of Glaser (1952), in which

Az5 0 is assumed and which do not necessarily satisfy A-0 for z-N. The particular

gauge that does satisfy the natural boundary conditions is most convenient in practical

applications.

7.2.3 Explicit Representations

In many practical applications, it is quite sufficient to truncate the power series expansions

of the potentials after the terms of fourth order in x and y, and consequently those of the

field strength after the third order. These series expansions play an important role in the

theory of electron optical aberrations; in instruments in which the primary aberrations have

been corrected, the next higher order terms are required

In order to introduce a comparatively simple and easily remembered real representation of the

series expansions, we define real axial harmonics pm(z), qm(z), Pm(z) and Qm(z) as follows:

Umðz; 0Þ ¼:
ð21Þm
m!

ðpmðzÞ2 iqmðzÞÞ m5 0; 1; 2; . . . (7.33)
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Dmðz; 0Þ ¼:
ð21Þm
m!

ðPmðzÞ2 iQmðzÞÞ m5 0; 1; 2; . . . (7.34)

Eq. (7.33) will be used exclusively for the expansion of the electrostatic potential Φ(r),
while Eq. (7.34) will refer exclusively to the vector potential A(r) and the flux density B(r).

The Fourier coefficients with m5 0 and m5 1 have a special meaning which will be

encountered frequently. We therefore introduce a special notation for these coefficients

apart from q0, which is identically zero:

p0ðzÞ ¼: φðzÞ; p1ðzÞ ¼: F1ðzÞ; q1ðzÞ ¼: F2ðzÞ (7.35)

Here φ(z)5Φ(z, 0, 0) is the familiar axial potential, F1(z)5�Φ|x(z, 0, 0) and

F2(z)5�Φ|y(z, 0, 0) are the transverse components of the field strength E on the optic axis.

The electric potential is then given by
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(7.36)
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The corresponding series expansion in cylindrical coordinates reveals the structure better:
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(7.37)

For magnetic fields, we introduce the following special notation for the coefficients:

Π0ðzÞ ¼: BðzÞ; P0ðzÞ52

ðz
2N

BðzÞdz; Q05 0 (7.38)

P1ðzÞ ¼: B1ðzÞ; Q1ðzÞ ¼: B2ðzÞ (7.39)

Again P0 is essentially a scalar axial potential, but here this has little physical meaning.

The functions B(z), B1(z) and B2(z) are, however, very important, since they represent the

axial value of B(r):

Bð0; 0; zÞ5 ixB1ðzÞ1 iyB2ðzÞ1 izBðzÞ (7.40)

The scalar magnetic potential is then given by:
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The vector potential is given by
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Differentiation using B5�rW5r3A and truncation of the resulting expressions beyond

the fifth-order terms results in
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In these formulae, general Cartesian components Bx, By, and Bz are clearly distinguished

from their axial values B1, B2, B by the notation of the subscripts. The expressions for the

electric field strength are obtained by interchanging the symbols as follows:

B1;2-F1;2; B-2φ0; Bx;y;z-Ex;y;z

Pj-pj; Qj-qj
(7.49)

The resulting formulae are not given explicitly here.

7.3 Rotationally Symmetric Fields

In Sections 7.3�7.5, we give the paraxial series expansions for the most important

applications to be studied in later chapters in the notation that will be used there.

7.3.1 Electrostatic Fields

Since it describes round lenses, the rotationally symmetric scalar potential field is the most

important special case. For electrostatic fields, the following identifications are necessary in

Sections 7.1.1 and 7.2.1:

m5 0; U0ðz; sÞ5ΦðrÞ ¼: Φðz; rÞ; u0ðzÞ5Φðz; 0Þ ¼: φðzÞ
With this notation and setting φðnÞ :¼ dnφ=dzn, we obtain
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(7.50)

The Cartesian components of E5�grad Φ are most rapidly obtained by direct

differentiation of (7.50)
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REðz; r2Þ :¼ φ00ðzÞ2 r2

8
φð4ÞðzÞ1 r4

192
φð6ÞðzÞ2 r6

9216
φð8ÞðzÞ1Oðr8Þ (7.52b)
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It is possible to express Eq. (7.50) in closed form as a complex integral (Glaser, 1952)

Φðz; rÞ5 1

2π

ð2π
0

φðz1 ir cosαÞdα

This has, however, little practical value and does not circumvent the difficulties described

above associated with the analytic continuation.

In some electron optical devices, the space charge of the beam is important. We therefore

present here the corresponding series expansions. It is convenient to expand the space

charge density ρ(z, r) as in Eq. (7.50):
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(7.53)

The coefficients an are here independent functions of z. Substituting Eq. (7.53) into the

axisymmetric form of Poisson’s equation,
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52
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and introducing for Φ a series expansion similar to Eq. (7.50) but with unknown

coefficients still to be determined, we find after some elementary calculations
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The coefficient a0(z), representing the most important space charge term, is related to the

axial space charge density by ρ(z, 0)5 ε0a0(z).

7.3.2 Magnetic Fields

The series expansions for round magnetic fields are obtained by recognizing that the

formulae of Section 6.4 are a special case of those given in Sections 7.1.2 and 7.2.2. We

need to consider here only fields in source-free vacuum domains, where a scalar potential

W can be employed.
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Eqs (6.23), (6.28) and (7.11), (7.12) describe the same field in different ways if

Πðz; rÞ � C1ðz; sÞ; ℑðD0ðz; sÞÞ5 0

so that recalling Eq. (6.31) and setting m5 1 in (7.31), we have

Πðz; 0Þ � C1ðz; 0Þ5Π0ðzÞ5BðzÞ
B(z) being the axial flux density. From Eq. (7.32) we now have the series expansion
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(7.55a)

Using this, we obtain series expansions for the various components of A and related

quantities:
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Ax52
y

2
Πðz; rÞ; Ay5

x

2
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The components of B can be obtained in two different but equivalent ways, from

B5r3A and from B5�rW. In the latter case we have to start from Eq. (7.30) with

W5D0(z, r
2). In both cases, we arrive at
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with RM5 @Π/@z given by
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These expressions are of particular interest in connection with the physics of round lenses.

For completeness, we state the series expansions of the scalar potential:

Wðz; rÞ52

ð
B dz1

r2

4
B02

r4

64
B0001

r6

2304
Bð5Þ2Oðr8Þ (7.57)

On comparing all these series expansions, there are seen to be only two sets of

denominators, which appear frequently in different contexts.
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7.4 Multipole Fields

In electron optics the meaning of this term is slightly different from that familiar in

electrodynamics. In the present context, we do not consider series expansions of fields in

terms of spherical harmonics but only those in terms of the azimuth in cylindrical

coordinates, as given by Eqs. (7.5) and (7.9). Multipole fields are then those that have

well-defined symmetry properties with respect to the azimuth ϕ, as is illustrated
schematically in Fig. 7.1.

In practice, such fields are often created by a suitable configuration of electrodes and

polepieces, their major axes being parallel to the optic axis, see Fig. 7.2. Since the extent of

these elements must be finite, fringe fields are inevitable. It is thus impossible to create

‘pure’ multipole fields in the sense that their dependence on the azimuth ϕ corresponds to a

single harmonic (or finite number of them). In practice this is of no consequence; the only

essential requirement is that a well-defined symmetry exists. Consequently each physical

multipole field consists of a superposition of different harmonics having the same symmetry

+ +

+–

– –

+

–

+ +

– –

+

+
–

+ +

–

––

Figure 7.1
From left to right, multipoles of order m5 1 (dipole), m5 2 (quadrupole), m5 3 (sextupole)
and m5 4 (octopole). The optic axis is always perpendicular to the plane of the diagram.

+ +

–

–

y

x

z

Figure 7.2
Simplified diagram of a real quadrupole (see also Fig. 19.1).
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properties. The field is then classified by its lowest order harmonic component. Here we

state explicitly the electrostatic multipole potentials of the lowest orders m5 1 and m5 2.

The dipole field (m5 1) is characterized by having only one plane of even symmetry and a

perpendicular one of odd symmetry. Commonly, two such fields, rotated at 90� with respect

to each other, are superimposed; the potential is then given up to terms in r5 by
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r2

8
F00
1ðzÞ1

r4

192
F
ð4Þ
1 ðzÞ

o
1

1

6
r3 cos 3ϕ

n
p3ðzÞ2

r2

16
p003ðzÞ

o

1
1

120
r5 cos 5ϕ p5ðzÞ1Oðr7Þ1 r sin ϕ

n
F2ðzÞ2

r2

8
F00
2ðzÞ1

r4

192
F
ð4Þ
2 ðzÞ

o

1
1

6
r3 sin 3ϕ

n
q3ðzÞ2

r2

16
q003ðzÞ

o
1

1

120
r5 sin 5ϕ q5ðzÞ1Oðr7Þ

(7.58)

Such fields are employed in deflection units, see Chapter 32, Paraxial Properties of

Deflection Systems and Chapter 40 of Volume 2.

The quadrupole field (m5 2) is characterized by two perpendicular planes of even

symmetry and two planes of odd symmetry, inclined at 45� relative to the former. More

generally, two such fields, inclined at 45� with respect to each other, may be superimposed.

The electrostatic potential is then given up to terms in r6 by
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(7.59)

Fields of this type occur in multiplets of quadrupole lenses (Chapter 29, The Aberrations of

Quadrupole Lenses and Octopoles) and in stigmators (Chapter 32, Paraxial Properties of

Deflection Systems).

The radial series expansions of the multipole fields of higher multiplicity (m. 2) can be

terminated after the nonvanishing term of lowest order. The reason for this is that, within

the paraxial domain, these fields represent only weak perturbations or corrections. The

potential is then given by

ΦmðrÞ5
ð2rÞm
m!

n
pmðzÞ cos mϕ1 qmðzÞ sin mϕ

o
(7.60)
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The most important of these in practice are the sextupole and octopole fields. So far we

have given explicit expressions only for the electrostatic potential Φ. The corresponding
magnetostatic potential W is obtained by replacing the symbols as follows:

Φ-W ; F1-B1; F2-B2; pj-Pj; qj-Qj (7.61)

for each subscript j.

7.5 Planar Fields

In Section 6.5 we introduced planar solutions of Laplace’s equation as analytic functions of

a complex variable z1 ix. This slightly unorthodox choice was adopted for the purposes of

electron optics, where the z-axis is almost always made to coincide with the optic axis. We

now reconsider planar fields in the (z, x)-plane, confining the discussion to fields with well-

defined symmetry properties.

The power series expansion of potentials with odd mirror symmetry with respect to the

plane x5 0 is given by

2Φðz; xÞ5
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n50

ð21Þn
ð2n1 1Þ! x
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5 x
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120
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o (7.62)

It is easily verified that this is a solution of Laplace’s equation. The function

F(z)5�@Φ/@x, (x5 0), has the meaning of an axial field strength.

Fields of this type are approximately realized in the electric deflection units of

oscillographs (Chapter 32, Paraxial Properties of Deflection Systems) and (as the analogous

magnetic potential) in the fringe-field domains of sector magnets with plane fronts (see

Chapter 52 of Volume 2). Eq. (7.62) can be transformed into a special case of (7.58), the

nonzero axial harmonics then being

p1ðzÞ � FðzÞ; p3ðzÞ52
1

4
F00ðzÞ; p5ðzÞ5

1

16
Fð4ÞðzÞ (7.63)

This shows that the planar deflection field is a special type of dipole field.

The paraxial series expansion of potentials with even mirror symmetry with respect to the

plane x5 0 is given by

Φðz; xÞ5φðzÞ2 x2
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24
φð4ÞðzÞ2 x6

720
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ϕ(z) being the potential in the symmetry plane. These planar fields are a special case of

multipole fields with p25�φ"/2, p45φ(4)/8. They occur in electrostatic slit lenses.

7.6 Fourier�Bessel Series Expansions

In Section 7.1 we introduced azimuthal Fourier series expansions with coefficient functions

depending on z and r. The evaluation of the paraxial series expansions, derived in the

subsequent sections, is not the only way of calculating the coefficient functions. An

alternative procedure is to separate the general scalar potential V(r) into two functions, one

in z only, the other in r only:

Vmðz; rÞ5 rmUmðz; r2Þ ¼: ZmðzÞRmðrÞ (7.65)

When this is introduced—together with a factor exp(imϕ)—into Laplace’s equation,

ordinary differential equations are obtained:

Z 00
mðzÞ1 k2ZmðzÞ5 0 (7.66a)

R00
mðzÞ1

1

r
R0
mðzÞ2 ðk2 1 m2

r2
ÞRmðrÞ5 0 (7.66b)

The separation constant here has an arbitrary positive value k2. The general solution of

(7.66a) is

ZmðzÞ5CmðkÞeikz; ð2N, k,NÞ (7.67a)

Cm(k) being any regular function of k. Eq. (7.66b) is the differential equation for modified

Bessel functions, its regular solution being given by

RmðrÞ5 ImðkrÞ (7.67b)

Putting all this together, we obtain a solution of Laplace’s equation in the form of a

Fourier-Bessel series expansion:
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m50
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(7.68)

The paraxial series expansion can now be obtained by introducing the well-known Taylor

series expansion

ImðxÞ5
x
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� �mXN
n50

ðx2=4Þn
n!ðm1 nÞ! ; ðm5 0; 1; 2; . . .Þ (7.69)
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with x5 kr into Eq. (7.68). The resulting expression will not be given here. The main

difference between it and (7.27) is that repeated differentiations are replaced by Fourier

integrals.

The most important special case is that of rotational symmetry, m5 0, Eq. (7.68) then

simplifying to

Vðz; rÞ5
ðN
2N

C0ðkÞeikzI0ðkrÞdk (7.70)

The reality of this expression is guaranteed by requiring that

C
�
0ð2 kÞ5C0ðkÞ (7.71)

This Fourier coefficient C0(k) is the Fourier transform of the axial potential u0(z). The

relation between differentiations and Fourier transforms is very simple here:

u
ðνÞ
0 ðzÞ5

ðN
2N

ðikÞνC0ðkÞeikz dk (7.72)

Furthermore, it is easy to determine C0(k) from the boundary values V(z, a) of the potential

on the surface r5 a of an infinitely long cylinder. Applying the inverse Fourier transform

to Eq. (7.70) with r5 a, we obtain rapidly

C0ðkÞ5
n
2πI0ðkaÞ

o21
ðN
2N

Vðz; aÞe2ikzdz (7.73)

This expression satisfies (7.71).

Historically, Eqs (7.70) and (7.73) have played an important role in the development of

simple analytic field models for round electron lenses. A few details are given in Chapters

35 and 36 of Volume 2. Nowadays, interest in these models has dwindled, for it is as easy

to calculate field distributions exactly as to match parameters to a model. One or two

models remain useful for teaching purposes and to gain a rapid qualitative understanding of

the dependence of the properties of some device on various parameters. Nevertheless, the

Fourier�Bessel series expansion is still of some interest. For instance, van der Merwe

(1978a�c, 1979, 1980) used it to calculate rotationally symmetric lenses and Franzen

(1984) applied it to quadrupole lenses in cathode-ray tubes.
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CHAPTER 8

Boundary-Value Problems

Hitherto we have concentrated on fields in the extended paraxial domain. We are in a

position to carry out the field calculation once a sequence of axial harmonics um(z), m5 0,

1, 2, . . . is known, but these functions are so far unspecified. The potential inside a domain

of solution is specified by its boundary values at the surfaces of this domain and by its

source distribution. We elaborate on this in the following sections.

8.1 Boundary-Value Problems in Electrostatics

In electron optics, the electric fields inside insulators and in current-carrying metal

conductors are of very little interest and will not be considered here. The domain of

solution is the vacuum part of the device in question. This may be multiply connected but it

always contains the optic axis. Its boundary is formed by the surfaces of all surrounding

metallic electrodes or at least by relevant parts of these. It may prove to be convenient to

assume that parts of the boundary are located in the vacuum and even to extend these to

infinity, though this is clearly an idealization.

In almost all cases of practical interest, the electric field exhibits simplifying symmetry

properties, since a completely unsymmetric field serves no practical purpose. Imperfections

in the machining of the electrodes will not be considered here; this topic is treated in

Section 9.4.6 and Chapter 31, Parasitic Aberrations. Any symmetry properties of the field

can be exploited to reduce the relevant domain Γ of solution; the field obtained is

subsequently completed by means of symmetry operations.

These remarks are illustrated in the example shown in Fig. 8.1. The appropriate choice of

the domain Γ and its boundary @Γ does, of course, depend strongly on the particular

properties of the device in question.

Whenever it is sufficient to consider the field in a planar axial section through the device,

we shall adopt the notation presented in Fig. 8.2. The vectors n and t are unit vectors. The

surface normal n is directed outwards from medium 1, even in the general three-

dimensional case. The contour of the boundary in the axial section will always be oriented

positively in the sense shown in Figs 8.1 and 8.2. This choice will be adopted throughout

this Part. In the case of electrostatic fields, the medium 1 will be identical with the domain

Γ of the desired solution.
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The boundary-value problem for the electrostatic field is now defined in the following

manner:

1. At all electrode surfaces the electrostatic potentials Φ(r) must have a constant value

equal to the known potential of the corresponding electrode.

r

z
o

U1 U2 U1

Γ

Figure 8.1
Round symmetric electrostatic lens. The domain Γ within which the solution is sought can be
confined to the vacuum region for which z$ 0, r$ 0. Whether the domain Γ must be closed or

can be extended to infinity depends on the method of calculation.

r

Medium 2

Medium 1

n

P

t

Z
ϕ

Figure 8.2
Unit vectors normal to the surface (n) and tangent to it in the meridional section (t) at an

arbitrary point P of the boundary. The unit vector iϕ is perpendicular to the meridional section
shown and satisfies iϕ5 t3 n.
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2. If the boundary consists of several separate parts located in the vacuum, the

corresponding surface potential is generally not constant and is to be defined

reasonably, for instance by means of linear, quadratic or logarithmic interpolations.

This situation often arises in narrow gaps between electrodes.

3. If a plane of negative mirror symmetry of the potential forms a part of the boundary,

the potential over this plane is constant, usually zero.

4. At all infinite parts of the boundary, the potential is constant. These constant values

must be chosen consistently.

5. At all planes or at an axis of positive mirror symmetry, the normal component of the

field strength (normal derivative of the potential) vanishes. The optic axis in every

rotationally symmetric device is certainly such an axis.

The boundary-value problem, specified in this manner, has a unique solution, and later we

shall describe computational methods for obtaining this solution. In this context, the

following relations are very useful. Since all electrode surfaces must be equipotentials, the

field strength on their vacuum side is given by

EðrÞ52
1

ε0
σðrÞnðrÞ (8.1)

Its magnitude is then

2EUn5
@Φ
@n

5σðrÞ=ε0 (8.2)

Throughout this Part the symbol @/@n5 n � r denotes the familiar normal derivative. The

function σ(r), defined for all metallic surfaces, is the surface charge density. Initially, this

function is unknown, but once the boundary-value problem has been solved it may be used

with advantage in the ensuing field computations, see Chapter 9, Integral Equations.

8.2 Boundary Conditions in Magnetostatics

Whereas the material properties of the metallic electrodes are unimportant in electrostatics,

since the electrostatic field vanishes inside any conductor, the situation in magnetostatics is

far more complicated. Apart from the case of perfect superconductors, the magnetic field

inside polepieces does not vanish. In consequence, it is not always possible to confine the

domain of solution to the vacuum part of the field. It is of course this region that is of

greatest interest for calculating the optical properties, but a knowledge of the field

distribution in the yoke is often needed when the shape of the latter is being designed. In

the most general case, the field computation will become extremely complicated; instead of

treating this, therefore, we shall consider some classes of important field configurations
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with simplifying properties. First, however, we shall formulate the general boundary

conditions, which must always be satisfied.

We shall use the notation explained in Fig. 8.2; here medium 1 is the vacuum while

medium 2 is any ferromagnetic or superconducting material. In the general case, at all

surfaces of materials, the interface conditions

nUðB22B1Þ5 0 (8.3)

n3 ðH2 2H1Þ5ωðrÞ (8.4)

must be satisfied, the subscript referring to the material in which the field vectors are

defined. The function ω(r) is the surface current density. This is a vector function

defined only on surfaces. It must always have the same direction as the local tangent:

ω(r)5ω(r)tc(r), tc(r) being a normalized tangential vector which may differ from the vector

t introduced earlier. The physical meaning is as follows: dI5ω(r)ds is the electric current

flowing through a surface line-element ds oriented perpendicularly to ω(r), see Fig. 8.3.
The whole distribution of surface currents must, of course, satisfy the requirements for the

conservation of electric current.

Such surface current distributions arise in superconducting devices. They are caused by

induction effects, when the field in the vacuum domain is switched on. Furthermore,

surface current distributions offer a convenient way of describing flat layers of current-

conducting windings located in the vicinity of the surfaces of magnetic shielding tubes.

Further examples are given below.

In very many cases, the function ω(r) vanishes identically, Eq. (8.4) then simplifying to

n3 ðH2 2H1Þ5 0 (8.5)

Eq. (8.3) expresses the continuity of the normal component of B, while Eq. (8.5) implies

that the tangential component of H is continuous. Even when saturation effects occur, we

n

ds

ω

Figuer 8.3
Representation of a surface current distribution; the direction of the vector ω is the same as that

of the tangent. The current increment dI5ω � ds is constant along the stripe indicated.

104 Chapter 8



may introduce material coefficients (Eq. 6.3 or 6.19). Writing Bj5μjHj, μj5 1/νj for j5 1,

2, we can now derive the familiar law for the refraction of flux lines (Fig. 8.4):

tan α2

tan α1

5
μ2

μ1

(8.6)

The continuity laws break down at sharp edges, where no local surface normal n can be

defined. We shall therefore assume that such edges are slightly rounded off, as is the case

in all practical devices.

These interface conditions are very simple but refer to vector fields. The computation of

vector fields is possible in principle but is usually complicated. It is therefore advantageous

to use scalar potentials from which the field can be determined by differentiation.

Unfortunately, the scalar potentials χ(r) and Π(r), introduced in Eqs (6.11 and 6.12) and

(6.28) respectively, are of only very limited applicability. In order to circumvent this

difficulty, it is usual to separate the magnetic field strength H(r) into the contribution H0(r)

of the isolated coils in vacuum and the contribution HM(r) of the ferromagnetic parts,

HðrÞ5H0ðrÞ1HMðrÞ (8.7)

By definition the following conditions are to be satisfied in the whole space:

div H0ðrÞ5 0; curl H0ðrÞ5 jðrÞ (8.8)

Together with the natural boundary conditions at infinity, this is already sufficient to

calculate H0(r) uniquely by means of Biot�Savart’s law:

H0ðrÞ5
ð ðr0 2 rÞ3 jðr0Þ

4πjr02rj3 d3r0 (8.9)

n

B2
μ2

μ1

α2

α1B1

Figure 8.4
Refraction of lines of magnetic flux for μ2/μ15 50.
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This function can be obtained by differentiation of potentials. In the general case, the vector

potential is appropriate:

H05
1

μ0

curl A0; A0ðrÞ5
μ0

4π

ð
jðr0Þd3r0
jr0 2 rj (8.10)

In simply connected domains excluding any sources, we may also use Eqs (6.11 and 6.12).

For a single closed winding carrying an electric current I, this representation takes the

familiar form

H0 52grad χ0; χ0ðrÞ5
I

4π

ð
S

ðr2 r0ÞUda0
jr2r0j3 (8.11)

The two-dimensional surface integral is to be evaluated over any surface S enclosed

by the windings. An example of this is shown in Fig. 8.5. Since the integral in

Eq. (8.11) is equal to the solid angle Ω under which the winding would be seen from

the point r (see Fig. 8.5), χ0(r) is known as the ‘solid angle potential’. As the point r

passes through the surface S, χ0(r) varies discontinously, the jump being 6 I. In the

case of several closed windings the contributions of all the windings are to be

summed up appropriately. Important practical applications of this integral are given in

Chapter 40 of Volume 2.

The representation (8.11) is most convenient in the extended paraxial domain, since it is

always possible to define the surfaces S of integration in such a way that Eq. (8.11) is

unique in this domain. Apart from some special cases, Eq. (8.10) is less convenient.

The evaluation of Eq. (8.9) is always possible. In the case of surface current distributions,

P

S

Ω

Figure 8.5
Pair of saddle coils. The arrows indicate the local direction of the electric current. The solid angle

subtended by the upper surface at some arbitrary point P is denoted by Ω. The solid angle
subtended at P by the lower surface can likewise be found and is to be subtracted from Ω.
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the three-dimensional integration collapses to a surface integration, which means that

j(r0)d3r0 is to be replaced by ω(r0)da0. In every case, the resulting function H0(r) is unique in

the whole space. In the following considerations we shall assume that these integrations can

be carried out for all points of reference r that are to be considered.

Let us now focus our attention on the second term HM(r) in Eq. (8.7). Since the whole

current density j is already associated with H0, the field HM must satisfy curl HM5 0,

and hence

HMðrÞ52grad χMðrÞ (8.12)

χM(r) being a unique scalar potential in the whole space and defined as the reduced

magnetic scalar potential. In every unsaturated medium (μ5 const) it can be concluded

from div B5 0, div H05 0 and div H5 0 that div HM5 0 so that

r2χMðrÞ5 0 for μ5 const (8.13)

This is invalid at the material surfaces, where formal scalar surface charge distributions

must be introduced; these are the analogue of electrostatic surface charges. Magnetic

surface charges, however, have no physical meaning, but are only a convenience in

calculating, as will become obvious in Section 9.2.

The interface conditions (8.3), (8.4) and (8.5) are considerably simplified by the separation

in Eq. (8.7) combined with (8.12). Since χM(r) must be a unique function in the whole

space, this potential itself and the tangential components of its gradient must be continuous

at all material surfaces, while the normal component will be discontinuous. The field

contribution H0 has the opposite behaviour: its normal component is continuous at

interfaces, while the tangential components are discontinuous, the corresponding jump

being obtained from Eq. (8.4):

n3 ðH0Þ22 ðH0Þ1 5ω (8.14)

This jump is already considered in the Biot�Savart integration over the surface currents

and hence Eqs (8.4) and (8.5) contain no further information.

Introducing Eqs (8.7) and (8.12) into (8.13) and using the fact that

Bj5μjHj5μjðH02rχMÞj ðj5 1; 2Þ

on both sides of the corresponding interface, we obtain the fundamental interface condition

μ2

@χM

@n

� �
2

2μ1

@χM

@n

� �
1

5 μ22μ1

� �
nUH0 (8.15)

The implementation of this condition will be examined in Section 9.2.
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8.3 Examples of Boundary-Value Problems in Magnetostatics

In this section we shall confine our considerations to important classes of boundary-value

problems in the proper sense, by which we mean cases in which it is possible to confine the

necessary field calculation entirely to one medium (1). The subscript 1 will then be omitted

when this does not cause confusion, and we set μ15μ0 when medium (1) is the vacuum.

8.3.1 Devices with Superconducting Yokes

Owing to the Meissner�Ochsenfeld effect, the magnetic field is completely expelled from

the interior of any superconductor. On the vacuum side of its surface the magnetic field

must have a locally tangential direction, see Fig. 8.6. This condition can be satisfied only

by the presence of appropriate surface current distributions ω(r), which are unknown prior

to the solution of the corresponding boundary-value problem. Since ω(r) must be known in

order to calculate H0(r), the separation (8.7) is unhelpful in this context.

In rotationally symmetric devices, the necessary boundary conditions are most simply

satisfied by use of the flux potential Ψ . From Eq. (6.32) it is obvious that B is tangential if

the boundary contour C is a line Ψ 5 const. The Dirichlet problem for Ψ(z, r) is then very

simple:

Ψðz; rÞ5ΨB5 const; ðz; rÞAC

Ψðz; 0Þ5 0; 2N, z,N
(8.16a)

For the field in the paraxial domain, the potential Π(z, r) is more suitable. From Eqs (6.27),

(6.28) and from the regularity requirements at the optic axis, the boundary conditions

Π z; rð Þ5ΨB=πr2 z; rð ÞAC

@Π=@r5 0 for r5 0
(8.16b)

Z

Figure 8.6
Magnetic flux lines in a superconducting device; the upper half of an axial section is shown.
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can be derived. The solution of the corresponding boundary-value problem for Π is not

unduly complicated. The constant ΨB has the physical meaning of the total flux through the

bore of the superconducting polepiece.

An analogous Dirichlet problem can be formulated for planar fields but this will not be

treated here since the simplification to planar field structures is generally not satisfactory in

superconducting devices.

8.3.2 Conventional Round Magnetic Lenses

Fig. 8.7 shows an axial section through a typical magnetic lens, and Fig. 8.8 the relevant

vacuum domain of the magnetic field. The contours of the casing are schematically

simplified. It is only approximately possible to confine the field calculation to the

domain Γ; for this the following assumptions must be made:

1. The permeability of the casing material must be extremely high, μ2$ 104μ0, and

saturation effects must nowhere occur.

2. The cross-section of the casing must be large enough to ensure that practically all the

magnetic flux flows through the gap.

3. The gap has to be long (in the radial direction) and narrow, so that the field between

the pole faces may be regarded as practically homogeneous.

These assumptions cannot, of course, be satisfied precisely in a mathematical sense. The

following considerations represent a technical simplification.

r

z

Figure 8.7
Highly simplified axial section through a conventional magnetic lens.
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Since the currents in the coils are located completely outside the domain Γ, we may use the

total scalar potential χ(r). From Eq. (8.6) we can conclude that the angle α1 on the vacuum

side of the casing surfaces must be extremely small. Thus the flux lines intersect these

surfaces practically orthogonally. This implies that the surfaces may be regarded as

equipotentials χ(r)5 const. One surface potential χ1 may be chosen arbitrarily, for instance

χ15 0. The other is determined by Ampère’s lawI
HUdr5NI5χ12χ2 (8.17)

In this relation NI is the total number of ampère-turns of the coil; the integration loop must

enclose all the windings and must pass through the gap.

The boundary-value problem to be solved now takes the following form:

1. Inside Γ the potential χ(z, r) is to be calculated by solving r2χ5 0.

2. At the surfaces of the polepieces and in asymptotic regions of the bores the potential is

constant, χ1 or χ2 respectively.

3. At the upper part of the boundary, inside the gap, the potential is to be interpolated

linearly.

4. On the optic axis, @χ/@r5 0 must be satisfied.

The simplifying assumptions reduce this boundary-value problem to the analogue of

an electrostatic problem and it can be solved by means of corresponding techniques.

As in Eqs (8.1) and (8.2), it will be convenient to introduce formal magnetic surface

charge densities, satisfying

HðrÞ52σMðrÞnðrÞ (8.18)

2HUn5 @χ=@n5σMðrÞ (8.19)

Another problem that can be solved by employing the potential χ(r) is the fringe field of

sector magnets with screening plates (Part X of Volume 2).

χ2
χ1

r

z
Γ

Figure 8.8
Enlarged view of the region of Fig. 8.7 enclosed in dashed lines; the scalar potential χ(r) is

defined within the domain Γ.
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8.3.3 Unconventional Round Magnetic Lenses

The approximations described above are of limited application and may break down even

when comparatively simple configurations are considered. A typical example is shown in

Fig. 8.9. The ‘gap’ in the shield of this lens is so wide that a simple linear interpolation is

unreasonable and the distribution of the electric current in the coil is now of importance.

This is clearly a case for the flux potential Ψ(z, r), since the interface conditions are then

strongly simplified.

The continuity of the magnetic flux requires that Ψ(z, r) be continuous at any material

surface not conducting surface currents. Consequently the tangential component of rΨ is

also continuous. Hence Eq. (8.3) is already satisfied: introducing Eq. (6.32) into (8.3) and

recalling that n3 iϕ5 t for the tangential vector t (Fig. 8.2), we do indeed obtain

ðtUrΨÞ25 ðtUrΨÞ1
The second interface condition is obtained by introducing Eq. (6.32) into (8.5). After some

elementary calculations, we find

ν2

�
@Ψ
@n

�
2

5 ν1

�
@Ψ
@n

�
1

(8.20)

In the case of an unsaturated casing with extremely high permeability, μ2cμ1, ν2{ν1, it is
reasonable to make the approximation ν2-0, Eq. (8.20) then simplifying to�

@Ψ
@n

�
1

5 0 (8.21)

We now have to solve the following boundary-value problem: the domain Γ of solution is

the whole of space excluding all ferromagnetic parts. Inside this domain Eq. (6.36) is to be

solved. At the optic axis and at infinity, Ψ must vanish, while at the iron surfaces the

Neumann condition (8.21) must be satisfied.

r

z

Figure 8.9
Axial section through a very simple unconventional magnetic lens.
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The simplifications introduced above are invalid if parts of the iron become seriously

saturated. In cases where this is liable to occur, another approximate field calculation is to

be used, which is described in Chapter 12, The Finite-Element Method (FEM).

8.3.4 Toroidal Magnetic Deflection Systems

Such systems are frequently employed as scanning units, for instance in old television tubes

and scanning electron microscopes. A simplified diagram is given in Fig. 8.10. Two pairs of

coils, rotated at 90� with respect to each other, are wound round a rotationally symmetric

ferrite shield in such a way that each winding remains in a meridional plane.

It is convenient to regard the coils as surface current distributions. Following Schwertfeger

and Kasper (1974), the H-field inside the yoke may be neglected, since the permeability is

very high. The deflection currents are never strong enough to cause saturation effects and

we can therefore confine the following discussion to the vacuum domain Γ of the device.

We now omit the subscript 1. In view of these assumptions, Eq. (8.4) simplifies to

HðrÞ3 nðrÞ5ωðrÞ ðrA@ΓÞ (8.22)

@Γ denoting the surfaces of the coils on their vacuum side. Since any integration contour

which remains completely in the vacuum never encloses any current lines,
H
HUdr5 0 is

always valid and hence the scalar potential χ is unique in the whole vacuum domain.

Forming the vector product of Eq. (8.22) with n and introducing H5 2rχ we obtain

grad χ2 ðnUgrad χÞn5ω3 n on @Γ (8.23)

r

z x

y

ϕ

(A) (B)

Yoke

Windings

Figure 8.10
Simplified representation of a toroidal deflection system. (A) Axial section, (B) cross-section.

112 Chapter 8



The expression on the left-hand side is the tangential component of rχ; this now has a

given value for all surface points.

So far these considerations are quite general and are also applicable to deflection systems

with saddle coils. The characteristic feature of toroidal systems is that the direction of the

vector function ω is meridional. This implies that ω(r) may be written

ωðrÞ5 JðϕÞtðrÞ=r (8.24)

ϕ being the azimuth with respect to the optic axis and t(r) the local tangential vector in

the meridional direction; J(ϕ) is the azimuthal current distribution function, which means

J(ϕ)dϕ is the total electric current flowing through the windings located between ϕ and

ϕ1 dϕ.

It is now possible to integrate Eq. (8.23), since Eq. (8.23) is consistent with the assumption

that the boundary values of χ are only dependent on ϕ. Introducing rχ5 r21 χ0(ϕ)iϕ and

Eq. (8.24) into (8.23), and recalling that t3 n5 iϕ, we obtain χ0(ϕ)5 J(ϕ) and hence

χðϕÞ5χ01

ðϕ
0

JðαÞdα on @Γ (8.25)

This is essentially the same as the formula of Schwertfeger and Kasper (1974); here the

derivation is more general, since Eq. (8.23) may also be applied to more general types of

deflection systems, see Section 9.4.4.

The boundary-value problem to be solved is now comparatively simple: at the surface @Γ of

a rotationally symmetric shield the potential χ(r) has uniquely determined boundary values

which are not rotationally symmetric. At infinity the potential must vanish, and in the

vacuum domain Γ, Laplace’s equation is satisfied.

This presentation of the important classes of boundary-value problems is by no means

complete. We cannot devote more space to them here but we hope that the reader has some

impression of the complexity of the problems to be considered.
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CHAPTER 9

Integral Equations

As is well-known in classical electrodynamics, it is possible to reduce the problem of

solving a boundary-value problem to that of solving an integral equation. This is very

advantageous since methods of field calculation based upon integral equations have gained

great importance. In this chapter we shall present the general theory; details of numerical

procedures are given in Chapter 10, The Boundary-Element Method.

9.1 Integral Equations for Scalar Potentials

In the following account, we consider a domain Γ in three-dimensional space and its

boundary @Γ. Inside the domain Γ we attempt to solve a uniquely specified boundary-value

problem for Poisson’s equation (7.1)

r2VðrÞ52SðrÞ (9.1)

9.1.1 General Theory

In order to obtain an integral equation, we start from Green’s theorem for a modified

domain Γu with boundary @Γu and for a variable of integration ru

ð
Γ0
ðGr02V 2Vr02GÞd3r05

ð
@Γ0

 
G
@V

@n0
2V

@G

@n0

!
da0 (9.2)

valid for any differentiable functions G(ru) and V(ru), regardless of their special meanings.

The operator @/@nu5 nu � ru is the so-called normal derivative, the derivative in the

direction of the outward oriented surface normal nu on @Γu. The boundary @Γu itself may

consist of several distinct closed surfaces and the integral on the right-hand side of Eq. (9.2)

is then the sum of the contributions arising from the different surfaces; this summation is

implicit in the notation.

The function G in Eq. (9.2) can be chosen arbitrarily; the most suitable choice is the

free-space Green’s function, defined by
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Gðr; r0Þ5 ð4πjr2r0jÞ21 (9.3)

and satisfying the differential equation

r2G5r02G052δðr2 r0Þ
where δ(r � ru) denotes Dirac’s distribution. The use of the latter is familiar but not always

favourable. Difficulties arise if the reference point r is located on the boundary. In order to

circumvent these difficulties, we do not employ the δ-function formalism but instead, we

modify the given domain Γ as sketched in Fig. 9.1. An internal point r is completely

enclosed by a small sphere of solid angle Ω15 4π. Around a regular boundary point, a

small hemisphere with solid angle Ω25 2π is excluded; at a sharp line-edge of intersection

angle α, a spherical segment with solid angle Ω35 2α is removed; finally, an external point

r needs no exclusion surface and hence Ω45 0. In the domain Γu, obtained after excluding

the immediate neighbourhood of the reference point, Eq. (9.2) is valid.

In order to simplify the notation, we introduce the abbreviation

εðrÞ :¼ 1

4π
ΩðrÞ5

1 for r A Γ;
α=2π for r A @ Γ;
0 for r =2 Γ;

(9.4)

which implies that α5π, ε5 1/2 for regular boundary points. We also write

σðr0Þ :¼ @V

@n0
� n0Ur0Vðr0Þ (9.5)

Pðr; r0Þ :¼ @G

@n0
� n0Uðr2 r0Þ

4πjr2r0j3 (9.6)

At the boundary these normal derivatives will be discontinuous; they are then defined as the

limits obtained on approaching from the interior of Γu.

Ω3 = π Ω2 = 2π 

Ω4 = 0 

Ω1 = 4π

–n '

n '

–n '

Figure 9.1
Two-dimensional section through a three-dimensional domain Γ, showing various positions of

reference points and the associated solid angles.
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Introducing all this into Eq. (9.2), we soon notice that only the terms involving P are

critical so far as the limit of vanishing radius ρ of the sphere or sector of exclusion is

concerned. We may then approximate the slowly varying function V(ru) by V(r). Recalling

that |r2 ru|5 ρ5 nu � (r2 ru) on the spherical surfaces S, we obtain

The final surface integral is just the expression ε(r) defined by Eq. (9.4). The symbol ⨍
denotes the principal value of the corresponding integral, defined as the value obtained by

proceeding to the limit ρ-0 in the integration over the not-excluded parts of @Γ. For
reference points r outside @Γ this is straightforward; for rA@Γ this limit exists, since in this

case we have nu � (r 2 r’)-0 because of the orthogonality between tangents and surface

normals. In the subsequent presentation we shall not indicate the principal value explicitly

since all improper surface integrals are to be evaluated in this way.

Putting all this together, we arrive finally at

εðrÞVðrÞ5
ð
Γ
Gðr; r0ÞSðr0Þd3r0

1

ð
@Γ
fGðr; r0Þσðr0Þ2Pðr; r0ÞVðr0Þgda0

(9.7)

The expressions on the right-hand side can be interpreted in the following way: the first is a

space-source term, the second a surface-source term and the last is a surface-polarization

term. Since the boundary functions V(ru) and σ(ru) are still independent, Eq. (9.7) alone does

not suffice to determine the potential distribution uniquely. We may prescribe an additional

boundary condition

aðr0ÞVðr0Þ1 bðr0Þσðr0Þ5 cðr0Þ; r0A@Γ (9.8)

the surface functions a(ru), b(ru) and c(ru) being known with a21 b2. 0. It is then possible

to solve Eq. (9.7). We now discuss the two most familiar special cases.

9.1.2 Dirichlet Problems

Here the boundary values V(ru) are specified uniquely, while σ(ru) is unknown. In Eq. (9.8)

we may choose a � 1, b � 0; c(ru) � V(ru) are then the given boundary values. Eq. (9.7) is

now a two-dimensional integral equation of Fredholm’s first kind for the unknown σ. After
solving it, the same Eq. (9.7) can be used to evaluate the potential at any point r in Γ.

Although this procedure is perfectly correct, it is rather inconvenient for numerical

solutions since the factor ε(r) is discontinuous and the polarization term requires careful
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handling in order to obtain the appropriate principal value. It is therefore highly desirable to

find alternative forms of the integral equation that do not contain these terms.

If the boundary @Γ consists of a number of closed surfaces with constant boundary values

V on them, the difficult terms can be eliminated completely. For simplicity, we consider

only one such surface @Γ, the domain Γ being its exterior. The second boundary is an

infinite sphere; since the field is required to satisfy the natural boundary condition, this

sphere need not be considered here. We now have to evaluate the integral term

I :¼
ð
@Γ
Pðr; r0ÞVðr0Þda05V

ð
@Γ
Pðr; r0Þda0

Since Eq. (9.7) is quite generally valid, we are at liberty to set V equal to a constant; for the

moment, therefore, we introduce

V � 1; σ � 0; S � 0

and recalling that Γ is now the exterior, we obtain the mathematical identityð
@Γ
Pðr; r0Þda05 12 εðrÞ (9.9)

The integral expression I now simplifies to

I5 f12 εðrÞgV

Introducing this into Eq. (9.7) we find

VðrÞ5
ð
Γ
Gðr; r0ÞSðr0Þd3r01

ð
@Γ
Gðr; r0Þσðr0Þda0 (9.10)

This Fredholm equation for σ is now quite generally applicable without exception. When

the solution is still unknown, the reference point r must be located at the boundary and V(r)

on the left-hand side is then the corresponding boundary value. After obtaining the solution

for σ, the same equation (9.10) may be employed to compute the potential at any point r in

the space, even on @Γ or outside Γ. The potential itself is continuous if the reference point
crosses the boundary.

We can generalize Eq. (9.10) to include configurations with a boundary consisting of

several closed surfaces and even boundary values of V that are not constant on these

surfaces. The basic form of Eq. (9.10) remains unaltered, but now the surface charge

density σ is the difference between the normal derivatives of V on each side of the

corresponding surface. Physically, Eq. (9.10) can be interpreted as a Coulomb integral over
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space charges and over surface charges as a degenerate case of the former. When it comes

to numerical evaluation, Eq. (9.10) is far more convenient than Eq. (9.7).

9.1.3 Neumann Problems

It is now the boundary values of @V/@n that are uniquely specified while those of V(r) are

unknown. This boundary value problem has a solution only if
H
σðr0Þda0 vanishes on @Γ.

In Eq. (9.8) we may specify a � 0, b � 1, so that c(ru)5σ(ru) are given boundary values.

Eq. (9.7) is now an integral equation of Fredholm’s second kind for the boundary values of

V(r). Apart from an unimportant additive constant, this integral equation has a unique

solution. After this has been found, Eq. (9.7) can be used to compute the potential V(r) at

arbitrary points inside Γ.

The polarization term cannot be eliminated from Eq. (9.7). Since this term contains a strong

singularity and is discontinuous at the boundary @Γ, great care must be taken in numerical

computations. Thus the concrete evaluation of such expressions should be avoided

whenever possible by appropriate transformation of the boundary-value problem.

9.2 Problems with Interface Conditions

The theory outlined in Section 9.1.1 is quite standard in classical electrodynamics and can

be applied to boundary-value problems in electrostatics and magnetostatics. The integral

equation given below is less familiar. In connection with electron optical applications it has

been mentioned by Kasper (1982) and explicitly derived by Scherle (1983), who also

demonstrated that it can be applied in practical numerical computations. Alternative

formulations will be given at the end of this section.

Since interface conditions are most important in magnetostatic problems, we shall confine

the discussion to these, although it would be no problem to establish an integral equation

for electric fields. It is necessary to assume unsaturated (linear) media. For simplicity, we

consider here only two different domains, the vacuum domain Γ1 and a ferromagnetic

shield Γ2, Γ1,Γ2 being the whole space. The convention concerning the choice of the

surface normal, represented in Fig. 8.2, then holds. Generalizations to more than two

different domains have been worked out (Scherle, 1983); apart from the introduction of an

iterative solution technique, they contain nothing essentially new; some results will be

given in Chapter 10, The Boundary-Element Method.

We start from Eq. (9.7). The appropriate potential is here χM(r), introduced in Eqs (8.7) and

(8.12). From Eq. (8.13), we see that there is no space-source term. On the boundary

@Γ5Γ1 - Γ2 we have ε5 1/2 and hence Eq. (9.7) specializes to
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χMðrÞ
2

5 ð21Þj
I
@Γ

�
χMðr0ÞPðr; r0Þ2Gðr; r0Þσjðr0Þ

�
da0 ðj5 1; 2; rA@ΓÞ (9.11)

The index j indicates the domain from which the surface @Γ is approached; we recall that in

the polarization term the principal value of the integral is to be taken. Since neither the

potential itself nor its normal derivatives σj are known, a second relation is needed, namely

Eq. (8.15). This enables us to eliminate the normal derivative from Eq. (9.11) by forming

appropriate linear combinations. In this context we need to use Eq. (9.5) with χM � V.

The result of these elementary calculations is as follows:

2λχMðrÞ1
I
@Γ
Pðr; r0ÞχMðr0Þda05

I
@Γ
Gðr; r0Þn0UH0ðr0Þda0 (9.12)

with rA@Γ and

λ :¼ 1

2

μ2 1μ1

μ2 2μ1

(9.13)

This is an integral equation of Fredholm’s second kind for the surface values of the

potential. Once it has been solved, the problem reduces to an ordinary Dirichlet problem.

We can hence introduce the calculated surface values of χM in the left-hand side of

Eq. (9.10) and solve this equation (with vanishing space-source S) for σ. It can be shown

that σ5σ1�σ2, but this is of little use, since the solution of Eq. (9.10) gives σ directly.

The derivation presented here differs from Scherle’s method but is equivalent to it. In the

literature on magnetic field computation, many other forms of integral equation are derived,

which are essentially equivalent to Eq. (9.12), but not always so suitable for numerical

evaluation. Many technical points were elucidated in the proceedings of COMPUMAG

(1976) and the subject has been reviewed by Iselin (1981). Besides Scherle’s thesis, the

publications of Lucas (1976) and Kuroda (1983) are particularly concerned with field

calculation for electron optical designs by means of integral equations. Scherle’s method

has the advantage that only one scalar integral equation for a potential is needed instead of

three coupled ones for a vector field and that the singularity of the integral kernel P(r, ru) is
the weakest possible. The field can be evaluated everywhere in space.

9.3 Reduction of the Dimensions

The derivation of a two-dimensional integral equation means that three-dimensional

unknown functions have already been reduced to two dimensions. Very often the integral

equations obtained are soluble only numerically. In electron optics, however, there is an

important class of configurations that can be treated by means of one-dimensional integral
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equations. This is the class of all devices the electrodes or polepieces of which have

rotationally symmetric surfaces. It is not necessary to assume that the boundary values are

also rotationally symmetric. In Chapter 7, Series Expansions, we have shown that the three-

dimensional Poisson equation can be reduced to a sequence of uncoupled two-dimensional

equations by means of Fourier series expansions. Here we shall show that integral equations

can also be simplified in an analogous manner. For Dirichlet problems, an approximate

theory has been developed by Kasper and Scherle (1982) and by Kasper (1984a,b); the

theory of a method of evaluating Eq. (9.12) has been developed by Scherle, who has also

demonstrated that it can be applied in practice.

9.3.1 Dirichlet Problems

The space-source term in Eq. (9.10) can now be omitted without loss of generality. This

term alone produces a particular solution Vs(r). If Vs 6¼ 0, then the subsequent reasoning is

valid for V2Vs instead of V. Since this adds nothing new, we assume that S(r) � 0,

Eq. (9.10) then simplifying to a pure surface integral

VðrÞ5 1

4π

ð
@Γ

σðr0Þda0
jr2 r0j (9.14)

There is no advantage to be gained by separating the factor rm in Eq. (7.5) and we thus

introduce the notation

VðrÞ5
XN
m50

ℜfVmðz; rÞeimϕg (9.15)

The boundary @Γ is suitably represented in parametric form in terms of the azimuth ϕ and

the arc-length s along the meridional line C passing through the reference point r (see

Fig. 9.2). Since @Γ is assumed to be rotationally symmetric, this line C can be represented

0 z(s)

r(s)
r

u
s

z

ϕ

C (s)

Figure 9.2
Meridional section through a rotationally symmetric boundary with contour C, along which the

arc-length s is adopted as parameter.
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by z5 z(s), r5 r(s). Whenever this causes no confusion, we shall omit the argument s and

introduce the simplifying notation zu5 z(su), ru5 r(su). When z, zu and r, ru appear as
arguments of functions, the vectors u5 (z, r), uu5 (zu, ru) will be used.

The values of the functions Vm, occurring in Eq. (9.15), on the boundary are given by the

inverse Fourier transform of V(u(s), ϕ) and hence depend on s:

υmðsÞ :¼ VmðuðsÞÞ5
κm

2π

ð2π
0

VðuðsÞ;ϕÞe2imϕdϕ (9.16)

with

κm5 22 δm;05
�
1 for m5 0

2 for m 6¼ 0
(9.16a)

It is helpful to expand the surface charge density σ as a Fourier series with respect to ϕ:

σðrÞ5
XN
m50

ℜ
n
σmðsÞeimϕ

o
(9.17)

Introducing Eqs (9.17) and (9.15) with the coefficients υm(s) into (9.14), we obtain

XN
m50

ℜ
n
υmðsÞeimϕ

o
5
XN
m50

ℜ
ð
@Γ

σmðs0Þeimϕ0

4πjr2 r0j da
0

The distance D :¼ |r�ru| is explicitly given by

Dðu;u0;αÞ5
n
ðz2z0Þ1r21r0222rr0cos α

o1=2
(9.18)

α5ϕu�ϕ being the difference of azimuth. The element of surface area can be written as

dau5 ru dsu dα. Eliminating ϕu, we find

XN
m50

ℜ
n
υmðsÞeimϕ

o
5
XN
m50

ℜ

�
eimϕ

ð
C

Gmðu; u0Þr0σmðs0Þds0
�

where the abbreviation

Gmðu;u0Þ5
1

4π

ð2π
0

eimαdα
Dðu;u0;αÞ

has been introduced. This expression is a real function of its arguments, since it can be

rewritten as

Gmðu; u0Þ5
1

2π

ðπ
0

cosðmαÞdα
Dðu;u0;αÞ (9.19)
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From Eq. (9.18) the symmetry relation

Gmðu; u0Þ5Gmðu0; uÞ (9.20)

is obvious. These functions are essentially the Fourier coefficients of the free-space Green’s

function G(r, ru).

From the uniqueness of Fourier series expansions, we now obtain a sequence of uncoupled

one-dimensional Fredholm equations, given in explicit notation by

υmðsÞ5
ð
C

GmðuðsÞ uðs0ÞÞrðs0Þσmðs0Þds0

for m5 0; 1; 2; . . .
(9.21)

These have the formal structure

υmðsÞ5
ð
C

Kmðs; s0Þσmðs0Þds0 (9.22)

In Chapter 10, The Boundary-Element Method, we shall show that the kernel functions Gm

of Eq. (9.19) can be evaluated analytically and that the resulting expressions contain

complete elliptic integrals. We shall further show that there are convenient techniques for

numerical solution of (9.22). Thus the solution of Dirichlet problems with rotationally

symmetric boundaries can be regarded as a standard technique.

9.3.2 Interface Conditions

In the case of rotationally symmetric boundaries, Scherle’s integral equation (9.12) can

again be decomposed into a sequence of uncoupled integral equations for the Fourier

potentials Vm(z, r). As before, we start from Eq. (9.15), with V � χM. It is now necessary to

introduce a Fourier series expansion for the component n � H0 appearing on the right-hand

side of Eq. (9.12):

nðrÞUH0ðrÞ5ℜ
XN
m50

Nmðz; rÞeimϕ (9.23)

Then, by arguments similar to those described above, we obtain firstI
@Γ
Gðr; r0Þn0UH0ðr0Þda0 5

XN
m50

ℜ
n
qmðsÞeimφ

o
(9.24)

with

qmðsÞ :¼
I
C

Gmðu; u0Þr0Nmðu0Þds0 (9.25)

This is a known function of s which can be evaluated by numerical integration over su.
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In order to evaluate the integral expression on the left-hand side of Eq. (9.12), we need the

Fourier coefficients of the function P(r, ru) defined by Eq. (9.6). Since the normal derivative

involves only the coordinates zu and ru, the operator @/@nu can be applied after the

integration over ϕu has been carried out. We thus obtain

Pmðu;u0Þ :¼
ð2π
0

@

@n0
Gðr; r0Þeimðϕ2ϕ0Þ dϕ0

5
@

@n0
Gmðu; u0Þ

(9.26)

Like the integral expressions (9.19), these functions take only real values but the symmetry

properties do not hold.

Introducing the Fourier series expansions of V(r) into the left-hand side of Eq. (9.12) and

considering Eq. (9.26), we finally obtain a sequence of uncoupled Fredholm equations of

the second kind:

2λυmðsÞ1
I
C

PmðuðsÞ; uðs0ÞÞrðs0Þυmðs0Þds05 qmðsÞ
m5 0; 1; 2; . . .

(9.27)

Since Gm, Pm and λ are real, it is sufficient to investigate solution techniques for real

integral equations. Complex solutions can easily be obtained by forming linear

combinations of real solutions with constant complex factors. We have thus achieved a

major simplification of the original boundary value problem.

9.3.3 Planar Fields

In this case the integral equations are already familiar. We shall only examine briefly the

Dirichlet problem in the (z, x) plane. Let C be a boundary line represented parametrically in

terms of the arc-length s: z5 z(s), x5 x(s). This line may consist of several distinct curves.

Let υ(s)5V(z(s), x(s)) be given boundary values. Then the integral equation takes the form

υðsÞ5
ð
C

qðs0Þ ln
�
a
n
ðz2z0Þ21ðx2x0Þ2

o21=2
�
ds0 (9.28)

where zu5 z(su), x5 x(su) has been introduced; a is an arbitrary positive normalization

constant and q(su) the source distribution function on C. Since the logarithmic kernel

function is singular at infinity, either
Ð
q(su) dsu5 0 or the entire field must be enclosed

within a closed loop on which V is zero.

124 Chapter 9



9.4 Important Special Cases

In this section, we shall examine some field calculation problems that can be solved by

numerical evaluation of the integral equations derived above. Technical details are

discussed in Chapter 10, The Boundary-Element Method.

9.4.1 Rotationally Symmetric Scalar Potentials

Here it is not necessary to carry out the Fourier series expansions; the required results are

obtained directly for m5 0. The function G0(u, uu) is the scalar potential of a uniformly

charged ring of radius ru or r and is treated in detail in Chapter 10, The Boundary-Element

Method. Eq. (9.21) with m5 0 was the starting point for the development of the boundary-

element method (BEM) of field calculation, first introduced by Cruise (1963) and

extensively studied by Harrington (Harrington, 1967, 1968; Harrington et al., 1969; Mautz

and Harrington, 1970; Kuno and Uchikawa, 1985; Kuno et al., 1988; Tsuboi et al., 1990a,b,

1992, 1998, 1999; Watanabe et al., 1990; Binns et al., 1992; Tanaka et al., 1992; Read and

Bowring, 2011). This version of the BEM can be directly applied to electrostatic round

lenses of various shapes (Lewis, 1966; Singer and Braun, 1970; Read et al., 1971; Adams

and Read, 1972a,b; Harting and Read, 1976; Read, 2015b), electron guns with arbitrary

rotationally symmetric cathodes (Rauh, 1971; Kuroda and Suzuki, 1972), round electron

mirrors and conventional magnetic lenses.

9.4.2 Rotationally Symmetric Vector Potentials

Though the general theory was developed for scalar potentials, it can easily be modified to

make it applicable to vector potentials. Since each Cartesian component of A separately

satisfies a Poisson equation like Eq. (9.1) with S-μ0jk (k5 1, 2, 3), the general conclusions

leading to Eq. (9.10) must hold for each component of A separately. Collecting the three

integral equations into a single vector expression, we now find

AðrÞ5μ0

ð
Γ
Gðr; r0Þ jðr0Þd3r0 1μ0

ð
@Γ
Gðr; r0Þωðr0Þda0 (9.29)

The condition div A5 0 is satisfied if the surface currents are conserved, as must be the

case for physical reasons.

In rotationally symmetric devices, the vectors A, j and ω have only azimuthal components

(see also Section 6.4). In the case of superconducting round lenses, the space currents j are

absent, Eq. (9.29) then simplifying to

AðuÞ5μ0

I
C

ð2π
0

ωðu0ÞiϕUiϕ0r0ds0dα
4πDðu;u0;αÞ
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where the notation introduced in Section 9.3 (u5 (z, r) etc.) has been used. The factor

cos α5 iϕ � iϕu arises from the projection of ω on the direction of A, see Fig. 9.3. Using

Eq. (9.19) with m5 1, Eq. (6.27) and the boundary conditions Eq. (8.16), we finally obtain

the integral equation:

2πrμ0

I
G1 u; u0ð Þr0ω u0ð Þds0 5ΨB5 const (9.30)

which may formally be considered as a special case of Eq. (9.21) with υ(s)5ΨB/2πμ0r(s).

It is also of some interest that the azimuthal vector potential of a rotationally symmetric

coil in the absence of magnetic materials can be represented by

A0ðuÞ5μ0

ð ð
F

G1ðu;u0Þr0 jðu0Þdr0dz0 (9.31)

F being the domain ru. 0 of the axial section through the coil. This is a special case of

Eq. (8.10).

9.4.3 Unconventional Magnetic Lenses

In Section 8.3.3 we have indicated that such lenses can be treated by obtaining the solution

of a Neumann problem for the rotationally symmetric flux potential Ψ . Alternatively, they
can be calculated as a special case of Eqs (9.25) and (9.27) with m5 0. In this case, no

Fourier series expansions are necessary, the quantities of interest being the zero-order

Fourier coefficients themselves. In this way really complicated devices with very open

structures like those investigated by Mulvey (1982) can be calculated, provided that

saturation effects need not be considered.

M

iϕ || A I

y

α

ϕ

iϕ || ω

x

Figure 9.3
The relation between vectors and angles in rotationally symmetric vector-potential fields. M is a

fixed point and I is the integration point.
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9.4.4 Magnetic Deflection Coils

The following considerations (Kasper, 1984a) are valid for both toroidal coils and saddle

coils. If the windings are so close to the shield surface that the surface current distribution

approximation is reasonable, the total scalar potential χ(r) may be used. The boundary

conditions on χ(r) are given by Eq. (8.23). In the case of toroidal systems, we could

integrate this equation, but in more complicated cases the corresponding integration

becomes very complicated. The application of Fourier series expansions, however, makes

this integration unnecessary, as we now show.

We again represent each surface function as a function of the azimuth ϕ and the arc-length

s along the axial contour C. The meridional tangent vector is t5 @r/@s. The surface
potential and its gradient are then given by

χ5χðϕ; sÞ; rχ5
1

r

@χ
@ϕ

iϕ1
@χ
@s

t1
@χ
@n

n (9.32)

The surface current distribution may be written

ωðϕ; sÞ5ωϕðϕ; sÞiϕ 1ωsðϕ; sÞt (9.33)

Introducing Eqs (9.33) and (9.32) into (8.23) and recalling that t3 n5 iϕ and iϕ3 n5�t,

we obtain

@χ
@ϕ

5 rωs;
@χ
@s

52ωϕ (9.34)

The condition obtained by evaluating @2χ/@ϕ@s from each of these,

@2χ
@ϕ@s

5
@

@s
ðrωsÞ52

@

@ϕ
ωϕ (9.35)

is identical with the continuity equation for surface currents and thus imposes a restriction

on the choice of surface current distributions, which is automatically satisfied by any real

distribution of wires.

For a single pair of deflection coils, we can choose the origin of ϕ in such a way that the

appropriate Fourier series expansions can be written as

ωsðϕ; sÞ5
X
m

MmðsÞ cos ðmϕÞ (9.36)

ωϕðϕ; sÞ52
X
m

AmðsÞ sin ðmϕÞ (9.37)

χðϕ; sÞ5
X
m

υmðsÞ sin ðmϕÞ (9.38)
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m always being an odd integer. Introduction of these series expansions into (9.34) and

(9.35) results in

υmðsÞ5
1

m
rðsÞMmðsÞ; m5 1; 3; 5; . . . (9.39)

and

υ0mðsÞ5
d

ds

�
r

m
Mm

�
5AmðsÞ; m5 1; 3; 5; . . . (9.40)

This is an important simplification. The boundary values υm(s) of the Fourier potentials are

already uniquely determined by the Fourier coefficients of the meridional component, while

the azimuthal components Am can be obtained by mere differentiation and are not needed

explicitly for the solution of the boundary-value problem: the only major computations

needed are the Fourier transformation of ωs(ϕ, s) and the subsequent numerical solution of

Eq. (9.21). Thereafter the integral expression in Eq. (9.21) can be evaluated to give Vm(z, r)

at any point (z, r) outside the surface.

In the case of a purely toroidal system of coils the surface current density is given by

ωϕ � 0; ωs5 IW ϕð Þ=r sð Þ (9.41)

I being the electric current through the windings and W(ϕ) the winding density, by which

we mean that W(ϕ)dϕ is the number of windings between ϕ and ϕ1 dϕ. In this case

Eq. (9.39) simplifies to

υm5
4I

πm

ðπ=2
0

WðϕÞcosðmϕÞdϕ; m5 1; 3; 5; . . . (9.42)

(Schwertfeger and Kasper, 1974). We cannot expect any further simplification, as we now

have to solve Dirichlet problems with constant boundary values.

If the windings are not close to the shield surface, as is frequently the case in systems of

saddle coils, the one-dimensional integral equations arising from Scherle’s equation, namely

Eqs (9.25) and (9.27), must be evaluated. Then, of course, the necessary computation is

considerably greater but the results will be very accurate. The details are discussed in

Chapter 40 of Volume 2.

9.4.5 Multipole Systems

Electric or magnetic multipole systems are commonly used as stigmators or as elements of

aberration correctors, where quadrupoles, sextupoles, octopoles and dodecapoles are needed.
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Nowadays such systems are also used as deflectors in scanning devices. Since these systems

are in no sense rotationally symmetric, the theory of one-dimensional integral equations

cannot be properly applied to them. If, however, parts of the surfaces form a rotationally

symmetric face and the gaps between adjacent poles are comparatively narrow, as shown in

Figs 9.4 and 9.5, the theory is approximately applicable. Magnetic systems like the one

shown in Fig. 9.4 were in use in the devices developed by the Darmstadt group (see Rose,

1971; Rose and Plies, 1973) to compensate the third-order spherical aberration and the axial

chromatic aberration in an electron microscope of very high resolution. Electric systems of

the kind shown in Fig. 9.5 have been investigated by Munro and Chu (1982a,b) and Chu

and Munro (1982a,b) and are used as deflection units in electron lithography devices.

The approximation underlying the treatment of these systems is that in the gaps, it must be

possible to make a reasonable interpolation for the potential with respect to the azimuth ϕ,
usually by a linear expression. Then, on a rotationally symmetrical surface — consisting of

the cylindrical bore, the gaps, the ring-shaped parts of the end-planes and sometimes parts

Windings

(A) (B)

zϕ
r

Figure 9.4
Simplified representation of a magnetic multipole system. (A) Cross-section, (B) meridional

section. Only parts of the coils and the outer screening ring are shown.

Insulator

Electrode

Screening

(A)

(B)

Figure 9.5
Simplified view of an electric multipole device. (A) Cross-section, (B) perspective view of a single

electrode.
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of the outer surfaces of the poles and a screening surface enclosing the whole systems as

well — reasonable values of the potential can be defined. These are then to be introduced

into Eq. (9.16) after which the uncoupled one-dimensional integral equations (9.21) can be

solved. The errors caused by the incorrect boundary values do not seriously influence the

field in the paraxial domain. This approximation is therefore often satisfactory.

9.4.6 Small Perturbations of the Rotational Symmetry

Since it is impossible to build rotationally symmetric devices perfectly, the effects of small

perturbations such as shifts, tilts or ellipticity of the polepieces or electrodes on the field in

the paraxial domain are of interest. Such effects determine the tolerance limits for the

machining of electron optical devices, and they have attracted considerable attention (see

Chapter 31, Parasitic Aberrations). The first successful attempts to calculate them

numerically were made by Janse (1971). Here, we describe how his method can be used to

calculate the field in an imperfect round magnetic lens.

Janse’s method is a perturbation calculus. First, as a zero-order approximation, the ideal

round system is calculated; along the contour C in the axial section through the system the

boundary values H(s) of the field strength are then determined (s being the arc-length

along C). This is illustrated in Fig. 9.6. Owing to the rotational symmetry of the perfect

system, the field strength H(r)5H(ϕ, s) at any surface point r with coordinates ϕ and s is

then known.

In the next step a deviation function d(r) is defined as the local shift from the ideal surface

to the real one. In the parametrization adopted here, this is a function d5 d(ϕ, s). The shift
may be in any direction but must be very small as shown in Fig. 9.6.

Since the real distorted pole surface coincides with the equipotentials χ(r1 d)5 const, the

potential at the ideal round surface is perturbed by a quantity

δχðrÞ5χðrÞ2χðr1 dÞ � 2 dUgrad χ5 dðrÞUHðrÞ (9.43a)

or

δχðϕ; sÞ5 dðϕ; sÞUHðϕ; sÞ (9.43b)

This function represents the boundary values of a perturbation potential and is to be

introduced into Eq. (9.16). The integral equations derived above can then be applied to this

problem.

Janse did not in fact use integral equation techniques but solved the Dirichlet problems

corresponding to Eq. (7.10) with vanishing source terms by means of the finite-difference

method. By solving Eq. (9.12) with V � χ, however, the required normal derivative
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H52nσ at the equipotential surfaces is obtained directly, thus saving subsequent

differentiation. These simplifications are, of course, not possible if σ 6¼ @χ/@n.

After solution of the corresponding boundary-value problems, the rotationally symmetric

field and the perturbation field are to be superimposed. It is sufficient to limit this to the

paraxial domain, whereupon the influence of various kinds of perturbations on the electron

trajectories can be studied. The publications of Greenfield and Monastyrskii (2004), Ivanov

(2015), Ivanov and Brezhnev (2004), Lencová (2002c), Munro (1988), Murata et al. (1996,

1997, 2001, 2004a,b), Ozaki et al. (1981), Read (1996, 2000, 2004, 2015a), Read and

Bowring (1996, 2011), Uchikawa et al. (1981), Watcharotone et al., (2008), Yavor (1993,

1996) and Yavor and Berdnikov (1995) are relevant here.

9.5 Résumé

Without entering into the details of concrete numerical calculations, we have developed a

general theory of field calculation in systems having a straight optic axis. Two basic ideas,

the introduction of azimuthal Fourier series expansions and the formulation of integral

equations, have been worked out in some detail, since these are particularly well adapted to

the needs of electron optical field calculations. The use of Fourier series expansions results

in a sequence of uncoupled mathematical structures of lower dimensions. Since we shall

finally be interested in the field in the paraxial domain, we may terminate the calculation of

the Fourier coefficients (axial harmonics) after the first few orders, which are of most

importance. This is thus a very economic technique. The use of integral equations rather

than partial differential equations further reduces the number of dimensions, since parts of

the necessary integrations have already been carried out. In all cases in which the material

properties of the polepieces or electrodes are constant, integral equation methods have

proved to be very powerful and efficient. There are, of course, problems that cannot be

solved in this way. These will be treated in the context in which they arise.

Equipolential
surface

d '

r '

H '

Rotationally symmetric
surface

Figure 9.6
Simplified cross-section through an imperfect lens, showing the real and the ideal contour of a
polepiece. The vectors ru, du and Hu are the projections of the position vector r, the shift d(r) and

the field strength H(r), respectively.
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CHAPTER 10

The Boundary-Element Method

In Chapter 9, Integral Equations, we derived various types of such equations. We now turn

to their concrete numerical solution. The corresponding procedure, called the integral-

equation method (IEM) or the boundary-element method (BEM), has proved to be very

powerful. Since the early investigations (Cruise, 1963; Lewis, 1966; Harrington, 1967,

1968; Singer and Braun, 1970), many presentations have been published, which often differ

only in minor details. It was introduced into electron optics by Read et al. (1978) and a

short survey by Read (2016) summarizes the progress that has been made. We draw

attention to some key publications: Kuno and Uchikawa (1985), Costabel (1987), Ströer

(1987, 1988), Kuno et al. (1988), Kasper and Ströer (1990), Tsuboi et al. (1990a, b, 1992,

1998, 1999), Watanabe et al. (1990), Binns et al. (1992), Tanaka et al. (1992), Read and

Bowring (2011). The list of references given in the bibliography makes no pretence at

completeness. We recall that the physical idea behind this method is to calculate the charge

density distribution (in the electrostatic case) corresponding to the voltages applied to the

electrodes and then calculate the potential distribution in space created by this charge

distribution. The magnetic counterpart of this has been fully explored by Murata et al.

(1996, 1997, 2001, 2004a,b) and extended to cover saturation by Murata et al. (2016) and

Murata and Shimoyama (2017). The complexity of the method in some practical situations

is a consequence of the complicated nature of the boundary conditions (Desbruslais and

Munro, 1987). We first consider one-dimensional integral equations.

10.1 Evaluation of the Fourier Integral Kernels

The numerical solution of Eqs (9.21) and (9.27) requires the evaluation of the Fourier

integral kernels Gm, defined by Eqs (9.18) and (9.19), and of their partial derivatives. The

special case m5 0 is already familiar in classical electrodynamics, since G0(z, r; zu, ru) is
the potential at (z, r) when a uniformly charged ring is located at (zu, ru). Cases for which
m 6¼ 0 have been investigated by Kasper and Scherle (1982).
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10.1.1 Introduction of Moduli

The meaning of some of the geometric variables appearing in the subsequent theory is

presented in Fig. 10.1. We assume that a ring of radius ru is located in the plane zu5 const.

The coordinates (z, r) define an arbitrary point in the axial section through the field. It is

convenient to introduce the distances

d1;2 :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðz2z0Þ2 1 ðr7r0Þ2

q
(10.1)

and the quantities

p ≔ d1d25 ½fðz2z0Þ21r21r02g224r2r02�1=2 (10.2)

and

S :¼ d1 1 d2 5
ffiffiffi
2

p
fp1ðz2z0Þ21r21r02g1=2 (10.3)

These quantities have a very simple geometric meaning: d1 and d2 are the minimal and the

maximal distance from the ring, respectively, as shown in Fig. 10.1, and S is the sum of

these distances. The surfaces S5 const are oblate spheroids with the ring as their common

focal line. It is helpful to introduce dimensionless moduli:

k :¼ 2
ffiffiffiffiffi
rr0

p

d2
; k0 :¼

ffiffiffiffiffiffiffiffiffiffiffiffiffi
12 k2

p
5

d1

d2
(10.4)

ρ :¼ 4rr0

S2
5

d2 2 d1

d2 1 d1
5

12 k0

11 k0
(10.5)

These moduli are defined only in the interval [0,1]. It is of great importance that the

relation between k and ρ is a Landen transformation of the arguments of elliptic integrals

(Whittaker and Watson, 1927; Section 22.42), see Section 10.1.3.

Pd1R1

R2

d2

r

z
z,z '

r,r '

r '

z '

Figure 10.1
In an axial section through an axisymmetric configuration, a single ring is seen as the circles R1

and R2. P is an arbitrary reference point.
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10.1.2 Radial Series Expansions

Again using the abbreviations u5 (z, r), uu5 (zu, ru), we obtain from Eqs (9.18) and (9.21)

the explicit integral representation

Gmðu; u0Þ5
1

2π

ð2π
0

cos mα dα
fðz2z0Þ21r21r0222rr0 cos αg1=2 (10.6)

Introducing the variables S and ρ, defined by Eqs (10.3) and (10.5), we soon find the

simpler representation

Gmðu;u0Þ5
1

πS

ð2π
0

cos mα dα

ð122ρ cos α1ρ2Þ1=2
(10.7)

The required radial series expansion is now most easily obtained by expanding the

denominator in terms of Legendre polynomials Pl (cos α):

ð122 ρ cos α1ρ2Þ21=25
XN
l50

ρlPlðcos αÞ

(Whitaker and Watson, 1927, Chapter XV). Integration of each term of the resulting sum yields

Gmðu; u0Þ5
1

S

XN
j50

amjρm12j (10.8)

the coefficients being given by

amj5
ð2jÞ!ð2m1 2jÞ!

22m14jðj!Þ2fðj1mÞ!g2 (10.9)

Since ρ is proportional to r as long as r{ru, (10.8) essentially represents a series expansion

with respect to r. This agrees with our former results that the mth Fourier coefficient of the

potential must be proportional to rm if r is very small (see Section 7.1).

The series expansion Eq. (10.8) converges for all values of ρ in the interval 0# ρ, 1. In

practice it can be evaluated from a reasonable number of terms in the interval 0# ρ# 0.5.

The number of terms necessary depends on the acceptable error limit and on the actual

value of ρ. With jmax5 20, excellent accuracy is obtained. Since ρ# 0.5 usually covers the

domain occupied by the electron trajectories, Eq. (10.8) is very useful in practical field

computations.

10.1.3 Recurrence Relations

The solution of the integral equation derived in Chapter 9, Integral Equations, requires the

Fourier kernels Gm to be evaluated in the interval 0# ρ, 1. In the interval 0.5, ρ, 1 this
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can be performed by means of appropriate recurrence relations. The latter can take different

forms, which have been investigated by Kasper and Scherle (1982). For the sake of brevity,

we shall treat here only one of these forms.

Introducing the more familiar modulus k Eq. (10.4) into Eq. (10.6) and substituting β5α/ 2,
we find the representation

Gmðu; u0Þ5
1

πd2

ðπ=2
0

cos 2mβ dβ

ð12k2 cos2 βÞ1=2

which is clearly a generalization of the familiar complete elliptic integral of the first kind.

In fact, the special case m5 0 is the well-known formula for the potential of a uniformly

charged ring.

For the subsequent discussion, we introduce the complete elliptic integrals

KðkÞ :¼
ðπ=2
0

ð12k2 sin2βÞ21=2 dβ

EðkÞ :¼
ðπ=2
0

ð12k2 sin2 βÞ1=2 dβ

DðkÞ :¼
ðπ=2
0

sin2 β ð12k2 sin βÞ21=2 dβ � ðK2EÞk22

9>>>>>>>>=
>>>>>>>>;

(10.10)

For all values 0, k, 1, these can be computed very accurately by means of the algorithm

of repeated algebraic and geometric means (see Abramowitz and Stegun, 1965, p. 598). In

terms of Eq. (10.10), the lowest order Fourier kernels may be written

G05
1

πd2
KðkÞ; G15

2DðkÞ2KðkÞ
πd2

As it is necessary to introduce the modulus ρ for the evaluation of the radial series

expansion, it is convenient to introduce ρ into the integral expression as well; this implies

that we have to establish the functions Im(ρ):

Gmðu; u0Þ ¼: S21ImðρÞ; 0# ρ, 1 (10.11)

As far as G0 and G1 are concerned, this is easily done by means of the Landen transformation

KðkÞ5 ð11 ρÞKðρÞ; EðkÞ5 2

11 ρ
EðρÞ2 ð12 ρÞKðρÞ

After some elementary calculations, it is easy to confirm that Eq. (10.11) is satisfied for

m5 0 and m5 1 by

I0ðρÞ5
2

π
KðρÞ; I1ðρÞ5

2

π
ρDðρÞ (10.12)
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The higher order integral expressions are given by the linear recurrence relation (m$ 1)

ð2m1 1ÞIm11ðρÞ5 2m

�
ρ1

1

ρ

�
ImðρÞ2 ð2m2 1ÞIm21ðρÞ (10.13)

This differs from the expressions given by Kasper and Scherle: here the more convenient

normalization I0(0)5 1 has been chosen. Eq. (10.13) can be easily evaluated in ascending

sequence. This recursive procedure is slightly unstable. For practical purposes it is

stable enough if ρ$ 0.5 and m# 12. There are ways of extending the region of allowable

orders m, but these will not be treated here since m5 12 is quite sufficient. Combined with

the paraxial series expansion Eq. (10.8) for ρ# 0.5, the recursive procedure defined by

Eq. (10.12) and (10.13) provides a convenient way of computing generalized elliptic

integrals.

An interesting complete integral representation of the function Im(ρ) is the expression

ImðρÞ5
2ρm

π

ðπ=2
0

sin2mβ ð12ρ2sin2βÞ21=2 dβ

Obviously Eq. (10.12) are satisfied. By expanding the integrand as a power series and

performing the integrations before the summation, it is possible to verify Eqs (10.8) and

(10.9). Finally, Eq. (10.13) can be proved by induction.

10.1.4 Analytic Differentiation

It is of great importance in connection with field computation that the derivatives with

respect to z and r can also be calculated quite easily. Differentiation of the expressions for S

and ρ gives

@S

@z
52

@S

@z0
5 Sðz2 z0Þ=p (10.14)

@ρ
@z

52
@ρ
@z0

52 2ρðz2 z0Þ=p (10.15)

@S

@r
5

r

pS
ðS2 2 4r02Þ (10.16)

@ρ
@r

5
4r0

S2

�
12

2r2

p
1

8r2r02

pS2

�
(10.17)

The derivatives with respect to ru are obtained by interchanging r and ru. On the optic axis

(r5 0 or ru5 0) all these derivatives remain regular. The differentiation of Eq. (10.8) is

now a straightforward procedure. For ρ, 0.5 the derivatives of Eqs (10.12) and (10.13)
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are to be used. From the standard formulae for the derivatives of complete elliptic

integrals we have

I00ðρÞ5
ρI0ðρÞ2 I1ðρÞ

12 ρ2
; I01ðρÞ5 I00ðρÞ=ρ (10.18)

The differentiation of Eq. (10.13) results immediately in

ð2m1 1ÞI0m11ðρÞ5 2m

�
ρ1

1

ρ

�
I0mðρÞ2 ð2m2 1ÞI0m21ðρÞ2 2m

�
1

ρ2
2 1

�
ImðρÞ (10.19)

For m$ 1 this is an inhomogeneous linear recurrence relation, which can easily be solved

after evaluating Eq. (10.13).

The derivatives of Gm(u, uu) can now be put into a very convenient form. From Eqs (10.14)

and (10.15) we find easily

@Gm

@z
52

@Gm

@z0
5

z0 2 z

pS
QmðρÞ; QmðρÞ :¼ Im1 2ρI0mðρÞ (10.20a)

After some elementary calculations we obtain from Eqs (10.16) and (10.17) the result

@Gm

@r
5

1

pS

ρ
r
I0mðρÞ1 ðr0ρ2 rÞQmðρÞ

n o
(10.20b)

As r-0 this formula gives a finite result since ρ/r remains finite.

Altogether we obtain a comparatively simple numerical procedure for the computation of

the kernel functions Gm(u, uu) and their derivatives. This procedure can be carried out for

arbitrary values of the arguments with the exception of singular combinations, the latter

being defined by d15 0 or k5 ρ5 1.

Computer programs embodying this procedure have been tested and its practical applicability

is now well established. In the literature it is usually the special case of rotationally

symmetric fields (m5 0) that is investigated. Apart from the fact that there is no need to

evaluate the recurrence formulae, this specialization brings no major simplification.

10.2 Numerical Solution of One-Dimensional Integral Equations

We now discuss the solution of integral equations such as Eqs (9.21) and (9.27). These are

special cases of a Fredholm equation of the second kind:ð
C

Kðs; s0ÞYðs0Þds05UðsÞ1λYðsÞ (10.21)
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Depending on the particular application, the variables appearing in Eq. (10.21) have

different physical meanings. In applications to Dirichlet problems (9.21), Y is a surface

charge density, U is a surface potential, while λ vanishes. In applications to problems with

interface conditions (9.27), Y is a surface potential, U arises from the boundary values of an

external field (9.23) and (9.25), while λ is given by (9.14). The variables s and su are
usually arc-lengths in an axial section through the device, but may also be other parameters,

such as angles, if these are more favourable. In most applications the contour line C of the

boundary consists of two or more separated loops. As a result of using any symmetry

properties of the device, these loops may be open or closed, as is shown in Fig. 10.2. In the

transformation to a linear scale for s and su, the contours are mapped onto a sequence of

disjoint intervals, as is shown in Fig. 10.3. On closed loops the functions appearing in

Eq. (10.21) must satisfy cyclic conditions, since they must be unique.

r

P2

P1
P7

z

P6P3 = P4
P5

Figure 10.2
Upper-right quadrant of an axial section through a device with axial and mirror symmetry. The

contour C now consists of three separate curves, one closed, the other open. The orientation has
been chosen in such a way that the field domain is always on the right as one follows the

contour; this makes it easy to distinguish between interior and exterior domains.

Y(s)

s1* * * *
* * *

s2 s3 s4

s5 s6 s7

s

Figure 10.3
The intervals of s and the surface charge distribution corresponding to Fig. 10.2. The three

branches of C now correspond to three separated intervals. The surface charge density Y(s) must
satisfy Yðs�3Þ5 Y(s�4) (cyclicity) and Y u(s�1)5 Y 0ðs�2Þ5 Y u(s�5)5 0 (even or mirror symmetry).
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10.2.1 Conventional Solution Techniques

The structure of the kernel function K(s, su), is so complicated that Eq. (10.21) can only be

solved numerically. In every case, this requires a suitable discretization of the boundary, as

is shown in Figs 10.3 and 10.4. The solution technique is generally analogous to that used

in quantum mechanics: the unknown function Y(s) is expanded in terms of so-called trial

functions Tk(s), (k5 1. . . M):

YðsÞ5
XM
k51

QkTkðsÞ (10.22)

with initially unknown coefficients Q1 . . . QM. This number M must not be smaller than the

number N of boundary elements.

The simplest and generally preferred technique is known as collocation. Eq. (10.22) is

required to satisfy the integral equation (10.21) at the endpoints s1 . . . sN of the boundary

elements. This leads to a system of linear equations for the coefficients Q1 . . . QN with

M5N:

XN
k51

AjkQk 5Uj5UðsjÞ ð1# j#NÞ (10.23a)

Ajk 5

ð
Kðsj; s0ÞTkðs0Þds0 2λTkðsjÞ (10.23b)

The integration is to be carried out over the whole boundary C. Usually the trial functions

are nonvanishing only in a smaller set of intervals in C. The integration is then limited to

these intervals.

r

s

z

Figure 10.4
Part of a boundary and the appropriate discretization. The line elements must be short in the

vicinity of edges and in regions where the boundary curvature is large. Abrupt large changes in the
length of the elements should be avoided.
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A more advanced approximation is the Galerkin method. Now the integral equation is to be

satisfied not at the nodes but for the projections to the trial functions. Hence Eq. (10.21) is

now multiplied in turn by the functions Ti (s) and also integrated over the variable s. In this

context it is useful to introduce the notation

Kik 5 , TijKjTk . :¼
ZZ

TiðsÞKðs; s0ÞTkðs0Þ ds ds0 (10.24a)

Ui5, TijU. :¼
ð
TiðsÞUðsÞds (10.24b)

Tik 5, TijTk . :¼
ð
TiðsÞTkðsÞ ds (10.24c)

We then arrive at the following system of linear equations:

XM
k51

ðKjk 2λTjkÞQk 5Uj ð1# j#MÞ (10.25)

This method has some advantages. The most important is that it satisfies the integral

equation not at the nodes but on average, which implies that the error is minimized.

Evidently the matrix in Eq. (10.23a) is asymmetric, while the matrix in Eq. (10.24a) is

symmetric if this holds for the kernel function K(s, su). This is true for the kernels Gm in

Eq. (10.6). Moreover the matrix Eq. (10.24a) is then positive definite, at least for λ5 0, so

that the system Eq. (10.25) can be solved by means of the well-known Cholesky algorithm.

The solution comes close to that of the minimization of a corresponding functional.

Another advantage is the possibility of using more than the minimum number N of trial

functions and variables Qk. A favourable choice is, for instance, the use of function values

Y(sn) and derivatives Y’(sn) at the nodes, hence M5 2 N. In each boundary element the

function Y(s) can then be approximated by a cubic Hermite polynomial, which is fairly

accurate. Each node has two degrees of freedom, which gives a better result than the simple

one-degree approximation.

The main disadvantage of the Galerkin method is the need to carry out double integrations

over logarithmic singularities, while single integrations are already difficult enough. This

problem was solved by Ströer (1987) and reported by Kasper (2001, Section 6.3.3). For

reasons of conciseness we cannot deal with this topic here and refer to these publications.

Analogous techniques exist for the boundary-element method in three dimensions. All the

variables then become functions of two surface coordinates and hence all the integrals are

double. Full flexibility is possible only if the surface elements are general triangles. This is

beyond the scope of the volume.
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10.2.2 The Charge Simulation Method

In order to circumvent the complicated evaluation of the improper integrations in the diagonal

elements Hii, Hoch et al. (1978) have replaced the surface charge distribution by a sequence of

charged rings located inside the electrodes, as shown in Fig. 10.5. In addition, they introduced

charged thin planar apertures. We postpone consideration of these to Section 10.3. The rings

are characterized by coordinates zu¼: z0k , ru¼: r0k and charges Qk (k5 1 . . . N). At the boundary
C an equal number of control points with coordinates z ¼: zi, r ¼: ri and boundary potentials

Ui are introduced. Apart from an unimportant constant factor, the conditions that the

rotationally symmetric potential V(z, r) has the prescribed boundary values are of the form

XN
k51

QkG0ðui; u0kÞ5Ui; i5 1 . . . N (10.26)

(we again use u5 (z, r), ui5 (zi, ri), u
0
k 5 ðz0k ; r0k Þ). Once the solution of this linear system of

equations is known, the potential and its gradient are simply given by

VðuÞ5
XN
k51

QkG0ðu; u0kÞ (10.27a)

rVðuÞ5
XN
k51

QkrG0ðu;u0kÞ (10.27b)

This is certainly the simplest version of the boundary element method. Kasper and Scherle

(1982) have generalized it for Fourier series expansions like Eq. (9.15). In many practical

applications to conventional round lenses and to deflection units this method has worked

quite satisfactorily, the relative error in the field in its paraxial domain being roughly

1023 to 53 1023. Difficulties may arise in the vicinity of sharp edges and especially at the

A

0 0(zk , rk )

(zk , rk )

r

z
C

A '

Figure 10.5
Part of an electrode, showing the boundary curve C and a possible configuration of control points
(zk, rk) and ring positions (z0k , r

0
k ). A and Au are the upper halves of meridional sections through
thin charged plane apertures.
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surfaces of cathode tips in electron guns. Depending on the shape of the boundaries and on

the prescribed boundary values, the equipotential over which the expression Eq. (10.27a)

assumes a constant electrode potential U has a wavy structure, as shown in Fig. 10.6. This

causes a deviation of the local field strength from its correct direction parallel to the local

surface normal of the electrode. In order to avoid this weakness, the charge can be

distributed over an inner surface, as shown in Fig. 10.7.

It is sufficient to assume constant charge density on each surface element. Replacing the

summation in Eq. (10.26) by the appropriate integration, one obtains quite an accurate

solution. Weyßer (1983) has applied this method to electron guns and found that it works

reasonably well.

In spite of its wide field of applications, the refined method of Hoch et al. is not quite

satisfactory in every respect because it cannot be employed to solve problems with interface

conditions, since the singularities must then be located at the interfaces themselves. In this

case, the corresponding integration over the singularities cannot be circumvented. In the

next section we shall present a better solution.

Figure 10.6
Wavy structure of equipotential lines produced by disjoint rings. This effect, exaggerated here for

clarity, decreases rapidly with increasing distance from the surface.

z

sr

Figure 10.7
Simplified perspective drawing of the discretization adopted for the cathode in an electron gun.

Each control point at the physical surface S is associated with an interior conical mantle over which
the corresponding part of the surface charge is to be distributed uniformly or, better, continuously.
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The cases of simplified field calculation given here are examples of a more general method,

the charge simulation method. Any distribution of charges or currents, the field of which

can be calculated analytically, can be considered if the singularities are located far enough

outside the domain of particle trajectories. Hence not only charged rings but also point

charges, charged rods, plates or discs can be used to simulate the field in the particle

domain. The method can also be improved by a least-squares fit, which minimizes the

approximation error (see e.g., Kasper (2001, Ch. 7.3)). Such a method is necessary in the

treatment of electron guns, as it is practically impossible to start electron trajectories

accurately close to singularities, if the cathode surface is a part of the charge distribution

determined by the BEM.

10.2.3 Combination with Interpolation Kernels

Apart from the special case of electron guns, it is favourable to locate the singularities on the

material surfaces, and for the calculation of magnetic fields this is usually essential. In order

to obtain sufficient accuracy, it is then necessary to use a better than piecewise linear

approximation for the surface sources, which can be expressed only by piecewise polynomial

surface functions. Since the physical source distribution is continuous at the boundary nodes,

the same should hold also for the simulated function and its derivative. This renders the

calculation more complicated. There are different ways of achieving this. One method has

already been mentioned in Section 10.2.1: the use of piecewise cubic Hermite polynomials.

The rank of the system matrix is then 2 N. An alternative is to eliminate the derivatives by

means of finite-difference formulae, so that the system has the lowest possible rank N. This

approach was chosen by Kasper (2001, Section 3.3) who used so-called modified

interpolation kernels. These are a sequence of polynomials, defined over four or more

intervals and joined smoothly together at the nodes. We shall present here only the third

order, the lowest nontrivial one. The method can be extended to higher orders.

10.2.3.1 General formalism

Consider four successive pairs (xn, yn), (1# n# 4) of sampling data of a function y(x) to be

interpolated, as is sketched in Fig. 10.8. The reference abscissa x should be located in the

central interval, x2# x# x3. We define the interval lengths

hn 5 xn11 2 xn ðn5 1; 2; 3Þ (10.28a)

and the relative abscissa

t5 ðx� x2Þ=h2 ð0# t# 1Þ:
We now start from the well-known cubic Hermite polynomial

yðxÞ5 y2p1ðtÞ1 y3p2ðtÞ1 h2y
0
2q1ðtÞ2 h2y

0
3q2ðtÞ (10.28b)

with the four normalized cubic polynomials
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p1ðtÞ5 ð11 2tÞð1� tÞ2; p2ðtÞ5 t2ð32 2tÞ5 1� p1ðtÞ;
q1ðtÞ5 tð1� tÞ2; q2ðtÞ5 t2ð12 tÞ5 tð1� tÞ � q1ðtÞ (10.29)

It is straightforward to verify that this is correct for any boundary values y2, y3, yu2 and yu3.
These functions are to be used also in other contexts in which Hermite interpolations are

required, for instance in the case mentioned in Section 10.2.1.

The unknown derivatives yu2 and yu3 are now approximated by the central three-point

differences, valid for a locally parabolic function:

y0n 5 fh2n21ðyn21 2 ynÞ1 h2nðyn 2 yn21Þg=fhn21ðhn211 hnÞhng; ðn5 2; 3Þ
After introducing this into Eqs (10.28) and collecting all terms which refer to the same

sampling point, we obtain

yðxÞ5
X4
n51

ynfnðtÞ (10.30)

with the kernel functions

f1ðtÞ52
h22q1ðtÞ

h1ðh1 1 h2Þ

f4ðtÞ52
h22q2ðtÞ

h3ðh3 1 h2Þ

f2ðtÞ5 p1ðtÞ1 q1ðtÞ
�
h2

h1
2 1

�
1

q2ðtÞh3
h21 h3

f3ðtÞ5 p2ðtÞ1 q2ðtÞ
�
h2

h3
2 1

�
1

q1ðtÞh1
h11 h2

(10.31)

y (x)

y1

x1 x2 x3 x4

y2

h1 h2 h3 x

y3 y4
Yn–1

Yn+1 Yn+2Yn

Figure 10.8
Configuration of the variables for the Hermite interpolation (10.28). The bold line indicates the interval

of interpolation. The notations on the function values indicate their local and global numbering.
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The resulting function y(x) has continuous derivatives of first order, as is evident from its

construction. It is exact for any quadratic polynomial and fairly accurate for cubic ones, as near

the midpoint the error changes its sign, so that it largely cancels out in integrals over the interval.

This algorithm can be executed for all inner intervals, when the local labels, used here, are

adjusted to the global ones, moving from A to B. In order to avoid confusion, we denote

local data by x and y, as above, while global ones are denoted by X and Y, hence

xn5Xk1n�2, yn5 Yk1n�2, (n5 1. . .4) for the application to the interval (Xk, Xk11),

(A, k,B�1) (see Fig. 10.8). However, special formulae are necessary for positions near

the global endpoints XA and XB.

10.2.3.2 Marginal positions

If all functions are periodic (also with a possible leap), then values that would be out of

range can be removed by setting

YA2k 5 YB2k 1 YA � YB; YB1m5 YA1m1 YB � YA (10.32a)

and analogously for X and any other periodic function.

If the function has a local extremum at the lower endpoint A, the value YA�1 is missing

from the global representation and yu25 0 in Eq. (10.28b). This leads to

q1 5 f1 5 0 (10.32b)

in all functions in Eq. (10.31). Likewise an extremum on the other margin leads to

yu35 q25 f45 0. If neither of these conditions arises, then a linear approximation

is reasonable. On the lower margin we then set yu25 (y32 y2)/h2 in Eq. (10.28b),

whereupon we find

f15 0

f25 p1 2 q1 1
q2h3

h21 h3

f35 p2 1 q1 1
q2ðh22 h3Þ

h3

f452q2
h2 2 h3

h3
as in ð10:31Þ

(10.32c)

Similar relations hold for a linear function on the upper end. With a suitable combination of

these conditions quite general interpolation problems can be solved. We have thus obtained

a general way to discretize functions, and this gives us the possibility of reducing the

determination of an unknown function to the solution of a system of equations for its

sampling values.
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10.2.3.3 General properties

This interpolation simplifies considerably in the case of equidistant intervals, of length h. The

kernels then become symmetric functions, F(�u)5F(u). Moreover they are identical in

shape apart from the necessary shift. The interpolation then takes the form Xn5X01 nh and

yðxÞ5
X
n

F

�
x2Xn

h

�
(10.33)

With u :¼ | (x2Xn)/h | this kernel function is then given by

FðuÞ5 1� 2:5u2 1 1:5u3 ð0# u# 1Þ

FðuÞ5 2� 4u1 2:5u22 0:5u3 ð1# u# 2Þ

FðuÞ5 0 for u$ 2:

(10.34)

Obviously the interpolation condition F(k)5 δk,0 (k an integer) is satisfied, as it must be. It

is of importance that the function F(u) has the following integral propertiesðN
2N

FðuÞundu5 δn;0 ðn# 3Þ
ðN
2N

FðuÞu4du520:3 (10.35a)

Hence for any cubic polynomial P(x) we obtain exactlyðN
2N

PðxÞF
�
x2Xk

h

�
dx5 hPðXkÞ (10.35b)

This shows that for decreasing length h the function h-1 F(u) approaches Dirac’s delta function.

Integration over piecewise cubic polynomials as given by Eq. (10.33) or (10.30) with constant

h and the cyclic condition YB5 YA leads to the well-known Maclaurin integral formula

ðB
A

YðXÞdX5 h
XB
A11

Yn (10.35c)

the accuracy of which is better than fourth order for a periodic function. This concept can

be extended to polynomials of higher orders. With 2M intervals of definition for F(u) (here

M5 2) interpolation kernels of order 2 M2 1 are obtained which are (M2 1) times

continuously differentiable. The first nonvanishing term in (10.35b) is then of order 2 M

instead of 4. This means that Eq. (10.35c) becomes more accurate, and the approximation

to Dirac’s function becomes better. The price for this gain is stronger oscillations in the

outer intervals, as can be seen in Fig. 10.9. In order to define the kernel of next higher

order M5 3 it is favourable to introduce the function

GðwÞ5w3ð7� 12w1 5w2Þ=24
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The kernel, a system of polynomials of fifth power, is then given by

FðuÞ5wð41 4w� w2 � w3Þ=61 10 GðwÞ; ð0# juj# 1;w5 1� uÞ
FðuÞ52wð21w� 2w2 � w3Þ=242 5 GðwÞ; ð1# juj# 2;w5 2� uÞ
FðuÞ5GðwÞ; ð2# juj# 3;w5 3� uÞ
FðuÞ5 0 ðjuj$ 3Þ:

(10.36)

(By explicit differentiations and evaluations for the arguments u5 0, 1, 2, 3 and w5 0, 1 it

is straightforward to verify that all continuity conditions are satisfied and the coefficients of

five-point finite differences are assumed at u5 0, 1, 2.)

The use of this function will certainly provide more accurate results but its application

requires the introduction of a parameter transform to a grid with equal interval lengths,

which can become awkward. The use of asymmetric five-point finite differences for the

derivatives is possible in principle but so very complicated that this is not recommended.

10.2.3.4 Solution of integral equations

We now return to the solution of the integral equation (10.21). The functions Tk (s) in

Eq. (10.22) are now to be identified with the functions F(u) with u5 s2 sn. The unknown

variables Qk are here the sampling values Yk of the function Y(s) at the nodes, as is obvious.
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Figure 10.9
Modified interpolation kernels up to order M5 4 (after Kasper (2001, p. 89)).
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For reasons of conciseness we shall present the method, as we did earlier, for only one

coherent boundary, the labels being A5 1, B5N, 1# k#N2 1. A generalization to more

disjunct parts, as is usually necessary, provides no problem. The method, outlined below is

a collocation technique. Formulation as a Galerkin method is possible.

Let us consider a boundary interval sk# s# sk11 (1, k,N2 1). Then, in order to apply

the formulae derived above, the interval lengths

hn5 sk1n212 sk1n22 ðn5 1; 2; 3Þ
(see Eq. 10.28a) are required. The function Y(s) is then interpolated by

Yðsk 1 h2tÞ5
X4
n51

Yn1k22fnðtÞ

(see Eq. 10.30). Introduction into Eq (10.21) with Eqs (10.29) and (10.31) and evaluation at

s5 si leads toð
Kðsi; s0ÞYðs0Þds05UðsiÞ1λYi ði5 1; . . . ;NÞ

XN21

k51

�ð1
0

�
Kðsi; sk 1 h2tÞh2

X4
n51

Yn1k22fnðtÞdt
�
5UðsiÞ1λYi ði5 1; . . . ;NÞ

with h25 sk11 2 sk. Each local variable depends on the integration interval with label k and

must hence be recalculated for each such interval. The same is true for the sequence below.

At the endpoints k5 1 or k5N2 1, some terms are out of range; these terms are to be

eliminated by use of the special boundary conditions Eq. (10.32). This is implicit also in the

scheme outlined further below.

From the upper relation it turns out that a linear system of equations of the form

Eq. (10.23) is obtained. The matrix elements are most favourably determined by successive

summation, as is common in numerical calculation. In this presentation :¼ means, as usual,

replacement by the right hand side of a statement. The method proceeds as follows:

for ði5 1 to NÞ
f for ðj5 1 to NÞ fAi;j5 � λδi;jg ðinitializationÞ

for ðk5 1 to N � 1Þ
f for ðn5 1; 2; 3Þ fhn5 sk1n�1 � sk1n�2g ðEq: 10:28aÞ

for ðn5 1; 2; 3; 4Þ

f j :¼ k1 n� 2; Ai;j :¼ Ai;j1 h2

ð1
0

Kðsi; sk 1 h2tÞ fnðtÞ dtg

g ðend of loop over kÞ
g ðend of loop over iÞ

(10.37)
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In the loops over the label n it must be remembered that, on endpoints, the terms with n5 1

or n5 4 are missing and the functions fn (t) must then be modified according to the

corresponding boundary conditions.

Thereafter the system Eq. (10.22) of linear equations is to be solved for Y1 . . . YN. We must

assume here that λ is not an eigenvalue of the matrix, though the integration technique

would still be valid. The interpolation technique explained above can then be applied to

obtain a smooth function Y(s).

This is the most general case, as it allows unequal lengths of the subintervals without a

parameter transform of the variable s. Generally the necessary integrations are to be carried

out numerically. Only in the case when the positions corresponding to the labels i and k are

widely separated may simplifications be possible. The integration over an interval adjacent

to a singularity has to be performed by asymmetric special Gauss-quadrature-like sum

formulae. Their positions and weights are derived by Ströer (1987) and reprinted in Kasper

(2001, p. 432) (see next section). The method furnishes acceptable results, provided that the

discretization of the integration intervals is chosen reasonably. For reasons of conciseness

we have tacitly assumed only one domain of integration. The generalization to several

disjunct domains, as is sketched in Fig. 10.2, creates no problem.

10.2.3.5 Application to field calculations

Only the case of a rotationally symmetric electric potential V(u0) with u05 (z0, r0) is dealt

with here. We have then to consider the kernel function K (s, su) :¼ Go (u0, u(su)), and
Y(su) has the physical meaning of a surface charge density σ(su). The integral to be

evaluated then becomes

Vðu0Þ5
ð
C

Goðu0; uðs0ÞÞσðs0Þds0 (10.38)

with a corresponding formula for the gradient. The procedure is analogous to the scheme in

Eq. (10.37) with the modifications that the loop over i has to be omitted and that the sampling

values of the surface charge density have to be considered. The scheme becomes then

Vðu0Þ5 0 ðinitializationÞ
for ðk5 1 to N � 1Þ

f for ðn5 1; 2; 3Þ fhn 5 sk1n�1 � sk1n�2g ðEq: ð10:28aÞÞ

for ðn5 1; 2; 3; 4Þ

fVðu0Þ ≔ Vðu0Þ1 h2

ð1
0

G0 ðu0;u ðsk 1 h2tÞ Þ fnðtÞ σk1n�2dtg

g ðend of loop over kÞ (10.39)
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In the same manner the components of grad V(u) can also be calculated, even together in the

same loop. This method can be applied for the determination of the field at any position in

space, even on the surfaces. In the latter case the necessary integration over singularities may

become tedious but is always possible. Sufficiently far from all singularities the integration

can approximately be reduced to mere summations, as in Eq. (10.27a), but now the points uk
are located at the surfaces. The method, outlined briefly here, can be improved in very many

respects. These cannot be dealt with here for reasons of space. For more details we refer to

Kasper (2001, pp. 86�96 and Chapter VI) where references to other work can be found.

10.2.4 Evaluation of Improper Integrals

A careful inspection of the kernel functions to be evaluated shows that these contain

logarithmic singularities; the derivatives of the kernels may have singularities of first order.

For the sake of brevity, we assume the abscissa of the singularity in question to be x5 0.

A singular function of the type

f1ðxÞ5 lnjϕ1ðxÞj with ϕ1ð0Þ5 0; ϕ0
1ð0Þ 6¼ 0

can be reduced to the form

f1ðxÞ5 lnjxj1 lnjϕ1ðxÞ=xj
where the second term on the right is a regular function, which can be expanded as a

Taylor series about x5 0. Likewise, a function of the type

f2ðxÞ5 1=ϕ2ðxÞ with ϕ2ð0Þ5 0; ϕ0
2ð0Þ 6¼ 0

can be reduced to

f2ðxÞ5
1

xϕ0
2ð0Þ

1
xϕ0

2ð0Þ2ϕ2ðxÞ
xϕ0

2ð0Þϕ2ðxÞ
where again the second term is regular, since both numerator and denominator have a

common zero of second order, which cancels out. It is therefore sufficient to consider

functions of the form

FðxÞ5 f1ðxÞlnjxj1 f2ðxÞ=x1 f3ðxÞ (10.40)

f1(x), f2(x), and f3(x) being arbitrary regular functions.

Kasper (1983) has developed a simple method for integration over such functions. The

corresponding formula is similar to a Gauss quadrature and takes the basic form

ðh
2h

FðxÞdx5 h
XN
μ51

wμfFðpμhÞ1Fð2pμhÞg1Oðh2N11Þ (10.41)
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with positive abscissae pμ and weight factors wμ. Thanks to the symmetric arrangement of

these, the contributions from the singularity in f2(x)/x and from all antisymmetric terms

cancel out, and Eq. (10.41) automatically furnishes the principal value of the integral. The

parameters pμ and wμ are obtained by numerical solution of the nonlinear equations

ð1
0

u2vdu5
XN
μ51

wμp
2v
μ 5

1

2v1 1ð1
0

u2vln
1

u
du5

XN
μ51

wμp
2v
μ ln

1

pμ
5

1

ð2v11Þ2

9>>>>=
>>>>;
v5 0; 1 . . . N2 1

The results for N5 4, which are adequate in most cases, are as follows:

p1 5 0:0399 4596 2203 w1 5 0:1270 7679 2574

p2 5 0:2801 7249 6204 w2 5 0:3267 4417 6078

p3 5 0:6361 2394 4954 w3 5 0:3523 4912 8452

p4 5 0:9223 6045 1138 w4 5 0:1938 3290 3896

It is now easy to integrate all kernel functions K(s, su) and their normal derivatives over

arbitrary smooth boundary contours C. It is necessary neither to approximate the contour by

a polygon, nor to choose the arc-length as the variable of integration. As Eq. (10.41) makes

clear, there is no need to express the integrand explicitly in the form Eq. (10.40), which

would be extremely tedious. The only knowledge required is the implicit singular character

of the integrand. The user of this method need only set up a program that supplies correctly

the value of the integrand for arbitrary arguments.

The symmetric quadrature formulae are favourable because antisymmetric terms cancel out

automatically. But they are not useful in every case, for instance, not for the calculation of

the integrals appearing in Eq. (10.37) or (10.39). In order to evaluate such integrals, Ströer

(1987) has compiled quadrature formulae for asymmetric integrals. Here we shall reproduce

them only in the lowest order. For functions of the general form

FðxÞ5AðxÞ1BðxÞ ln ðxÞ ð0, x# 1Þ
with regular coefficients A(x) and B(x) we have

ð1
0

FðxÞdx5
X6
n51

gnFðxnÞ
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The abscissae xn and weights gn appearing in this formula are given in the following table:

n xn gn
1 0:003025 80213 75463 0:011351 33881 72726

2 0:040978 25415 59506 0:075241 06995 49165

3 0:170863 29552 68773 0:188790 04161 54163

4 0:413255 70884 47932 0:285820 72182 72273

5 0:709095 14679 06286 0:284486 42789 14088

6 0:938239 59037 71671 0:154310 39989 37584

Analogous formulae for 9 and 15 points have also been compiled by Ströer and are

reproduced in Kasper (2001, p. 432). After a suitable transformation of the variables, these

data can also be used for calculation of improper integrals with a singularity at x5 1.

In conclusion, it emerges that the BEM, at least in its one-dimensional version, is a highly

attractive procedure. Practical examples demonstrating this are given in Section 10.5.

10.3 Superposition of Aperture Fields

Though the general method described above can be applied to any axisymmetric Dirichlet

problem, this is not always the best way of obtaining the solution. Problems may arise in

systems with very narrow apertures in electrodes with plane fronts, as shown in the

example presented in Fig. 10.10. Here many integration subintervals are necessary in order

to obtain the electric field correctly in its asymptotic domains. The computation of surface

charge distributions can, however, be confined to the principal inhomogeneous domains of

the field if the asymptotic field is represented correctly by appropriate superpositions of the

fields of thin plane circular apertures. A combination of the BEM with such fields has been

proposed by Hoch et al. (1978). Pure superposition of aperture fields had been investigated

earlier by Regenstreif (1951), Lenz (1956) and Dommaschk (1965). In the following

r

z

Figure 10.10
Upper half of the axial section through an accelerator.
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analysis, we shall first study the field of one single aperture and then superpositions of such

fields. For a detailed study, see Becker et al. (2004).

10.3.1 Electric Field of a Single Aperture

We consider now a thin plane circular aperture with radius ru5R. Without loss of

generality, we can choose the coordinate system in such a manner that the aperture plane is

given by zu5 0. It is appropriate to introduce oblate spheroidal coordinates (u, υ, ϕ,),
ϕ being the usual azimuth and u, υ defined by the transformation

z5Ruυ; r5Rfð11u2Þð12υ2Þg1=2
ð2N, u,N; 0# υ# 1Þ (10.42)

These are shown in Fig. 10.11. The surfaces u5 const are confocal oblate spheroids, the

surfaces υ5 const confocal orthogonal hyperboloids. Among the latter, the optic axis

(υ5 1) and the surface of the aperture itself (υ5 0) are degenerate special cases.

In these new coordinates, Laplace’s equation takes the form

@

@u
ð11 u2Þ @Φ

@u
1

@

@υ
ð12 υ2Þ @Φ

@υ

� �
5 0

A

A '

r

v = const '

u = const

z

Figure 10.11
Coordinate lines u5 const and υ5 constu in a system of oblate spheroidal coordinates (u, υ, ϕ).
The azimuth ϕ is constant in this axial section. A and Au denote the closed parts of the aperture

plane; these are singularities of the coordinate system.
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This can be solved by separation of variables,

Φðu; υÞ5FðuÞPðυÞ
Writing the separation constant in the familiar form l(l1 1), we obtain

d

dυ
fð12 υ2ÞP0ðυÞg52 lðl1 1ÞPðυÞ (10.43)

d

du
fð11 u2ÞF0ðuÞg52 lðl1 1ÞFðuÞ (10.44)

Eq. (10.43) is Legendre’s differential equation, its regular solutions being the well-known

Legendre polynomials Pl(υ) for integral values of the subscript l. Eq. (10.44) reduces to
Eq. (10.43) if we write uu5 iu and is hence solved by general Legendre functions with

imaginary argument. For physical reasons the resulting solution for Φ must correspond

asymptotically to a homogeneous field, which means that ΦBz5Ruυ for |u|c1. With this

constraint, the general solution is

Φðu; υÞ5Auυ1Bυð11 υ arctan uÞ1C

The coefficients A, B and C are uniquely specified by the conditions Φ(u, 0)5Φ0,

@Φ/@z5�El for z-�N and @Φ/@z5�Er for z-1N, the result being

Φðu; υÞ5Φ01Rυ 2
El1Er

2
u1

El2Er

π
ð11 u arctan uÞ

� �
(10.45)

The constants Φ0, El and Er have the physical meaning of the aperture potential and the

asymptotic field strengths, respectively. Examples of such solutions, differing in the choice

of the constants, are shown in Fig. 10.12A and B.

In order to represent the potential and the asymptotic field strength in cylindrical

coordinates, we need the inverse transformation corresponding to Eq. (10.42). This can be

expressed in terms of the distances d1 and d2, defined by Eq. (10.1) and shown in

Fig. 10.1; in this context, the singular ring is the edge of the aperture, zu5 0, ru5R. We

then have

u2 5
ðd11d2Þ2

4R2
2 1; υ2 5 12

ðd22d1Þ2
4R2

(10.46)

For the later computations, it is more convenient to express the transform in relative

coordinates z5 z/R, r5 r/R; we find

ξ :¼ z21 r22 1 � u22 υ2 (10.47a)
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η :¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ξ2 1 4z2

q
� u21 υ2 (10.47b)

υ5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðjξj1 ηÞ=2

p
for ξ, 0

jzj=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðjξj1 ηÞ=2

p
for ξ$ 0

(
(10.47c)

u5 z=υ (10.47d)

The matrix of the partial derivatives can then be computed very easily:

w :¼ ðRηÞ21 � fRðu21υ2Þg21 (10.48a)

r(A)

(B) r

z

z

Figure 10.12
Equipotentials in the upper half of an axial section through the field of a thin charged aperture.

(A) Symmetric field, E15�E2; (B) E15 0, the field vanishes asymptotically as z-�N.
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@u

@z
5wυð11 u2Þ; @u

@r
5wur (10.48b)

@υ
@z

5wuð12 υ2Þ; @υ
@r

52wυr (10.48c)

By means of these relations it is easy to compute Φ(z, r) and its derivatives @Φ/@z, @Φ/@r or
even derivatives of higher orders. The corresponding expressions are not given here.

10.3.2 Superposition Procedure

We now consider configurations of coaxial thin apertures and their fields. Any such

configuration of N apertures is uniquely specified by the aperture positions zi, the radii Ri

and the physical surface potentials Ui, i5 1, 2, . . . N, and also by the asymptotic field

strengths El for z-�N and Er for z-N. The linear superposition of the corresponding

single-aperture fields can be represented in many different but equivalent ways. Here we

choose a superposition of N symmetric single-aperture potentials and the potential ΦH of one

homogeneous field:

ΦAðz; rÞ5
XN
i51

Ciυið11 ui arctan uiÞ1A1Bz (10.49)

the quantities ui and υi being spheroidal coordinates referring to the aperture with subscript i.

This representation is the most simple. The coefficients C1 . . . CN are to be determined from

the asymptotic field for large values of r:

Ciυið11 ui arctan uiÞ-
πCi

2Ri

jz2 zij for r..Ri (10.50)

Since the asymptotic field strength must be

Fi :¼
Ui2Ui11

zi11 2 zi
for zi, z, zi11; K5 1 . . . N2 1 (10.51a)

F0 :¼ El for z-2N; FN :¼ Er for z-N (10.51b)

at large off-axis distances r, we find

Ck 5 ðFk21 2FkÞRk=π; K5 1 . . . N (10.52)

The total contribution of the homogeneous field can be represented as

A1Bz5
1

2
fU12Elðz2 z1Þ1UN 2Erðz2 zNÞg (10.53)

The algorithm corresponding to these formulae is very easy to program.
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10.3.3 Combination with the BEM

In earlier investigations, prior to the publication of Hoch et al. (1978), mere superposition

of aperture fields was used to approximate the electric field in devices with plane electrodes

containing circular bores. This is entirely reasonable for very thin electrodes separated by

large distances, |zi112 zi|cRi1Ri11. Generally speaking, this method fails when applied

to devices with thick electrodes although Regenstreif modelled the latter by two thin

electrodes at the same potential. A typical example is shown in Fig. 10.13A, which

represents equipotentials in an axial section through an electron gun with a thick wehnelt

electrode.

In such a situation we suggest the following procedure. As a first step the appropriate

aperture parameters are determined, so that the potentials ΦA, given by Eq. (10.49), can be

computed for any point in space. The chosen apertures may be located in the front planes of

the electrodes, or inside the electrodes as suggested by Hoch et al. (1978). In the latter case

the appropriate aperture potentials are to be obtained by linear extrapolation.

The contribution ΦA alone, of course, will not give the full result. We therefore consider

additional surface charge distributions. These can be confined to the vicinity of the bores,

where the surface values of ΦA differ strongly from the prescribed boundary values. Thus,

as a second step, we introduce a reasonable discretization of those parts B of the boundaries

where such surface charges are to be applied. We can then solve numerically the integral

equation ð
B

1

ε0
G0ðz; r; z0; r0Þσðs0Þds0 5UðsÞ2ΦAðz; rÞ (10.54)

where z5 z(s), zu5 z(su), . . ., are parametric representations of surface points and U(s) is the

given boundary value function.

After solving Eq. (10.54), the potential Φ(z, r) and the field strength E5�XΦ at any point

of reference can be computed by numerically superposing ΦA and �XΦA and the

corresponding terms arising from the surface Coulomb integrals. The construction of this

field is such that it satisfies the boundary conditions with a high degree of accuracy. The

results for the chosen example are presented in Fig. 10.13B.

The consideration of aperture fields is only one of many possible ways of extending the

BEM. Another possibility is the superposition of the fields produced by axial charge

distributions. This can be helpful for field calculation in systems with pointed cathodes and

will therefore be dealt with in Chapter 45 of Volume 2.
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Figure 10.13
Equipotentials Φ(z, r)5 const in the upper half of an axial section through an electron gun with a
plane cathode, a thick wehnelt and a thin anode. (A) Attempt to solve the Dirichlet problem by
mere superposition of aperture potentials. The equipotential Φ(z, r)5�900 V does not fit the

cylindrical bore of radius 1 cm of the wehnelt at all well. This example makes it very clear that the
potentials of additional surface charge distributions are indispensable. (B) Equipotentials

Φ(z, r)5 const in the upper half of an axial section through an electron gun with a plane cathode,
a thick wehnelt and a thin anode. The improvement achieved by the introduction of a

suitable surface charge distribution.
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10.3.4 Extrapolation of the Number of Segments

The accuracy of the results obtained is inevitably affected by the number of subdivisions of

the boundary. A procedure for extrapolating from a number N of subdivisions towards an

infinite number has been proposed by Read (2000), who observed that the asymptotic

dependence of the discretization error of the boundary-element method is not well

understood (see Sloan, 1992, which contains an excellent list of related publications). Read

found that, for electrostatic lenses at least, it is preferable to choose the segments in such a way

that the charge carried by each is approximately the same. Suppose that some quantity x, such

as the focal length of a lens, is calculated for several values of N. A linear fit of these values to

1/Np can be obtained for some value of p, which has to be determined. Read finds empirically

that p is typically equal to 2 but its value depends on the quantity x being calculated. Once p is

known, the quantity in question can be extrapolated to ‘infinity’ from

xN5

x2

N
p
1

2
x1

N
p
2

1

N
p
1

2
1

N
p
2

in which xi denoted the value of x obtained with Ni segments.

10.4 Three-Dimensional Dirichlet Problems

There are three-dimensional Dirichlet problems that cannot be reduced to a sequence of

two-dimensional ones. Such problems arise in most situations with nonrotationally

symmetric boundaries. A typical example is the field in the vicinity of the hairpin of a

thermionic electron gun, see Figs 10.19 and 10.20A and B. This case has been investigated

by Eupper (1985) in order to estimate the influence of the electric field perturbation on the

astigmatism in the electron beam.

The extreme complexity of general three-dimensional boundary-value problems renders

their concrete numerical solution much more complicated than that of two-dimensional

problems. Here we can deal only with one family of problems, the three-dimensional

Dirichlet problem for Laplace’s equation r2V(r)5 0.

The general method of solving such problems may appear to be straightforward. The boundary

@Γ is dissected into a set of N sufficiently small finite surface elements Δk, the centroids of

which are located at rk (k5 1 . . . N). In each such element, the surface charge density σk is

assumed to be constant. Then Eq. (9.14) is approximated by a linear system of equations:

VðrjÞ5
1

4πε0

XN
k51

σk

ð
Δk

da0

jrj2 r0j ; j5 1 . . . N (10.55)

160 Chapter 10



This system can be solved for σ1 . . . σN, after which the surface Coulomb integral can be

evaluated for any position r of reference.

This is, in fact, the usual way of solving such problems. For instance, Munro and Chu

(1982a,b) have applied this method to an electrostatic deflection unit. Such devices are still

very simple, since all the surface elements Δk can be chosen to be rectangles. In more

general cases, when triangular surface elements cannot be avoided, the method may become

very tedious. It is certainly possible to calculate the potential of any triangular surface

element with a uniform or even a linear charge distribution in a completely analytical

manner (Durand, 1966; Eupper, 1985), but this is very laborious. Although the

corresponding expression for V(r) can be built up entirely from elementary functions, its

evaluation is very slow. Since the number of surface elements must be large in order to

achieve good accuracy, the whole procedure is extremely inefficient. The problem of saving

unnecessary operations is far more important than in the case of two-dimensional field

calculations.

With a view to improving the efficiency, Eupper (1982, 1985) has made an unconventional

proposal. In order to avoid the evaluation of improper integrals, the charges are assumed to

be located on surfaces @Γu chosen close to the corresponding electrode surfaces @Γ, but in
the interior of the corresponding electrode as is shown in Fig. 10.14A and B. These

surfaces are to be chosen reasonably, in the sense that the distance between parallel parts of

@Γu must be larger than the distance to the corresponding material surface @Γ. Difficulties
thus arise with this method for very thin electrodes and in the vicinity of sharp edges.

Q1

(A) (B)

Q2

Q4

Q3

B

B'

P

Figure 10.14
(A) Dissection of a curved surface into surface elements by means of two families of surface
curves. In at least one of these families, neighbouring curves are locally parallel (provided we
consider small enough regions). (B) Perspective view of a single surface element and the

associated trapezoid. The lines in the latter indicate the charged bars from which the surface
charge element is built up. P and Q1, . . . Q4 are control points for the potential.
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The interior surfaces @Γu are now dissected into general trapezoidal elements (with

parallelograms and triangles as special cases). Each such element Δk is associated with one

control point rk located on the true electrode surface @Γ. The conditions that the potentials
V(r1), V(r2). . .V(rN) assume their prescribed values are now set up; this is straightforward.

The new idea here is that one part of the necessary integrations, that in the longitudinal

direction of each trapezium, can be carried out analytically, resulting in the potential of a

charged bar; the corresponding expression will be given below. The remaining integration

in the transverse direction is then carried out numerically. This procedure is comparatively

simple and yet much faster than entirely analytic integration. The discretization by trapezia

is so flexible that even complicated problems like those shown in Figs 10.19 and 10.20 can

be solved satisfactorily.

Let us now consider a charged bar of length 2a, the direction of which is indicated by a

unit vector t. Let the charge per length unit be q(s) for �a# s# a. The origin of the

coordinate system may be chosen to coincide with the centroid of the bar. The potential is

then given by

VðrÞ5 1

4πε0

ða
2a

qðsÞds
jr2 tsj (10.56)

There are two ways of carrying out the integration, direct analytic integration and

integration after an appropriate series expansion. In the most important case of a linear

charge distribution q(s)5 q01 q1s, direct integration results in

4πε0VðrÞ5 ðq0 1 q1ξÞln
�
d1 1 d2 1 2a

d1 1 d2 2 2a

�
1 q1ðd12 d2Þ (10.57)

with

d1;2 5 jr 7 atj; ξ5 tUr � ðd22 2 d21Þ=4a (10.57a)s

The quantities d1 and d2 are the distances of the point r from the endpoints of the bar, as

shown in Fig. 10.15.

Alternatively, we may use asymptotic multipole series expansion. After introducing

spherical coordinates R, ϑ, defined by

R :¼ jrj; μ :¼ cos ϑ :¼ ξ=R (10.58)

we first write down the series expansion

jr2 tsj215 ðR222Rμs1s2Þ21=25R21
XN
l50

�
s

R

�l

PlðμÞ; s,R
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where the Pl(μ) are Legendre polynomials. Introducing this into Eq. (10.56) and defining

moments of the charge distribution by

Ml :¼ a2ðl11Þ
ða
2a

qðsÞslds (10.59)

we obtain

4πε0VðrÞ5
XN
l50

�
a

R

�l11

MlPlðμÞ (10.60)

Using the relation μP0
l(μ) 1 (l 1 1)Pl(μ)5P0

l11 (μ), the gradient of this potential can be

written

4πε0rV 5
1

a

XN
l50

�
a

R

�l12

Ml tP0
lðμÞ2

r

R
P0
l11ðμÞ

n o
(10.61)

In the case of a linear charge distribution the moments Ml are given by

Mt

�
q0=ðl1 1=2Þ; l even

q1a=ð11 l=2Þ; l odd

The series expansions (10.60) and (10.61) have a very simple structure and are hence

attractive if they can be terminated after a very few terms. This is the case when R/a$ 5. In

conclusion, the calculation of such a potential field can be made fast enough to be useful as

a basic routine in the numerical solution of three-dimensional Dirichlet problems.

Practical tests have shown that it is quite sufficient to assume constant surface charge

density in each trapezoidal element if the field is needed only in domains far from all

a

R

P( r )

d2

d1

–a

O

θ

τ

ζ

Figure 10.15
Notation employed to characterize the position of an arbitrary point P relative to a bar of length 2a.
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boundaries, as is the case in deflection units. When the method is applied to asymmetric

electron guns, higher accuracy—especially of the field strength—can be achieved by

choosing the charge distribution in each surface element as a bilinear function of the

corresponding coordinates, so that the whole distribution becomes continuous (in the

vicinity of the cathode). The structure of the linear system of equations for the surface

charges does, of course, become more complicated. Another was of extending the BEM to

three dimensions was suggested by Tsuboi et al. (1999).

Alternative techniques for the solution of three-dimensional Dirichlet problems are the

three-dimensional versions of the finite-difference and finite-element methods. These are

generally so dependent on the problem in question that they will not be treated in any detail

here. For an example, see the detailed description of the use of the three-dimensional FDM

to calculate electrostatic focusing fields in cathode ray tubes given by Franzen (1984) and

the review of Rouse (1994).

10.5 Examples of Applications of the Boundary-Element Method

The rotationally symmetric solution of (9.11), corresponding to the order m5 0 in (9.27),

is useful for calculating the magnetic field of a round lens with a very wide gap (Scherle,

1983) as is shown in Fig. 10.16. For clarity, only the equipotentials of the reduced scalar

potential χM(r) are presented. A typical example of field calculation in deflection systems

(Scherle, 1983) is shown in Fig. 10.17A�C. Again, only the equipotentials of χM(r) in one

section through the field are shown. The case in which there are three different domains

R

Z

Figure 10.16
Equipotentials of the reduced magnetic scalar potential χM(r) of a magnetic lens with a very wide

gap. Courtesy of W. Scherle (1983).
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Coil

(A) (B) (C)

Figure 10.17
Equipotentials of the reduced magnetic scalar potential χm(r) in an axial section through a system
of saddle coils, a ferromagnetic yoke and a pierced shielding plate. (A) The position of the saddle
coils (B) Ferromagnetic shielding plate (C) Superconducting shielding plate. (Note: the coils and
their field H0(r) are omitted from (B) and (C) to prevent confusion.). Courtesy of W. Scherle (1983).
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Figure 10.18
(A)�(C) Equipotentials in different sections through a field-electron emission source consisting of
a cathode with a hipped roof and an anode with a rectangular bore. Courtesy of M. Eupper (1982).
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of solution can be analysed by iterative solution of two coupled integral equations of the

form (9.11) (Scherle, 1983). The magnetic form of the method has been used to compute

magnetic fields in the presence of saturated magnetic materials in a very impressive

publication by Murata et al. (2016).

The three-dimensional BEM becomes a very powerful tool when problems with very large

differences in the geometrical dimensions are to be solved. Some typical examples are

field-electron emission sources with a hipped-roof cathode (Fig. 10.18A�C; Eupper, 1982)

and with a rotationally symmetric tip welded on a hairpin-shaped support (Figs 10.19 and

10.20A and B). More details of field calculations in electron sources are given in

Chapter 45 of Volume 2.

Figure 10.19
Perspective view of a pointed cathode welded on a hairpin support; Only parts of the surface

discretization are shown for reasons of clarity. Courtesy of M. Eupper (1983).

(A) (B)

Figure 10.20
(A and B) Equipotentials of the electrostatic potential in two perpendicular sections through the
system shown in Fig. 10.19. The position of the anode is indicated. The total width is 10 mm and

the anode�cathode distance is 2 mm.
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CHAPTER 11

The Finite-Difference Method (FDM)

The finite-difference method (FDM), usually combined with an iterative technique to solve

the corresponding linear system of equations, is a standard procedure for field computation.

It was introduced by H. Liebmann as early as 1918 and is thus often called ‘Liebmann’s

method’. The associated mathematical theory is exhaustively studied in the literature, for

instance by Varga (1962), Forsythe and Wasow (1960), Ames (1969) and Jacobs (1977).

Survey articles on the application of the FDM to electron optical problems have been

published by Weber (1967), Bonjour (1980) and Kasper (1982), who has devoted an entire

volume to this method and those treated in Chapter 12, The Finite-Element Method (FEM)

and Chapter 13, Field-Interpolation Techniques (Kasper, 2001); see also Munro (1988,

1997). In recent years, however, more powerful techniques have been developed for solving

boundary-value problems, and the original form of the FDM has lost some of its earlier

importance; we shall therefore discuss it only briefly. Nevertheless, it is used in the popular

program suite SIMION, which is continually being improved (Dahl et al., 1990 and for a

good account of the history of SIMION, Dahl, 2000; www.simion.com). A paper by

Dowsett (2015) shows how devices in which very different length scales are present can be

modelled by using several overlapping potential arrays with different mesh densities (see

also Dowsett, 2011). Multiregion FDM has also been studied by Edwards (2011). For three-

dimensional elements such as quadrupoles, the FDM is easier to programme than the finite-

element method (Rouse, 1994).

11.1 The Choice of Grid

The basic idea of the FDM is to cover the entire domain of solution of a boundary-value

problem by a finite rectangular grid. In order to obtain the greatest possible simplification,

it is usual to specialize to square-shaped grids. We have to distinguish between regular

internal points (A), irregular internal points (B), regular axial points (C, D), irregular axial

points (E) and boundary points (F), as shown in Fig. 11.1. In the practical organization of a

FDM program, each point has to be assigned to one of the classes and handled accordingly,

which complicates the actual application of the FDM. Since the boundary of the domain is

in general curved, these complications cannot be avoided.
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In the subsequent presentation we shall consider a two-dimensional Dirichlet problem

associated with a general elliptic differential equation:

Aðu; υÞVjuu1Bðu; υÞVjυυ1 aðu; υÞVju1 bðu; υÞVjυ
5Cðu; υÞVðu; υÞ1Gðu; υÞ (11.1)

(For an explanation of the notation, see Section 2.4.) The coordinate system (u, υ) may be

curvilinear, but is almost invariably chosen to be orthogonal. A term with V|uυ cannot then

appear and is hence omitted from Eq. (11.1).

There are essentially two different ways of deriving discrete formulae, the Taylor series

method and the integral method. Both are in very widespread use and equivalent in the

sense that they differ only in higher order terms of the discretization errors.

11.2 The Taylor Series Method

Since irregular configurations are to be treated in the vicinity of the boundary at least, we

now consider a general five-point configuration, as shown in Fig. 11.2A. In order to

establish a discrete form of Eq. (11.1), we expand V(u, υ) as a Taylor series with respect to

the coordinate differences u�u0 and υ�υ0. In applications to five-point configurations, we

have to truncate this after the second-order terms. This implies that, along the lines

u5 u05 const and υ5 υ05 const, we can approximate the potential by Lagrange

interpolation parabolae. For instance, the parabola that fits the potential at the points P3, P0

and P1 (see Fig. 11.2A) is given by

Vðu; υ0Þ5V01 ðu2 u0ÞVju 1
1

2
ðu2u0Þ2Vjuu

C

B

V

A

D E

U

F

Figure 11.1
Grid with square meshes and distinction between different types of node.
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The derivatives V|u and V|uu refer to the central point P0 and are given by

Vju 5
1

h1h3 h1 1 h3ð Þ h23V1 2 h21V3 1 h21 2 h23
� �

V0

� �
Vjuu 5

2

h1h3 h1 1 h3ð Þ h3V1 1 h1V3 2 h1 1 h3ð ÞV0

� �

Similar expressions are obtained for the derivatives V|υ and V|υυ. Introducing all these into

Eq. (11.1), we obtain a finite-difference approximation for the latter. This is to be solved

for the value V0 at the grid point P0 in question. The resulting linear relation has the general

form

V0 5β01β1V11 β2V2 1β3V3 1β4V4 (11.2a)

the coefficients β0 . . . β4 depending on the position of the grid point in question and being

given by

β05G0=N

β15
2A0 1 a0h3

h1ðh1 1 h3ÞN
; β25

2B01 b0h4

h2ðh2 1 h4ÞN

β35
2A0 2 a0h1

h3ðh1 1 h3ÞN
; β45

2B02 b0h2

h4ðh2 1 h4ÞN

N5C0 1
2A0 1 a0ðh32 h1Þ

h1h3
1

2B0 1 b0ðh42 h2Þ
h2h4

(11.2b)
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h3 h1

h2

h1h3

h4

u

v

(A) (B)

Figure 11.2
(A) Five-point configuration for internal nodes 0. (B) Four-point configuration to be used when

the node 0 lies on the axis.
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A relation of this kind holds for all regular and irregular internal grid points. On the axis of

symmetry, however, only four-point configurations can be evaluated, as is shown in

Fig. 11.2B. In such a case the symmetry condition V(�u, υ)5V(u, υ) leads to

Vjυ 5 0; lim
υ-0

�
Vυðu; υÞ

υ

�
5Vjυυðu; 0Þ

The second-order derivative is then given by

Vjυυðu; 0Þ5 2
V2 2V0

h22

Introducing these approximations into Eq. (11.1) we obtain the four-point formula. It is

necessary to assume that b(u, υ)5 ~b(u, υ)/υ, where ~b(u, υ) is an even function with respect

to υ and may also vanish. The coefficients are then given by

β4 5 0; β2 5 2ðB0 1 ~b0Þ=Nh22
N5C01

2A01 a0ðh3 2 h1Þ
h1h3

1
2ðB0 1 ~b0Þ

h22

(11.2c)

while β0, β1 and β3 remain the same as in Eq. (11.2b), apart from the different

normalization factor N.

As a comparatively simple example, we shall now consider the differential equation

Vjzz1Vjrr 1
α
r
Vjr 52 gðz; rÞ (11.3)

which includes Eq. (7.10) as a special case with α5 2 m1 l. We limit the discussion to

regular grid points, for which the finite-difference approximations can be given easily in

explicit notation. With

Vi;k :¼ Vðih; khÞ ði; k integersÞ (11.4)

and a similar notation for g(z, r) we obtain

Vi;k 5
1

4
ðVi11; k 1Vi21; k 1Vi; k11 1Vi; k211 h2gi; kÞ

1
α
8k

ðVi; k112Vi; k21Þ; k. 1

(11.5a)

for internal mesh points and

Vi;0 5
1

2ðα1 2Þ

(
Vi11;01Vi21;0 1 2ðα1 1ÞVi;1 1 h2gi;0

)
(11.5b)
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for axial mesh points (if α 6¼ �2). The resulting discretization error is of fourth order in the

mesh-length h. The set of relations Eq. (11.5a,b) forms a linear system of equations

specified by two subscripts i and k.

11.3 The Integration Method

In the subsequent presentation, we assume that the differential equation to be solved is self-

adjoint:

@

@u
ðPVjuÞ1

@

@υ
ðPVjυÞ5QV 1 S (11.6)

the coefficients P, Q and S being regular functions of u and υ. Applying Gauss’s integral

theorem to any domain R and its closed boundary C we obtainþ
C

P
@V

@n
ds5

ðð
R

ðQV 1 SÞ du dυ (11.7)

@V/@n denoting the normal derivative of V in the outward direction. This integral relation is

exact. Its practical evaluation, however, requires several simplifying assumptions. For

instance, when applying Eq. (11.7) to the configuration shown in Fig. 11.3A, we can make

the approximation @V/@n5 (Vi�V0)/hi (i5 1. . .4) on the corresponding side of the

rectangular contour. Furthermore we make the simplification V�V0 under the double

integral; we then obtain the finite-difference equation

X4
i51

Vi2V0

hi

ð
si

P ds5

ðð
R

ðQV0 1 SÞ du dυ (11.8a)

2 2

3 3 0 11

4

0

(B)(A)

Figure 11.3
Rectangular loops and areas of integration (A) for internal nodes and (B) for axial nodes. In the

latter case, both the loop and the area can be doubled by exploiting the mirror symmetry.

The Finite-Difference Method (FDM) 171



Provided that the integrands are sufficiently simple analytic functions, it is possible to

perform the remaining integrations analytically, but this brings no essential gain in

accuracy, since the approximation made for @V/@n is then too inaccurate. Thus, in order to

obtain a practical form of the discretization, we assume Q-Q05Q(u0, υ0), S-S05 S(u0, υ0)
on the right-hand side of Eq. (11.8a). On the left-hand side, we assume that the integrand P is

piecewise constant, for instance P(u, υ)-P(u01 h1/2, υ0) ¼: P1 on the right-hand side of the

rectangular integration path shown in Fig. 11.3A, the other parts of this path being treated

analogously. We then find immediately

ðV1 2V0Þ
h2 1 h4

2h1
P1 1 ðV2 2V0Þ

h11 h3

2h2
P2

1 ðV32V0Þ
h2 1 h4

2h3
P31 ðV4 2V0Þ

h1 1 h3

2h4
P4

5
1

4
ðV01Q0S0Þðh1 1 h3Þðh2 1 h4Þ

(11.8b)

Solving this for V0, we obtain a linear relation which differs from Eq. (11.2) only in

the values of the coefficients β0 . . . β4. The two discretizations are equivalent in the

sense that they differ only in discretization errors of third or fourth order in the

mesh-length. These error terms are to be neglected in any case. For axial nodes O,

some special considerations are necessary, which are not given here. For the most

important special case mentioned below, the reader will find them in Janse (1971)

and Kasper (1976).

The above considerations can be applied to Eq. (11.3), since this differential equation can

be rewritten as

@

@z
ðrαVjzÞ1

@

@r
ðrαVjrÞ52 rαgðz; rÞ (11.9)

so that in Eq. (11.6) we have P5 rα, Q5 0, S5�rag. The corresponding discretization

formulae have been published by Janse (1971) and Kasper (1976, 1982) and will not be

repeated here. The discretization differs from Eq. (11.5a) essentially in the fact that here the

integrations in Eq. (11.8a) are carried out analytically and all the coefficients remain strictly

positive, whereas in Eq. (11.5a), the coefficient of Vi,k�1 becomes negative for α. 2k.

Positive coefficients mean increased stability of the entire system of equations when these

are solved by iterative techniques (see Section 11.5), but the final accuracy of the solution

obtained is not better than that given by Eq. (11.5a). It is interesting to note that the

discretization formula obtained by integration over the configuration shown in Fig. 11.3B is

identical with Eq. (11.5b).
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The integral method may be further generalized to discretization in general triangular grids.

The corresponding algorithms have been derived by Colonias (1974) and Winslow (1967).

These will not be treated here, since they seem to be less favourable than the finite-element

method presented in Chapter 12, The Finite-Element Method (FEM). Some other

refinements of the FDM are possible; see, e.g., Lenz (1973) and Kasper (1982) for

further details.

11.4 Nine-Point Formulae

The accuracy of the FDM can be improved considerably by the use of nine-point formulae

(Durand, 1966; Kasper, 1976, 1984a,b, 2001). These are advantageous in the case of a

regular grid; the solution of the problem that arises for irregular grid points is given below.

We reconsider the differential equation of the general form Eq. (11.6). More particularly we

assume that the coefficient functions have a common factor υα with υ$ 0, α$�1, so that

@

@u
ðp2υαVjuÞ1

@

@υ
ðp2υαVjυÞ1 p2υαðq̂V1 sÞ5 0 (11.10)

p(u, υ), q̂ (u, υ) and s(u, υ) being finite analytical functions of their variables and p. 0.

There is a wide class of differential equations that fit Eq. (11.10). One practical example is

Eq. (11.9) with p � 1, q̂ � 0, υ5 r, s5 g; we shall meet others below. The same type of

discretization can be applied to all these equations, as will be obvious from the following

considerations.

We first note that by writing

Vðu; υÞ ¼: Uðu; υÞ
pðu; υÞ (11.11)

Eq. (11.10) collapses to the simpler form

ΔαU52 gðu; υÞ :¼ 2 ðqðu; υÞU1 psÞ (11.12)

with

Δα :¼ @2

@u2
1

@2

@υ2
1

α
υ

@

@υ
(11.13)

and

qðu; υÞ :¼ q̂ðu; υÞ2Δαp

p
(11.14)
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If we consider cylindrical coordinates, u5 z and υ5 r, all the differential equations derived

in Chapter 7, Series Expansions, are seen to be special cases of Eq. (11.12). There are,

however, important examples of representations in other coordinate systems, as we shall see

later.

Just as for the five-point discretization, we have to distinguish between on-axis formulae

(υ5 0) and off-axis formulae (υ. 0), and again these can take different forms. Here we

shall present only the results derived by Kasper (1984a), since these seem to be most

favourable for practical applications. For reasons of space we cannot reproduce here their

lengthy derivation, to be found in the corresponding publication.

We again use a notation with two subscripts i5 u/h, k5 υ/h; the notation for

the coefficients is explained in Figs 11.4A and B. The discretization formulae are

most conveniently given by an implicit representation in terms of a new array W,

defined by

Wi:k :¼ Ui;k 1
h2

12
gi;k � pi;k

(
Vi;k 1

h2

12
ðqi;kVi;k 1 si;kÞ

)
(11.15)

The off-axis discretization (k 6¼ 0) is found to be

Wi;k 5A21;kWi;k211A1;kWi;k11 1A0;kh
2gi;k

1
X1
j521

Bj;kðWi21;k1j1Wi11;k1jÞ1Oðh6Þ (11.16)

(B)(A)

B1,K B1,K

A1,K

A–1,K

A0

2

B0,K B0,K

B–1,K B–1,K

v.k

u

A10

A0,0

B1,0 B1,0

B0,0B0,0

B–1,K

v.k

u

Figure 11.4
Notation employed for the points and coefficients in nine-point configurations,

(A) General case and (B) on-axis node.
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The coefficients are given by

γk :¼
αðα2 2Þ
12k2 2 3

Nk :¼
1

201 8γk

A6 1;k 5 4B6 1;k B6 1;k 5Nk

�
11 γk 6

α2 γk
2k

	
A0;k 5 6Nk; B0;k 5Nkð42 2γkÞ

(11.17)

(Kasper, 2001, Section 4.4.1). This set of coefficients is obviously independent of the mesh-

length h. It is sensible to compute it at the beginning of the program and leave it in store.

On the optic axis (υ5 0, k5 0) a slightly different discretization is necessary. Equation

(11.15) remains valid but in the discretization not only are the coefficients different but

some other terms appear:

Wi;05A1;0Wi;1 1
X1
j50

Bj;0ðWi21; j1Wi11; jÞ

1 h2


A0;0gi;01Cðgi;02 gi;1Þ

�
1Oðh6Þ

(11.18)

the set of coefficients being given by

β :¼ ð11αÞð61αÞ
6ð31αÞ ; γ0 :¼

1

2ð21α2βÞ
A1;05 2γ0ð11α2βÞ
B0;05 γ0ð12βÞ; B1;0 5 γ0β

A0;05 γ0; C5 γ0
αð11αÞ
6ð31αÞ

(11.19)

For α, 0 (α5�1 for flux fields), the axial discretization fails, but then we have simply

Wi,05Ui,05 gi,05 si,05 0, so that Eq. (11.18) is no longer needed.

In order to reduce the necessary amount of calculations and storage locations, we rewrite

Eq. (11.15) in the form

h2gi;k 5
ðqi;kWi;k 1 pi;ksi;kÞ� 1

h2
1

1

12
qi;k

 5Ci;kWi;k 1 Si;k (11.20a)

from which the field V has been eliminated. The sets of coefficients Ci,k and Si,k are

calculated once in the beginning and stored. Next, the boundary values of W are determined
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from Eq. (11.15) and stored. The boundary-value problem for the array W can now be

solved using Eqs (11.16) and (11.18) and with Eq. (11.20a) as source terms. In this major

calculation only three arrays, C, S and W, are needed simultaneously. Finally the required

function V is obtained by solving Eq. (11.15) for Vi,k or equivalently from

Vi;k 5 p21
i;k



Wi;k 2

1

12
ðCi;kWi;k 1 Si;kÞ

�
(11.20b)

There is no iteration and the coefficients C, S and W are no longer needed once the

expressions on the right-hand side have been evaluated.

11.5 The Finite-Difference Method in Three Dimensions

The three-dimensional form of the method has been studied in great detail by Rouse (1994);

here we simply give the basic structure, referring to Rouse’s article for details. We now

consider six points in the neighbourhood of a central node (Fig. 11.5A). Laplace’s equation

leads to

α1V11α2V2 1α3V3 1α4V41α5V5 1α6V6 5α0V0

(cf. 11.2a), in which

α15
2

h1ðh1 1 h2Þ
; α25

2

h2ðh1 1 h2Þ

α35
2

h3ðh3 1 h4Þ
; α45

2

h4ðh3 1 h4Þ

α55
2

h5ðh5 1 h6Þ
; α65

2

h6ðh5 1 h6Þ
α0 5α11α2 1α3 1α41α5 1α6

If an electrode intersects a mesh line away from a node, a small modification usually gives

a satisfactory solution and requires very little modification of the set of linear equations to

be solved. Suppose that the electrode (potential Ve) intersects the mesh between node zero

and node 1 (Fig. 11.5B) The length h1 is now replaced by the distance from the node zero

to the electrode and the potential is set equal to Ve.

Rouse extends this basic theory in two important ways: the theory is modified to

permit dielectric material (notably, insulators) to be included and a simple way of

adapting it to calculate the magnetic fields of magnetic materials and coils is

described.
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For solution of the finite-difference equations, Rouse prefers successive over-relaxation

(Section 11.7). Gaussian elimination is extremely slow; the incomplete Cholesky conjugate

gradient method is faster but cumbersome.

11.6 Other Aspects of the Method

11.6.1 Expanding Spherical-Mesh Grid

The formalism developed above fits very many different forms of the equations of Laplace,

Poisson and Helmholtz. In electron optics, they are most frequently expressed in cylindrical

0

h1

Electrode
Potential Ve

0

4

6

5

3

1

(B)

v0

v1

v6

ν5

h2

h5

h4

h1

h3

x

Y

h6

v2

v4

z

v3

1

(A)

Figure 11.5
(A) The six nearest neighbours of a central node (0) at distances h1, h2,. . .h6 from the central

node. (B) An electrode at potential Ve intersects the arm joining the central node and node 1 at a
distance h1e from the central node.
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coordinates but this is not always advantageous. In order to calculate the field in field-

emission electron guns (see Part IX), Kang et al. (1981, 1983) introduced an expanding

spherical grid which they called SCWIM (spherical coordinates with increasing mesh-

width). This can be regarded as a conformal mapping of an originally cylindrical grid with

square-shaped meshes:

z1 ir5R0 exp u1 iϑð Þ5R cos ϑ1 i sin ϑð Þ
with an arbitrary positive constant R0, and hence

R5R0 exp u; ϑ � υ (11.21)

If the mesh-length h in the coordinates (u, υ) is constant, the corresponding grid in the real

space expands exponentially, as shown in Fig. 11.6. (This interpretation is not mentioned by

Kang et al.).

Introducing Eq. (11.21) into the rotationally symmetric Poisson equation in spherical

coordinates (R, ϑ):

@2V

@R2
1

2

R

@V

@R
1

1

R2

@2V

@ϑ2
1

cot ϑ
R2

@V

@ϑ
52

ρðR;ϑÞ
ε0

(11.22)

we find after some elementary calculations

@

@u

�
eusin υ

@V

@u

	
1

@

@υ

�
eusin υ

@V

@υ

	
52

R2
0e

3usin υ
ε0

ρðR0e
u; υÞ (11.23)

Figure 11.6
An expanding spherical-mesh grid and part of a curved boundary that does not fit this

grid (h5π/20).
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This can be brought into the form Eq. (11.10) with

α5 1; p25 eu
sin υ
υ

; q̂ � 0; ð0# υ,πÞ (11.24a)

s5
R2
0e

2u

ε0
ρðR0e

u; υÞ5 R2

ε0
ρðR;ϑÞ (11.24b)

The evaluation of Eq. (11.14) results in

q5
1

4

�
1

sin2υ
2

1

υ2

	
5

1

12

�
11

υ2

5

	
1Oðυ4Þ (11.24c)

The derivation of the corresponding nine-point discretization is now a straightforward

matter. It has been proposed by Kasper (1984a) and worked out by Killes (1985). In

comparison with a five-point discretization with equal meshes, the gain in accuracy is

considerable, so that it is certainly worthwhile to use the nine-point discretization whenever

this is possible. All that is required is the determination of the coefficients in Eq. (11.20)

from Eq. (11.24), the result being

pj;k 5 exp

�
1

2
jh

	�
sin hk

hk

	1=2

qj;k ¼: qk 5
1

4

�
1

sin2 hk
2

1

h2k2

	

Cj;k ¼: Ck 5
12qk

qk 1 12h22

Sj;k 5
12pj;ksj;k

qk 1 12h22

where j and k are integers. Equations (11.16) and (11.18) with (11.20a) and finally (11.20b)

can then be solved.

As Killes (1985) pointed out, this method is useful for 0#ϑ5 hk#π/2. For larger values
of ϑ, it is better to discretize the variable ϑ0 :¼ π�ϑ and to join the fields in the two

domains together smoothly at ϑ5ϑ0 5π/2. The concept of conformal mapping can be

generalized further but we shall not pursue this here.

11.6.2 Extrapolation on Multiple Grids

In Chapter 10, The Boundary-Element Method, we have seen that extrapolation can be

beneficial by reducing the size of the matrix to be inverted. Here, the extrapolation is
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designed to improve the accuracy of results obtained with the five-point FDM without

increasing the number of nodes. A potential problem is first solved using a small number of

nodes (N3N), then again after doubling the number of nodes in both directions (2 N3 2 N)

and yet again after doubling the number a last time (4 N3 4 N). Three values are thus

obtained at each node of the coarse mesh and these are extrapolated to give an improved

estimate. The resulting values at the N3N nodes are then interpolated to furnish an

improved 4 N3 4 N mesh. In the example examined by Becker (2008), where N5 32, an

improvement of more than an order of magnitude was obtained, which would have required

a 4073 407 grid without interpolation. However, no such improvement was found when

Kasper’s nine-point discretization was employed.

11.6.3 Combination with the BEM

It frequently happens that a boundary-value problem is to be solved in which the boundary

contours do not fit the grid. For every irregular internal node the general five-point

formulae then have to be applied. This complicates the FDM very considerably and

diminishes its accuracy. This disadvantage can be circumvented in different ways. In the

case treated above and for the solution of other Dirichlet problems for Poisson’s equation

r2V5�ρ(r)/ε0, combination with the boundary-element method (BEM) is effective

(Kasper, 1984a,b; Killes, 1985). First, the regular grid is extended beyond the boundaries so

that only regular points are obtained, as is demonstrated in Figs 11.6 and 11.7. In this grid,

Poisson’s equation is solved with arbitrary reasonable boundary values. The values at the

true curved boundary are then determined by interpolation. This can be done very

accurately since interpolation in regular grids raises no problems (Killes, 1985). The values

obtained are now subtracted from the prescribed boundary values, and with these

differences the Dirichlet problem r2Vu5 0 is solved using the BEM. The required total

solution is then obtained by superposition. The advantage lies in the fact that the solution of

v

∂G u∼ ∂G

G

Figure 11.7
Extension of a regular grid beyond the curved boundary @G of a given domain G.
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Poisson’s equation by means of the FDM is much faster than the evaluation of Coulomb

integrals, while the BEM can be applied easily to configurations with curved boundaries.

11.7 Iterative Solution Techniques

These will be briefly treated here; the same techniques are also used to solve the equations

resulting from finite-element approximations. In order to obtain a highly accurate final

solution, the mesh-length must be sufficiently small. Then, of course, the rank N of the

system of equations for the potential at the internal nodes becomes very large, typically

NB104. The solution can be obtained directly but a solution can also be found iteratively,

since the coefficient matrix of the system is sparse.

Numerous iterative techniques for solving large linear systems of equations have been

developed. The corresponding mathematical literature is very extensive; some of the major

works are cited in the bibliographic listing.

The first step in the application of any of these methods is the choice of an appropriate

numbering of the grid points. All the internal grid points must be counted exactly once in a

one-dimensional sequence and no boundary point must be counted as the whole domain of

solution is scanned. For instance, an appropriate numbering of the internal points with

indices I1# i# I2, K1# k#K2 is given by

μ :¼ i2 Ii1 11 ðk2K1ÞðI2 2 I1 1 1Þ
1#μ#N :¼ ðK22K1 1 1ÞðI2 2 I1 1 1Þ

but permutations of this sequence are also allowed. With this linear sequence of numbering,

the whole system of finite-difference equations can be brought into the general form

Vμ5
XN
ν51

0 CμνVν 1Qν ; μ5 1 . . . N (11.25)

the prime indicating that the case μ5 ν is to be excluded. The matrix on the right-hand side

is large but sparse, its nonzero elements can be easily calculated and it is therefore not

necessary to store them. The inhomogeneous terms Qν arise from the boundary values of

the potential and from the source terms.

The standard iterative technique for solving linear systems of equations like Eq. (11.25) is

the successive over-relaxation method (SOR). The corresponding procedure is defined by

Sðn11Þ
μ :¼

Xμ21

ν51

CμνV
ðn11Þ
ν 1

XN
ν5μ11

CμνV
ðnÞ
ν 1Qν (11.26a)

V ðn11Þ
μ 5V ðnÞ

μ 1ωðSðn11Þ
μ 2V ðnÞ

μ Þ; μ5 1 . . . N (11.26b)
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Here the superscript in parentheses denotes the iteration number. The starting values

V
ð0Þ
1 . . .V ð0Þ

N can be chosen arbitrarily; a sensible guess for these is quite sufficient. The

constant ω, the over-relaxation parameter, must satisfy 1,ω, 2. It is very important for

the convergence of the iteration procedure to choose it suitably, as will be discussed below.

The practical meaning of Eq. (11.26a,b) is as follows. The quantity Sðn11Þ
μ is an

approximation for the expression on the right-hand side of Eq. (11.25). This Gauss�Seidel

value is calculated from the newest values Vν (ν5 1 . . . N); it is, however, not accepted as

the next approximation, but instead the difference between it and the preceding value is

magnified by a factor ω, as is obvious from Eq. (11.26b).

In the practical setup of a SOR program, each successive approximation V ðlÞ
μ , l5 0, 1, 2, . . .

for the same variable Vμ is stored in a single location assigned to Vμ, and for S only one

storage location is necessary. Since the array {Qν, ν5 1 . . . N} is usually sparse, the

necessary number of storage locations is in practice not much greater than N.

The theory of the convergence of the SOR is investigated exhaustively in the mathematical

literature; see Ames (1969), Varga (1962) and Weber (1967), for example. A sufficient and

often necessary criterion for the convergence of SOR is that

XN
ν51

0
���Cμν

���# 1; μ5 1 . . . N (11.27)

At least one of these sums must be less than 1. For α. 1, criterion Eq. (11.27) is violated

by Eq. (11.5a), so that SOR cannot be applied to Eq. (11.5a). When the process does

converge, its rate depends essentially on the choice of ω, as is shown in Fig. 11.8. The

number of iterations Nit needed to reduce the iteration error Δ below a given error limit ε
does of course depend on the definition of Δ, the choice of ε and the initialization V ð0Þ

μ ,

1

1 2ωopt

ω ω

1

1

Nr

2ωopt

P

Figure 11.8
Asymptotic behaviour of the damping factor p and relative iteration number Nr as functions of the

relaxation parameter ω.
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μ5 1 . . . N. But the value of ωopt, where Nit has its sharp minimum, and the relative

iteration number, Nr5Nit /Nmin, do not depend on these quantities.

According to the general theory of SOR, the optimum value of ω is given by

ωopt5
2

11
ffiffiffiffiffiffiffiffiffiffiffiffiffi
12λ2

p ; jλj, 1 (11.28)

λ being the largest (real) eigenvalue of the matrix C in Eq. (11.25). For any value of ω this

quantity λ is related to the asymptotic damping factor p, (p, 1) by

λ5
ðp1ω21Þ2

ω2p
(11.29)

Since λ and p are very difficult to calculate exactly, Carré (1961) has proposed a method of

estimating these quantities, and hence ωopt, from the actual rates of convergence during the

computations. Winslow (1967) has modified this method. Both versions work adequately in

many applications but not in every case. For further information the reader is referred to the

original papers and Eiermann and Varga (1993).

A further refinement of the SOR is the familiar successive line over-relaxation (SLOR)

method. Here SOR is combined with Gaussian elimination for tridiagonal subsystems. For

instance, in applications to Eq. (11.5a,b), these equations are first solved directly along each

radial row of the grid, the values in the neighbouring rows being regarded as known for the

moment; thereafter the values obtained are modified by over-relaxation and the algorithm

proceeds to the next row. The whole grid is scanned repeatedly in this way until sufficient

convergence has been achieved.

The main advantage of the SLOR method is that it removes the instabilities of the simple

SOR when Eq. (11.27) is not satisfied. This has been reported by Kasper and Lenz (1980),

who applied the SLOR to Eq. (11.5a,b).

Still more refined techniques for solving large but sparse systems of linear equations are the

alternating direction implicit methods (ADI: Peaceman and Rachford, 1955; Varga, 1962;

Jacobs, 1977), the strongly implicit methods (Stone, 1968) and the cyclic reduction methods

(Buneman, 1971, 1973a,b). With the vast increase of memory capacity since those methods

were introduced, direct solution techniques have become attractive. Special procedures that

order the corresponding matrix in such a way that only its nonzero part is stored then

become desirable. Munro (1971, 1973) has applied such methods to systems of equations

arising in electron optical field computations.
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CHAPTER 12

The Finite-Element Method (FEM)

Though the basic ideas and equations of the finite-difference method (FDM) are very

simple, the practical application of this method to boundary-value problems can become

extremely tedious if the boundaries are of an irregular shape. In the finite-element method

(FEM), this difficulty is removed by the use of general triangular grids, as is shown in

Fig. 12.1. Such grids can be fitted to any shape of boundary, once the latter has been

represented approximately by a polygon. Since the numerical differentiation now becomes

very complicated, partial differential equations are not considered here. Instead, the

equations governing the values of the potential at the nodes of the grid are derived directly

from an appropriate variational principle (see Section 6.3).

The FEM was proposed by Courant (1943). It came into practical use with the

development of modern computers and has found widespread application in mechanical

and electrical engineering. Typical examples are problems in fluid dynamics and

aerodynamics, elasticity, heat conduction and magnetic field computations for electric

machines (Chari and Silvester, 1980). For further details we refer to the books of

Zienkiewicz (1967, 1971, 2013). Some mathematical problems associated with the FEM

were treated in detail by Norrie and de Vries (1973). In electron optics, the FEM was first

used by Munro (1971, 1973), who applied it to the computation of magnetic fields in

round lenses. Since this is of especial interest in electron optics, we concentrate on this

application without neglecting electrostatic fields, including those in electron guns. A

section is devoted to deflection units and multipoles. The presentation of the FEM given

below differs from Munro’s version in the introduction of form functions and in the

unification of the methods for saturated and unsaturated lenses. For further background

information, see Munro (1980, 1987a,b), Kasper (1987a,b,c), Morton (1987) and Reid

(1987). Many aspects of the method are developed in more detail in a book by Kasper

(2001); a monograph on The Finite-Element Method in Charged Particle Optics has been

written by Khursheed (1999).

12.1 Formulation for Round Magnetic Lenses

The appropriate variational principle for magnetic field calculation is Eq. (6.13) in

combination with Eqs (6.17), (6.18) and (6.29). Though magnetization curves are usually
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presented in the form B5B(H) and thus Eq. (6.18) is quite familiar, it is more convenient

for the FEM to write

β :¼ B2ðz; rÞ; VðβÞ :¼UðBÞ (12.1)

Then Eq. (6.19) is in agreement with

1

μ
5 νðβÞ5 2V 0ðβÞ (12.2)

We now introduce cylindrical coordinates (z, r, ϕ) and perform the integration over ϕ. The
variational principle Eq. (6.13) then takes the form

W 5 2π
ðð
S

�
VðβÞ2 jðz; rÞAðz; rÞ

�
r dr dz5minimum (12.3)

S being the domain of integration in the axial section and

β5 ðr3AÞ25
�
@A

@z

�2

1

�
@A

@r
1

A

r

�2

(12.4)

In order to solve this variational equation, some simplifying assumptions are necessary.

The expression (12.3) must be minimized with respect to any permitted variations of the

vector potential A(z, r). In the FEM these are variations of the values Aj5A(zj, rj),

j5 1. . .N, assumed at the internal nodes of a triangular grid, N being the total number of

such nodes. In this context it is convenient to introduce dimensionless form functions fj(z, r)

r

z

Yoke

Yoke

–

Figure 12.1
Finite-element discretization; this example concerns the vacuum part of a meridional section

through a round magnetic lens.
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associated with the node with the corresponding subscript; a detailed definition will be

given below.

We start now from a series expansion

Aðz; rÞ5
XN
k51

Akfkðz; rÞ (12.5)

and with Eq. (12.4) in mind, we introduce the abbreviation

Fl;kðz; rÞ5Fk;lðz; rÞ5 fljzfkjz 1 ðfljr 1 r21flÞðfkjr 1 r21fkÞ

� @fl
@z

@fk
@z

1

�
@fl
@r

1
fl

r

��
@fk
@r

1
fk

r

�
(12.6)

The function β may now be written as the quadratic form

βðz; rÞ5
XN
l51

XN
k51

Fl;kðz; rÞAlAk (12.7)

Introducing Eqs (12.5) and (12.7) into (12.3) we obtain a discretization of this functional.

The minimization condition now takes the form

@W

@Ai

5 2π
ðð
S

V 0ðβÞ @β
@Ai

2 fiðz; rÞjðz; rÞ
� �

r dr dz5 0; ði5 1 . . . NÞ (12.8)

Evaluating this expression and recalling Eq. (12.2), we soon notice that it is favourable to

introduce the matrix elements

Li;k 5 2π
ðð
S

νðβÞFi;kðz; rÞ r dr dz5 Lk;i (12.9)

Mi5 2π
ðð
S

jðz; rÞfiðz; rÞ r dr dz (12.10)

Eq. (12.8) then takes the concise form

XN
k51

Li;kðβÞAk 5Mi; i5 1. . .N (12.11)

which represents a nonlinear system of equations in the general case, since in saturated

media ν is a function of β and hence depends implicitly on A1 . . . AN.

So far, the discussion has been quite general. The choice of the form functions fj(z, r) is

quite arbitrary, except that these must remain linearly independent so that the matrix L in
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Eq. (12.9) is invertible for fixed values of ν. In order to perform the necessary numerical

integrations in Eqs (12.9) and (12.10), however, a reasonably simple choice for the form

functions is necessary. In the simplest choice, equivalent to Munro’s original version of the

FEM, they are piecewise linear functions which are joined together continuously at the

nodes. Even the first-order derivatives are then discontinuous on the grid lines, however.

With an alteration of the numbering, the form function corresponding to an arbitrary

internal node 0 is sketched in Fig. 12.2A and B. It is nonzero only in the configuration

shown, consisting of n5 6 triangles with the common node 0, and there it is a pyramid of

unit height. It is defined in one particular subdomain (i5 1), see Fig. 12.3, by

f012ðz; rÞ5
z1r2 2 z2r1 1 zðr1 2 r2Þ1 rðz2 2 z1Þ
z1r2 2 z2r11 z0ðr1 2 r2Þ1 r0ðz22 z1Þ

(12.12a)

(5) (4)

(6)

(0)

(A) (B)

(3)

(2)

z

z

r

r

f

(1)

Figure 12.2
(A) Hexagonal configuration (n5 6) of nearest neighbours of an arbitrary internal node 0.

(B) Perspective view of the corresponding linear form function; outside the hexagonal domain,
this function vanishes.

r

r0
rci

zci
0

(0)

z

di+1

(i+1)

(i)

Ci

di

Figure 12.3
Notation for one of the triangular elements of which the hexagonal configuration of Fig. 12.2
is composed; dj5 rj2 r0 (j5 i, i1 1) denote the side vectors and Ci the centroid. In the text,

the area is denoted by ai.
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which assumes the nodal values

f012ðz0; r0Þ5 1; f012ðz1; r1Þ5 f012ðz2; r2Þ5 0 (12.12b)

Linear functions of this type are said to be barycentric.

The remaining calculation is elementary but very lengthy. We have to differentiate the

linear form functions, substitute these into Eqs (12.9) and (12.10) and then integrate. In

this context some simplifying assumptions are necessary, essentially concerning the

factors ν(β) and j(z, r). In order to facilitate the integration, these factors are assumed to

be piecewise linear or even piecewise constant functions. The results of these

considerations will be given at the end of Section 12.2, since we need the notation

introduced there.

12.2 Formulation for Self-adjoint Elliptic Equations

A variational principle is certainly a very common starting point but is not the only possible

one. The following method is equivalent to it but can be made more general so that it

remains applicable in cases where no variational principle is known.

We now regard (z, r) as quasi-Cartesian coordinates in a meridional plane and consider a

self-adjoint elliptic differential equation of the form

@

@z

�
P
@Ψ
@z

�
1

@

@r

�
P
@Ψ
@r

�
1Qðz; rÞ5 0 (12.13)

P5P(z, r) being a positive coefficient function. As in Eq. (12.5), we expand the potential

Ψ in terms of form functions:

Ψðz; rÞ5
XM
k51

Ψkfkðz; rÞ (12.14)

Here M is the total number of nodes; the numbering can always be chosen so that i5 1 . . . N
refer to internal nodes, while j5N 1 1 . . . M refer to boundary nodes. In Dirichlet

problems, the boundary values ΨN11 . . . ΨM are kept fixed. Substituting this in Eq. (12.13),

multiplying throughout by fi(z, r), i5 1 . . . N, and integrating over the whole domain S of

solution, we find

ðð
S

"X
k

Ψkfi
@

@z
ðPfkjzÞ1

@

@r
ðPfkjrÞ

� �
1Qfi

#
dz dr5 0
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With the necessary continuity conditions, integration by parts now leads to

ðð
S

(
2

X
k

PΨkðfijzfkjz1 fijrfkjrÞ1Qfi

)
dz dr1

þ
@S
PΨkfiðnzfkjz1 nrfkjrÞ ds5 0; i5 1. . .N

nz, nr denoting the cylindrical components of the outward-directed boundary normal.

The contour integral vanishes, since the form functions referring to inner nodes must vanish

at the boundary in the case of a Dirichlet problem. Introducing the arrays

Gi;kðz; rÞ5 fijzfkjz1 fijrfkjr 5rfiUrfk (12.15a)

Pi;k 5

ðð
S

Pðz; rÞGi;kðz; rÞ dz dr (12.15b)

Qi5

ðð
S

Qðz; rÞfiðz; rÞ dz dr (12.16)

we obtain the finite-element equations

XN
k51

Pi;kΨk 5Qi; i5 1. . .N (12.17)

which are identical with those obtained by evaluating the corresponding variational

principle. From the latter, it might be concluded that Eq. (12.17) with (12.15b) remains

valid even when the normal derivatives of the form functions are discontinuous at the

grid lines, but this is not always true. In Eq. (12.17) the contributions of the boundary

values to the inhomogeneity are incorporated on the left-hand side, as the summation

covers all the nodes.

The matrix elements (12.15a) are considerably simpler than (12.6), as they are scalar

products. Consequently, the results of the discretization using linear form functions can be

cast into a fairly simple explicit form. Assuming that P(z, r) and Q(z, r) are constant and

refer to the centroid Ci in each triangular element, we find, after some lengthy elementary

calculations, for a configuration of n triangular elements with common node 0 like that

shown in Fig. 12.2:

Ψ0

Xn
i51

Pciðdi112diÞ2=ai5
Xn
i51

1

ai

"
Pci

(
d2i Ψ i111 d2i11Ψ i2 diUdi11ðΨ i1Ψ i11Þ

)
1

4

3

Xn
i51

aiQci

#

(12.18)
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Here the notation of Figs 12.2 and 12.3 has been adopted; it is cyclic in the sense that

di1n5 di, Ψ i1n5Ψ i; ai is the area of the element with the side vectors di and di11.

This theory can be applied to the field in round magnetic lenses. The potential Ψ is then to

be identified with the flux function Ψ5 2πrA, introduced in Section 6.4, and (12.13) must

be identified with the flux equation arising from Eq. (6.33):

@

@z

� ν
r

@Ψ
@z

�
1

@

@r

� ν
r

@Ψ
@r

�
52 2πjðz; rÞ (12.19)

The coefficients are hence

Pðz; rÞ5 νðz; rÞ=r; Qðz; rÞ5 2π jðz; rÞ (12.20)

The differential equation and the corresponding finite-element discretization remain

applicable even in the nonlinear case; we then have ν5 ν(β) with

β5 jBj2 5 1

4π2r2

�
Ψ2
jz1Ψ2

jr
�
5

1

4π2r2

X
i

X
k

Ψ iΨkGi;k (12.21)

In the vicinity of the optic axis at least, quadratic form functions are necessary, since we

know that Ψ ~ r2 in the paraxial domain. Recalling that Ψ must vanish at the outer

boundary and at the axis, we perceive that all the summations run only over the internal

nodes (i5 1 . . . N), as in Section 12.1.

We now state briefly the corresponding formulae for the vector potential, which result from

the considerations in Section 12.1. Although not identical with Munro’s formulae, they are

equivalent to them.

Again adopting the notation introduced in Fig. 12.3, we find for the value of β at the centroid1 Ci

βci5
1

4a2i

�
di11ðA02AiÞ1diðAi112A0Þ1siðA01Ai1Ai11Þ

	2

with an additional shift

si5
2ai

3rci
iz

Then with νci :¼ ν(βci) and jci5 j(zci, rci), both referring to the centroid Ci of the element

with label i, we obtain

1The centroid, also known as the centre-of-mass, is the point of intersection of the lines joining a vertex to the

mid-point of the side facing the vertex.
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A0

Xn
i51

rciνci
ai

ðdi112di1siÞ22
4

3

Xn
i51

rciaijci5
Xn
i51

rciνci
ai

n
Aiðdi112siÞ2Ai11ðdi1siÞ

o
Uðdi112di1siÞ

(12.22)

Apart from different material coefficients, the essential difference between Eqs (12.22) and

(12.18) lies in the appearance of the shift si which results from the term A/r in Eq. (12.4).

Another interesting application of the FEM to magnetic lenses is the calculation of

magnetic circuits made of anisotropic material. In this case the reluctance ν(β) is to be

replaced by a symmetric tensor. Its components depend directly on the position r as a

consequence of the variable crystallographic orientation in the material and indirectly due

to saturation effects. Such calculations are extremely complicated; nevertheless, magnetic

circuits with anisotropic material can be advantageous. Balladore et al. (1981, 1984) have

shown that the size and weight of the yoke can be appreciably reduced in this way. Other

formulations of the FEM that are used to study electron lenses, deflection units and

multipoles are described in Section 12.4. Determination of the field functions for both

electron lenses and deflectors is described by Zhu et al. (1996).

12.3 Solution of the Finite-Element Equations

In the case of linear (unsaturated) media, the matrix elements Li,k in Eq. (12.11) and Pik

in Eq. (12.17) are constants; the corresponding systems of equations are therefore linear

and can be solved by means of standard techniques. It is usual to employ direct solution

techniques, in which case it is desirable to make use of an ordering that minimizes the

bandwidth of the corresponding sparse matrix. These techniques cannot be outlined here;

the reader is referred to the corresponding literature (Cuthill and McKee, 1969; Gibbs

et al., 1976; Duff, 1977). A very fast iterative procedure using the preconditioned or

incomplete Cholesky conjugate-gradient (ICCG) method (Meijerink and van der Vorst,

1977) has been developed by Lencová and Lenc (1984, 1986) and this is now the

standard technique.

Eq. (12.18) has already been cast into a form which is suitable for iterative techniques such

as SOR and SLOR. These are efficient if the coefficients in Eq. (12.18), referring to each

internal node (0), are computed once and for all at the beginning and then stored. In the

absence of source terms Qci and with n5 6, the total memory requirement is 7 N.

When saturation or other nonlinear effects are present, the situation becomes more

complicated, as Eqs (12.11) and (12.17) are now nonlinear systems of equations:

iterative procedures are unavoidable. Direct techniques must be combined with

Newton’s iterative procedure (Munro, 1973). When the SOR is employed, a quasi-

linearization is necessary; Eqs (12.11) and (12.17) already have the appropriate form if
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ν(β) is first treated as a linear coefficient during each iteration over the field and then

recalculated before the next cycle according to Eq. (12.2) together with (12.7) or

(12.21). A mesh designed for highly saturated lenses has been devised by Podbrdský

and Krivanek (1988). The use of the FEM to study permanent-magnet lenses is

discussed by Kamminga (1975).

12.4 Improvement of the Finite-Element Method

12.4.1 Introduction

The form of the FEM presented above is only the very simplest version. We have chosen it

in order to display the basic ideas clearly. The FEM can, of course, be improved in many

ways. The corresponding theory has been developed in so much detail that it is impossible

to treat it adequately here. It is even impossible to present a complete list of references.

We must confine our considerations to some essential points.

The linear form functions given by Eq. (12.12) are those of the lowest permissible order.

For the azimuthal component of the vector potential A(z, r) such a choice is reasonable,

since in the most important, paraxial domain the function A(z, r) is proportional to r. There

are also presentations of the FEM in which a linear approximation is made for scalar

potentials (Munro, 1973) and flux functions (Bonjour, 1980). This was clearly a locally

very inaccurate approximation, criticized by Kasper and Lenz (1980), who showed that the

FEM is then less accurate than the FDM, at least in the paraxial domain. This weakness is

avoided by modifying the finite-element equations for elements close to the axis or by

using higher order approximations for the potential. The corresponding theory has been

presented by Konrad and Silvester (1973). It is then necessary to introduce additional points

of reference along the mesh lines of the grid and also in the interior of the elements (see

Fig. 12.4). The values of the potentials at these additional points are unknown. The rank of

the system of finite-element equations and, of course, the complexity of its structure

r

z

Figure 12.4
Configuration of finite elements and reference points to be used in a third-order approximation.
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increase accordingly but a gain in accuracy may be achieved. The second-order finite-

element method is presented in Section 12.4.3.

A second important aspect is the appropriate choice of the grid. In practice it is

unreasonable to require the user of a program to choose every node individually.

Suitable algorithms for the automatic generation of the grid have been proposed by

Winslow (1967) and Munro (1973). Whether these algorithms work efficiently or not

depends essentially on the shape of the boundary in question. More recently, Hermeline

(1982) proposed a new method, which works well but is highly sophisticated. The user of a

commercial finite-element program is supplied with a method for generating the grid, but

setting up one’s own program will generally be very laborious. The benefits of graded

meshes are emphasized by Lencová (1995b). Khursheed has shown that ‘conformal’, nearly

square meshes are superior to nearly rectangular meshes when very different dimensions are

involved, in electron guns for example (1997a,b). This choice of mesh is incorporated in

Khursheed’s KEOS package. Adaptive mesh generation for gun studies is explained at

length by Xia and Broers (1995).

A third aspect of the FEM � and indeed of the FDM � is the need to confine the spatial

extension of the grid. Very often the fringe-fields of a particular configuration spread out

over a much larger region than can be covered by the grid. In order to keep the error

introduced by cutting off the field at the boundary of the grid sufficiently small, the size of

the grid must often be very large. This drawback of the FEM can be removed by the

introduction of additional infinite elements. The trial functions for the potential, to be

evaluated in such elements, must be consistent with the asymptotic form of the real

potential. Such infinite elements have been proposed by Bettess (1977) and their use in

electron optics has been investigated by Lencová and Lenc (1982, 1984). However, it is

now possible to use such a large number of meshes that such special precautions are often

no longer necessary.

The problem of computing field strengths, which requires sophisticated interpolation

routines, will be discussed in Chapter 13, Field-Interpolation Techniques; it also arises in

connection with the use of differential algebra in Section 34.8.

12.4.2 Alternative Formulations

The foregoing general presentation is indispensable when a novel configuration is to be

studied. We now examine in more detail its application to the common elements of electron

optics: round lenses, multipoles and deflection units. We first reconsider the first-order

finite-element method (FOFEM) for magnetic lenses. In Munro’s original work, the value

of the integrand Eq. (6.13 or 12.3) was taken at the centroid of each triangular element.
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However, other choices have been examined by Lencová and Lenc (1986), who found that

the accuracy is improved by taking the average of the values at the midpoints of the sides of

the triangle (Fig. 12.5). Related versions of the FOFEM also have advantages. Use of P :¼
2 A/r instead of A in the energy functional (12.3) has the attraction that, close to the optic

axis, P(r) � B(z) 2
1

8
r2B00ðzÞ 1 . . . The functional can then be evaluated in terms of (r, z) or

of (r2, z). Another formulation was proposed by Lencová and Lenc (1992), designed to treat

correctly the boundary between materials of different permeability, such as the yoke and

polepieces of a magnetic lens. For the components of the magnetic flux B, they use

Bz5
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jcijri
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i

biAiX
i

ciriX
i

bizi5
X
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A further possibility is to replace A by the flux Ψ5 2πrA, which we met at the end of

Section 12.2.

For all these slightly different approaches, the energy stored in an element of the mesh can

be written as

ΔW 5
πðk1 1Þ

6

X3
i51

�
2JFkpi1

Fk

2D2
kμ

X3
j51

qijVj

�
Vi

where J denotes the current density in any triangle.

Figure 12.5
Midpoints of sides for a finite-element calculation.
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When (r, z) is used, k5 1; for (r2, z), k5 2. F1 5 rs1D1 F25D2. The geometrical

quantities pi and qij are listed in Table 12.1 for the various choices. The other quantities

appearing in this Table are as follows:

rs1 5 r1 1 r2 1 r3

rs2 5 r21 1 r22 1 r23 1 r1r2 1 r1r31 r2r3

rs3 5 r31 1 r32 1 r33 1 r21r2 1 r21r31 r1r
2
2 1 r1r

2
3 1 r22r3 1 r2r

2
3 1 r1r2r3

ui5 r2i

us1 5 u1 1 u2 1 u3

us2 5 u21 1 u22 1 u231 u1u21 u1u31 u2u3

b1 5 r2 2 r3 b2 5 r3 2 r1 b35 r12 r2

c1 5 z3 2 z2 c2 5 z1 2 z3 c35 z22 z1

d1 5 u2 2 u3 d25 u32 u1 d3 5 u1 2 u2

D1 5 b1c2 2 b2c1 D2 5 d1c2 2 d2c1 d5D1=rs1

ei5
D1jcij

r1jc1j1 r2jc2j1 r3jc3j
fi5 rs2 1 riðri1 rs1Þ

rij5
1

ri1 rj
if ri1 rj 6¼ 0; otherwise rij5 0

uij5
1

ui1 uj
if ui1 uj 6¼ 0; otherwise uij5 0

ξ5 5=8 if two vertices of the triangle are on the axis; otherwise ξ5 0

The errors associated with each of these formulations are analysed by Lencová and Lenc

(1996a,b) and Lencová (1999), who conclude that B (midpoints of sides) and P1 give good

results when B(z) is required, especially when a fine graded mesh is adopted. For exact ray

tracing, however, C or P2 is better.

Table 12.1: Values of the coefficients of pi and qij appearing in the expression for the

stored energy

Method pi qij

A (centroid) rs1/3 bibj1 (ci1 d)(cj1 d)
B (midpoints of sides) (rs11 ri)/4 bibj1 (ci1 d)(cj1 d)2 d21 d2rs1{(12 δij)rij1 δij(ril1 rjl)}
C (rs11 ri)/4 bibj1 (ci1 ei)(cj1 ej)
P1 (r, z) fi/20 3rs3(ξbibj1 cicj)/rs11 2d(cifj1 cjfi)1 2dD1(11 δij)(ri1 rj1 rs1)
P2 (r

2, z) ri/6 [us1didj1 2us2cicj1 {(us11 ui)cj1 (us11 uj)ci}D21 (11 δij)D2
2]/12

Ψ 1/6πrj {(u121 u231 u13)didj/61 cicj}/π2
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12.4.3 First- and Second-Order Finite-Element Methods (FOFEM and SOFEM)

The advantages of using second-order “isoparametric” finite elements with nine nodes

instead the triangular elements with linear variation of potential have been assessed by Zhu

and Munro (1989, 1995) and the second-order version is routinely used in some of the

commercial program suites of Munro’s Electron Beam Software (MEBS).

First, the region enclosed by electrodes or magnetic material is divided into large

quadrilateral regions, which may have curved sides; some of the latter will coincide with the

physical boundaries. These quadrilateral regions are regarded as Coonsu patches (Fig. 12.6)

rðp; qÞ5 ð12 qÞR1ðpÞ1 qR3ðpÞ1 ð12 pÞR2ðqÞ1 pR4ðqÞ
2 ð12 pÞð12 qÞR1ð0Þ2 ð12 pÞqR3ð0Þ2 pð12 qÞR1ð1Þ2 pqR3ð1Þ

where rðp; qÞ is the position vector at a point (p, q) inside or on the perimeter of the patch.

A finer quadrilateral mesh is then generated by plotting lines of constant p and q, as shown

in Fig. 12.7. The resulting quadrilaterals are now the finite elements, which have nine nodes

and still have curved boundaries. This is not convenient for the subsequent calculations and

the quadrilaterals are therefore mapped to rectangles (Fig. 12.8A)
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X2
i50

X2
j50

rijαiðuÞαjðυÞ
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X2
j50
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R3 (p)
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Figure 12.6
Notation for a linear Coonsu patch.
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in which zij and rij denote the coordinates at the nine nodes and Φij denotes the potential in

the electrostatic case. The functions α0; α1; α2 are the quadratic Lagrange functions

α0ðxÞ5
xðx2 1Þ

2
; α1ðxÞ52 ðx2 1Þðx1 1Þ; α2ðxÞ5

xðx1 1Þ
2

in which x may represent u or υ (Fig. 12.8B).

Minimization of the functional proceeds as before, yielding a set of linear equations for the

values of the potential. These are then solved by Gaussian elimination or preferably by the

incomplete Cholesky conjugate-gradient (ICCG) method. These equations are more

complicated than in the first-order case, as nodes on the boundaries between two finite

elements and those at the point of intersection of four finite elements require special attention.

We note that the relative merits of the first- and second-order finite-element methods have

excited considerable discussion, Munro and colleagues arguing in favour of the SOFEM

while Lencová prefers the first-order method. With the large storage capacity and greatly
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Figure 12.8
(A) Mapping of a curvilinear element into a square element. (B) The Lagrange functions. After

Munro (1997), Courtesy: Taylor & Francis.

Figure 12.7
Fine quadrilateral mesh covering an electrostatic lens. Courtesy J. Rouse.
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increased speed of modern computers, the accuracy of the SOFEM can now be rivalled by

increasing the number of elements employed in the FOFEM without any unacceptable

increase in computing time.

12.5 Comparison and Combination of Different Methods

In Chapters 10�12, we have dealt with three major methods of calculating potentials, the

BEM, the FDM and the FEM. The question that now arises is, which one should be

preferred in a given case. The answer depends on the details of the particular problem to be

solved.

In all cases in which a one-dimensional linear integral equation can be derived, the BEM is

the most advantageous means of obtaining a solution. The necessary discretization can be

easily fitted to arbitrary boundaries, regardless of whether these are curved or piecewise

straight with sharp edges. Even extreme differences in the dimensions of boundaries, as in

field-emission electron guns, for example, are no obstacle to this method. There is no need

to cut off fringe-fields, as theoretically the domain of solution is the whole space. With a

comparatively modest memory capacity, high accuracy can be achieved. The linear system

of equations to be solved is well-conditioned and can hence be solved directly by means of

a simple Gaussian elimination without any pivoting. After determining the appropriate

surface-source distributions, the analytic expressions for the field strength can be evaluated

at any point of reference. In principle, there is no need for additional interpolation and

numerical differentiation techniques, though these may be helpful in some cases.

The same conclusions hold when the two-dimensional BEM is applied to three-dimensional

boundary-value problems (Section 10.4). Of course, this method is then more complicated

than the one-dimensional BEM, but this is an inevitable consequence of the greater

complexity of the problem to be solved; alternative methods such as the FDM and the FEM

will also become more complicated.

The FDM is suitable only when a regular grid fits the boundary, since the inclusion of

irregularities, though quite elementary, is very tedious. Since highly regular domains of

solution are very rare, the FDM is not advantageous, in electron optics at least, unless the

improvements outlined in Sections 11.5.2 and 11.5.3 are incorporated. It is, as we have

already noted, used in the program SIMION, where the use of multiple grids is current.

The FEM is theoretically applicable to any kind of boundary-value problem, even in three

dimensions. This method is certainly very effective if a highly perfected and tested program

package is available but if this is not the case, we should prefer the BEM, since the latter

can be easily programmed by a single scientist, at least in the one-dimensional version.

When saturation effects become important in ferromagnetic materials, however, the FEM is

definitely the best choice.
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Systematic comparisons of the FDM, FEM and BEM were made several years ago by

Cubric et al. (1997, 2D problems; 1999, 3D problems). At that time, the BEM outperformed

the other two methods but with later hardware developments, the FEM may well have

narrowed or even closed the gap. Furthermore, the measures of performance used at that

date would not necessarily be adopted today. The commercial software proposed by MEBS

and SPOC rely largely on the finite-element method, with occasional use of the finite-

difference method. The CPO programs (Read), on the other hand, use the boundary-element

method. In the light of all this, no clear-cut preference emerges � the differences between

the methods are insignificant with the performance of modern computers.

Several combinations of the different methods of field calculation have been investigated,

and one has already been outlined in Section 11.4.3. In electron optics this possibility has

been found valuable for field computation in field-emission electron guns (see Part IX).

More generally, the combination of different methods for the solution of Dirichlet problems

in electrostatics has been investigated by Schaefer (1982, 1983), who has proved quite

generally that iterative solutions of Dirichlet problems in two and more overlapping

domains converge. He has developed a suitable technique for the solution of such problems,

which he calls Schwarz’s alternating method. Though this method can be very powerful, we

cannot devote space to it here. Unfortunately, this method does not work for problems with

interface conditions or for nonlinear problems, where a suitable coupling of different

methods is particularly interesting. In these cases a combination of the FEM with the BEM

is possible, as has been proposed by McDonald and Wexler (1972) and McDonald et al.

(1973) and by Lencová and Lenc (1982, 1984). This last paper gives very full details of the

theory and programming of the procedure for a Mulvey lens similar to that shown in

Fig. 12.9. A similar method has been proposed by Kasper (1984a,b); we now outline

this briefly.

A typical example of the application of a hybrid method is presented in Fig. 12.9, which

shows a half-axial section through an open magnetic lens. Owing to this open structure the

magnetic fringe-field extends so far that it becomes somewhat impractical to apply the

FEM in the vacuum domain V. On the other hand, the saturation effects in the polepieces

make the application of Scherle’s method impossible. We hence apply the FEM only to the

polepieces and use the BEM in the outer domain.

The finite-element equations can be solved if the boundary values of A(z, r) at the surface

contour C are known. Then by means of suitable interpolation techniques the normal

derivative (@A/@n)i on the inner side can be determined. When this has been done, we also

know the normal derivative (@A/@n)υ on the vacuum side from

1

μi

� @Â

@n

�
i
5

1

μ0

� @Â

@n

�
υ
; Â :¼ rA (12.23)
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Figure 12.9
(A) Upper half of a meridional section through an open, round, magnetic lens with a

ferromagnetic core and a rectangular distribution of windings. Only the interior of the yoke is
discretized by a triangular-mesh grid. (B) Axial field strength for an excitation of 18000 A-turns.



We can now solve the integral equation

1

2
AðuÞ5

þ
C

(
Aðu0Þ @G1

@n0
2G1ðu; u0Þ

�@A
@n0

�
υ

)
r0ds0 1μ0

ð
V

G1ðu; u0Þjðu0Þ r0dr0dz0 (12.24)

in which we have written u5 (z, r), uu5 (zu, ru) and G1 is defined by (9.21) with m5 1.

When the whole system of coupled equations has been solved iteratively, we have the

appropriate solution in the partly saturated iron together with an unbounded and smooth

vacuum field. Thus the drawbacks of using each of the individual methods separately have

been circumvented.

We repeat that the need for such a hybrid method has almost vanished, given the

capabilities of modern computers. Nevertheless, Kubo et al. (2017) have used at once the

finite-element method (EOD) and the finite-difference method (SIMION) to model the

optics of the entire column of a transmission electron microscope, a Hitachi In-situ

Interferometry TEM (I2TEM), which includes a biprism and a CEOS aberration corrector

(See Chapter 41, Aberration Correction). EOD was needed to model the magnetic lens

properties, where SIMION could not compete. An example of the results is illustrated in

Fig. 12.10. The splitting convergent-beam mode (Houdellier et al., 2015), in which a

biprism is employed, was also simulated as an example of the flexibility of the procedure.

12.6 Deflection Units and Multipoles

The finite-element method can be used to study these nonrotationally symmetric elements;

some familiarity with the contents of Chapters 32 and 33, Paraxial Properties of Deflection

Systems and The Aberrations of Deflection Systems, is assumed.

The finite-element method was first used to calculate the properties of deflectors by Munro

and Chu (1982), who considered toroidal deflectors and saddle-coil deflectors on a

cylindrical former. This work was extended by Lencová et al. (1989) who included the

possibility of using a conical former and introduced a modified form of the energy

functional. We seek a solution of the form

H5rχ1F J5 curl F (12.25)

where χ is the magnetostatic potential, χ52W/μ (7.41, 7.42) and J is the current density

in the coil windings. We shall need to compute several harmonics of the field, which makes

it preferable to replace χ by a new function Ψ:

χðr; z;ϕÞ5
X
m odd

χmðr; zÞcos mϕ

¼:
X
m odd

rmΨmcos mϕ
(12.26)
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Figure 12.10
Electron trajectories in the I2TEM. The trajectories have been considerably expanded laterally. The
aberration corrector, situated between the objective lens and the first intermediate lens (I1) is not

included in this simulation. I: intermediate lens; P: projector lens.
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The boundary condition on the optic axis, χð0; z;ϕÞ5 0; is replaced by the Neumann

boundary condition @Ψm=@r5 0.

The vector function F is zero everywhere outside the windings and can be chosen to be

directed along the normal to the surface of the zone enclosed by the conducting wires.

It has a slightly different form for the two coil configurations but a unified expression can

be generated (Lencová et al., 1989). For toroidal coils, only the component Fϕ is needed.

This is first rewritten as

Fϕðr; z;ϕÞ5
gðr; zÞf ðϕÞ

r
(12.27)

after which the loading function f(ϕ) is expanded as a Fourier series:

f ðϕÞ5
X
m odd

fmsin mϕ

5
X
m odd

4πNI
π

sin ϕcsin mϕ
(12.28)

The function g(r, z) characterizes the location of the windings:

gðr; zÞ5 1 inside the windings

gðr; zÞ5 0 elsewhere
(12.29)

The angle between the planes containing the windings is denoted by ϕc.

For saddle coils, the loading function is expanded as

f ðϕÞ5
X
m odd

fmcos mϕ

5
X
m odd

4πNI
πmt

sin mϕccos mϕ
(12.30)

where the current is assumed to flow through a small zone of thickness t. The angle ϕc is

now defined by the shape of the coil (Fig. 12.11A). The components of J are given by

Jr 5
1

r

@Fz

@ϕ
; Jz52

1

r

@Fr

@ϕ
; Jϕ 5

@Fr

@z
2

@Fz

@r
(12.31)

We find

Fr 5 gðr; zÞf ðϕÞcos α Fz52 gðr; zÞf ðϕÞsin α (12.32)
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in which α5 0 for cylindrical coils and α5π/2 for flat coils. (The case in which α varies

with z can also be included but is not considered here.)

Before replacement of χ by Ψ, the components of the energy functional (here denoted by U

to prevent confusion with the magnetic scalar potential) take the form

Um5
πμ
2

ðð(�
@χm

@r
1a1gfm

�2

1

�
@χm

@z
1a2gfm

�2

1

�
2
mχm

r
1a3gfm

�2
)
rdrdz (12.33)

Odd m, saddle coils: fm5 4NIsin mϕc=πmt

Odd m, toroidal coils: fm5 4NIsin mϕc=π

(For even values of m, the values of fm are twice these.)

For saddle coils, a1 5 cos α; a2 52 sin α; a35 0

For toroidal coils, a15 0; a2 5 0; a35 1

On replacing χ by Ψ, Um becomes

Um5
πμ
2

ðL2R1AÞ (12.34)

in which

L5

ðð
r2m

(
r
�@Ψm

@r

�2
1 r

�@Ψm

@z

�2
1 2mΨm

@Ψm

@r
1 2m2 Ψ

2
m

r

)
drdz

R52 2gfm

ðð
rm

(
a1

�
r
@Ψm

@r
1mΨm

�
1 a2r

@Ψm

@z
2 a3mΨm

)
drdz

(12.35)

(A has no effect on the subsequent theory). The integration is taken over the triangular

elements (Fig. 12.11A and B).

Figure 12.11
Geometry of toroidal (a) and tapered saddle (b) coils used in electron beam deflection.
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The calculation now follows the same lines as that for round lenses. We give the essential

steps without comment. Linear shape functions, ψ(r, z)5 f1 gz1 hr, are employed, with

f 5

P
diψi

D
; g5

P
biψi

D
; h5

P
ciψi

D
(12.36)

where ψi denote the values of Ψm at the vertices of each triangle, the area of which is D/2.

d1 5 z2r32 z3r2; b1 5 r2 2 r3; c1 5 z3 2 z2; etc (12.37)

In order to evaluate L and R (Eq. 12.35), the following formulae, derived by Lencová et al,

are required: ðð
rndrdz5

D

ðn1 1Þðn1 2ÞRðnÞðð
rnψdrdz5

D

ðn1 1Þðn1 2Þðn1 3Þ
X
i

TiðnÞψiðð
rnψ2drdz5

D

ðn1 1Þðn1 2Þðn1 3Þðn1 4Þ TijðnÞψiψj

(12.38)

in which the integration is again taken over each triangle and

RðnÞ5
Xn
k50

Xn2k

l50

rk1r
l
2r

n2k2l
3

TiðnÞ5
Xn
k50

Xn2k

l50

ðk1 1Þrki rlprn2k2l
q ; p 6¼ i; q 6¼ i; p; Tið0Þ5 1

TijðnÞ5
Xn
k50

Xn2k

l50

ðk1 1Þðl1 1Þrki rljrn2k21
p ; j 6¼ i; p 6¼ i; j

TiiðnÞ5
Xn
k50

Xn2k

l50

ðk1 2Þðl1 1Þrki rlprn2k21
q ; p 6¼ i; q 6¼ i; p

(12.39)

Minimization of Um leads to the following expression for each triangle:

fij5
μ
D
ðbibj1 cicjÞRð2m1 1Þ1μ

m

2m1 1
ciTjð2mÞ1 ciTjð2mÞ1DTijð2m2 1Þ (12.40)

and these enable us to build the matrix characterizing the set of linear equations for ψ. On
the right-hand side, we have

gi52 2μfgm
2m1 3

ðm1 2Þðm1 3Þ


a1
�ðm1 1ÞciRðm1 1Þ1mDTiðmÞ

	
1 a2ðm1 1ÞbiRðm1 1Þ2 a3Dðm1 3ÞTiðm2 1Þ� (12.41)
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R(n), Ti(n) and Tij(n) can be easily evaluated with the aid of the following recursion rules:

RðnÞ5 r1Rðn2 1Þ1 SðnÞ; Rð1Þ5 r1 1 r2 1 r3
TiðnÞ5 riTiðn2 1Þ1RðnÞ; Tið1Þ5 ri1 r11 r21 r3
TiiðnÞ5 riTiiðn2 1Þ1 2TiðnÞ; Tiið1Þ5 4ri1 2ðr1 1 r2 1 r3Þ
TijðnÞ5 rjTijðn2 1Þ1 TiðnÞ; Tijð1Þ5 ri1 rj1 r1 1 r2 1 r3

(12.42a)

where

SðnÞ5 r2Sðn2 1Þ1 rn3 ; Sð1Þ5 r2 1 r3 (12.42b)

The fact that the expansion of Ψm has no linear term renders the linear shape function

unsuitable. For triangles with two vertices on the axis, fij should be replaced by

f ij5 fij2
μ
D

2m1 1

4ðm1 1Þ bibjRð2m1 1Þ (12.43)

(Lencová et al, 1989; Lencová and Lenc, 1996b).

We shall not devote a separate section to multipoles. The essential point to remember is

that the appropriate power of r should be removed before calculating the harmonics.

The imperfections of construction or alignment that give rise to parasitic aberrations have

also been studied in depth. Since more than one method has been employed, we postpone

discussion of this to Section 31.3.

12.7 Related Work

We have cited only a small selection of the many papers on the finite-element method.

The following are also of direct relevance: Aiming and Khursheed (1999), Barth et al.

(1990), Edgcombe (1997, 1999), Elster et al. (2008), Hodkinson and Tahir (1995),

Horák and Zlámal (2015), Jánský et al. (2008, 2009), Khursheed (1994, 1996, 1997a,b),

Khursheed and Dinnis (1989), Khursheed and Pei (1996), Lenc and Lencová (1997),

Lencová (1975, 1980, 1988a,b, 1994, 1995a,b, 1996, 1998, 2002a,b. 2003, 2004a,b),

Lencová and Lenc (2004), Lencová et al. (1996), Mulvey and Nasr (1981), Munro (1993),

Park et al. (2008), Radlička (2008), Tahir (1985), Tahir and Mulvey (1990) and Tahir et al.

(1993).
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CHAPTER 13

Field-Interpolation Techniques

The finite-difference and the finite-element methods yield the values of a potential at the

nodes of a discrete grid. This is only the first step in a full field calculation, since the

computation of electron trajectories requires a knowledge of the field strength at arbitrary

points in the field. This implies that suitable techniques for interpolation and numerical

differentiation will be required.

The application of predictor-corrector methods to the computation of trajectories requires

that the field strength be a smooth function, especially on the grid lines separating two

adjacent meshes. With respect to the FDM, this problem has been solved satisfactorily.

Calculation of field strengths with the accuracy needed for ray tracing requires an elaborate

interpolation procedure. An example of a particularly difficult case is described by Kang

et al. (2007, 2009, 2010) in their work on differential algebra.

The boundary-element method has the advantage that the field strength can be computed as

a continuous superposition of analytic functions once the surface-source distributions have

been determined.

13.1 One-Dimensional Differentiation and Interpolation

Numerical differentiation and interpolation in one dimension are the basis for all the

corresponding procedures in two and three dimensions. Moreover they are of immediate

importance in electron optics, since a knowledge of the axial potential and of its derivatives

is sufficient for the determination of most electron optical properties.

We consider here an arbitrary analytical function Y(z), which may be an axial potential, an

axial deflection field strength or any other function of interest. Let us assume now that only

the discrete values

Yi :¼ YðziÞ; i5 0. . . N; ðzi. zi21Þ (13.1)

are known. They may, for instance, result from a field calculation program using the FDM

or the FEM. We now wish to calculate Y(z) and some of its derivatives for arbitrary values

of z with z0# z# zN.
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This is a standard problem in numerical analysis and a wide variety of methods has been

devised to solve it but not all of these are suitable. If problems are not to arise in ray-

tracing programs (see Chapter 34: Numerical Calculation of Trajectories, Paraxial

Properties and Aberrations), all the required derivatives of Y(z) must be continuous at z0 . . .
zN. Most of the familiar interpolation techniques do not satisfy this requirement, and the

best technique proves to be Hermite interpolation, which will now be outlined.

13.1.1 Hermite Interpolation

We assume for the moment that the derivatives Yu and Yv at z0 . . . zN are known; their

determination will be discussed further below. We can then apply cubic or quintic Hermite

interpolation. In each interval zi�1# z# zi (i5 1 . . . N), cubic interpolation is described by

hi :¼ zi2 zi21; t :¼ ð2z2 zi2 zi21Þ=hi;
��t��# 1 (13.2)

f1;2ðtÞ5
1

4
ð273t6 t3Þ; g1;2ðtÞ5

1

8
ðt37t22 t6 1Þ (13.3)

YðzÞ5 Yi21f1ðtÞ1 Yif2ðtÞ1 hiY
0
i21g1ðtÞ1 Y 0

ig2ðtÞ (13.4)

while quintic interpolation is given by Eqs (13.2) and (13.3) in combination with

F1;2ðtÞ5
1

2
ð17tÞ7 t

16
ð72 10t21 3t4Þ

G1;2ðtÞ52
t

32
ð72 10t21 3t4Þ6 1

32
ð52 6t21 t4Þ

(13.5)

H1;2ðtÞ5
1

64
ð12t2Þ2ð17tÞ

YðzÞ5 Yi21F1ðtÞ1 YiF2ðtÞ1 hi

n
Y 0
i21G1ðtÞ1 Y 0

iG2ðtÞ
o

1 h2i

n
Y 00
i21H1ðtÞ1 Y }

i H2ðtÞ
o

(13.6)

The form functions f1,2(t), g1,2(t) or F1,2(t), G1,2(t), H1,2(t), respectively, are defined in such

a way that Y(z) and certain of its derivatives assume the prescribed values at zi and zi�1.

Since each internal endpoint zi is common to the intervals [zi�1, zi] and [zi, zi11], Y(z) and

Yu(z) are continuous in the cubic Hermite procedure, while the quintic procedure also

ensures the continuity of Y”(z).

13.1.2 Cubic Splines

The formulae given above require that the derivatives at z0 . . . zN have been calculated and

stored prior to the actual interpolation. We now discuss the determination of these
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derivatives. The cubic spline technique (13.3�13.4) is very convenient and is in widespread

use. Cubic spline functions are Hermite interpolation functions (13.4) that remain

continuous after two differentiations. This requirement imposes conditions on Yu0 . . . YuN,
which can be cast into the form of a tridiagonal system of equations. With the abbreviation

ki5 hi
21, this is given by

kiY
0
i211 2ðki1 ki11ÞY 0

i 1 ki11Y
0
i11

5 3k2i ðYi2 Yi21Þ1 3k2i11ðYi11 2 YiÞ
i5 1. . . N2 1

(13.7)

The terminal values Yu0 and YuN can be chosen independently, provided that they are not

determined uniquely by such constraints as symmetries or periodicity. If there is apparently

no reasonable way of determining Yu0 and YuN, the linear equations

k1Y
0
0 1 ðk2 1 k1ÞY 0

15 2D11
k1

k1 1 k2
ðD11D2Þ

ð3kN21 2 kNÞY 0
N21 1 kNY

0
N 5 2DN 1

kN

kN 1 kN21

ðDN 1DN21Þ

Dν :¼ ðYν 2 Yν21Þk2ν ; ν5 1; 2 . . . N2 1;N

(13.8)

can be combined with Eq. (13.7); these equations are obtained if Yw(z) is assumed to be

continuous at z5 z1 and z5 zN�1. The complete tridiagonal system of equations can be

solved directly by means of the Gauss algorithm without pivoting.

In cubic splines, the second derivative is only a piecewise linear function and hence not

very accurate; one should thus not use cubic splines if Yv(z) is needed explicitly. In order to

obtain high accuracy in such cases, an improved differentiation technique is necessary and

quintic Hermite interpolation should then be used.

13.1.3 Differentiation Using Difference Schemes

Among the many ways of performing numerical differentiations, the technique outlined

below has proved very effective. The explicit use of the unequal spacing of the abscissae

z0 . . . zN makes the formulae cumbersome and should be avoided. This can be achieved in

the following way.

We choose a parametric representation of the function in question, the parameter being

denoted by x:

z5 zðxÞ; Y5 YðxÞ (13.9a)

x5 ih; zi5 zðihÞ; Yi5 YðihÞ; i5 0; 1; . . . N (13.9b)
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Without loss of generality we can choose h5 1, as we do below. Since the two functions

z(x) and Y(x) are to be treated in the same manner, it is sufficient to deal only with the

differentiation of Y(x); the corresponding derivatives will be denoted by dots.

We now introduce finite differences

ΔYi5 Yi112 Yi (13.10a)

δ2Yi5 Yi112 2Yi1 Yi21 5ΔYi2ΔYi21 (13.10b)

δ2n12Yi5 δ2nYi112 2δ2nYi1 δ2nYi21; n$ 1 (13.10c)

Derivatives with respect to x are then given by

Sj :¼
1

2
Yi2

1

12
δ2Yj1

1

60
δ4Yj2

1

280
δ6Yj1

1

1260
δ8Yj2 . . .

_Yi5 Si11 2 Si21

€Yi5 δ2Yi2
1

12
δ2Yi1

1

90
δ6Yi2

1

560
δ8Yi1

1

3150
δ10Yi2 . . .

(13.11)

If the highest order is chosen reasonably, these formulae give accurate results, since they

are highly symmetric. In the vicinity of the margins they are not directly applicable. In

order to avoid special asymmetric formulae, it is preferable to extrapolate the function Y(x)

a certain distance beyond the interval in which the derivatives are actually needed. This can

be done with the aid of symmetries, periodicities or well-known asymptotic properties. If

none of these is applicable, a polynomial extrapolation can be made. For a polynomial of

degree n, this extrapolation takes the simple form

Yj11 5
Xn
k50

�
n1 1

k1 1

�
ð21ÞkYj2k (13.12)

Analogous formulae with correspondingly lower degree hold for the differences ΔYj11 and

δ2mYj11.

Sometimes the first-order increments ΔY1 . . . ΔYk are given directly, for instance in the

procedure outlined in Section 10.2.3. It is then possible to set up the differentiation

procedure directly in terms of these increments. This provides additional numerical

stability, as the subtraction of large Y-values is avoided. The corresponding elementary

manipulations are not given here.

Finally the required derivatives with respect to the coordinate z are given by

Y 0
i5

_Yi=_zi; Y 00
i 5

�
€Yi _zi2 _Yi €zi

�
=_z3i ; ði5 0. . . NÞ (13.13)
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Derivatives of higher orders can be computed easily by applying this procedure to these sets

of derivatives instead of to the function itself. If the abscissae z0 . . . zN are equidistant, the

differentiations of z(x) can be omitted since we have simply

_zi5 zi112 zi5 h5 const; €zi5 0

The procedure is thus very economic.

For the interpolation of derivatives Y(n), the following procedure is efficient: Eqs (13.2),

(13.5) and (13.6) are completed by

Y ðnÞðzÞ5 Y
ðnÞ
i21F1ðtÞ1 Y

ðnÞ
i F2ðtÞ1 hi

n
Y
ðn11Þ
i21 G1ðtÞ1 Y

ðn11Þ
i G2ðtÞ

o
1 h2i

n
Y
ðn12Þ
i21 H1ðtÞ1 Y

ðn12Þ
i H2ðtÞ

o
; n$ 1

(13.14)

This has the advantage that only the form functions themselves need to be computed and not

their derivatives. Furthermore, even the derivatives of higher orders remain twice continuously

differentiable, and hence are very smooth. A very high accuracy can be achieved.

13.1.4 Evaluation of Radial Series Expansions

In Chapter 7, Series Expansions, we have derived a variety of radial series expansions,

which are of particular interest in electron optics. These are all determined uniquely by

certain axial functions, the axial harmonics. With the technique outlined above, their higher

order derivatives can be computed numerically for a sequence of abscissae z0 . . . zN and

then stored. Using the interpolation formula (13.14), it is now easy to evaluate the radial

series expansions for the potential, the field strengths and even for derivatives of second

order at any point (z, r) of reference within the domain of convergence. This is

straightforward and is undoubtedly the fastest method of field computation.

The analytical character of the solution obtained with the BEM allows analytical

differentiation of the axial potential, which is clearly preferable if the corresponding

procedure remains reasonably simple. For the functions involved in the calculation of

rotationally symmetric fields, this is certainly the case.

For a single charged ring, specified by its position (zu, ru) and the normalized charge 2π, the
axial potential, here denoted by γ, can be easily calculated from Eq. (10.6):

γðz2 z0; r0Þ5G0ðz; 0; z0; r0Þ5 ð2RÞ21 (13.15a)

with

R5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðz2z0Þ21 r02

q
(13.15b)

Field-Interpolation Techniques 213



These geometric quantities are sketched in Fig. 13.1. The derivatives of γ with respect to z

can be brought into a very convenient form:

γðnÞðz2 z0; r0Þ5 ð21Þnn!PnðμÞ
2Rn11

ðn$ 0Þ (13.16a)

Pn(μ) being Legendre polynomials with argument

μ5 ðz2 z0Þ=R5 cosϑ (13.16b)

where the angle ϑ is shown in Fig. 13.1. These formulae can be evaluated efficiently.

The order in which the differentiation with respect to z and the integration over the

boundary C are performed in the integral equation can be exchanged. Once the source

distribution σ(s) is known, the axial potential φ(z) and its derivatives can hence be

calculated from

φðnÞðziÞ5
þ
C

γðnÞ
�
zi2 zðsÞ; rðsÞ�σðsÞrðsÞds

ði5 0; 1; 2. . . N; n$ 0Þ
(13.17)

After these values have been computed and stored, Eq. (13.14) can be employed for the

calculation of φ(n)(z) for arbitrary z, after which the evaluation of the radial series

expansions is straightforward.

This concept can be generalized to include the superposition of aperture fields

(Section 10.3) and of various multipole fields, but this will not be dealt with here.

13.2 Two-Dimensional Interpolation

Here we consider two-dimensional functions P(u, υ), known at the nodes of a rectangular

grid. The coordinates u and υ will usually be the cylindrical coordinates z and r in a

r

R

Q�(z�,r�)

μ .R = z - z�

Q (z,r)
r1

r

zo

ϑ

Figure 13.1
Notation used in the extended paraxial series expansion. Q is an arbitrary reference point and Qu

is the trace of a ring in this meridional section.
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meridional section through an axisymmetric system, though this special meaning is not

absolutely necessary. We now describe algorithms for calculating P(u, υ) and its partial

derivatives at an arbitrary point Q with coordinates (u, υ).

This problem is of importance for the computation of equipotentials and Lorentz trajectories at

large off-axis distances. The accurate tracing of a Lorentz trajectory through an electron optical

system may require as many as 2000 calls of the field program, this number rapidly increasing

with worsening smoothness of the field strength at the grid lines. When the analytic fields

supplied by the boundary-element method are used, this problem does not arise, but each single

call of the field program may then take so much time that it is preferable to store the values of

the potential and the components of the field strength at the nodes of a suitably chosen square-

shaped grid. The frequent evaluations at arbitrary points can subsequently be performed very

rapidly by means of interpolation. This is particularly important when several Lorentz

trajectories are to be computed, for instance in electron guns or to calculate spot patterns.

This interpolation problem has been solved in many different ways. In electron optics,

different proposals have been made by Weber (1967), Lenz (1973), Kern (1978) and Kasper

(1982). Two- and three-dimensional Hermite interpolation has been used, for instance by

Eupper (1985). In the subsequent presentation we shall first examine simple two-

dimensional Hermite interpolation, after which we consider possible improvements.

13.2.1 Hermite Interpolation

Our object is to calculate a function P(u, υ) at some point Q, located arbitrarily in the grid,

as shown in Fig. 13.2. It is convenient to denote the partial derivatives by

U:5Pju �
@P

@u
; V :5Pjυ �

@P

@υ
(13.18)

v

a

b

Q

(1,2)

(1,1) (2,1)

(2,2)

(i-1,k)

(i -1,k -1) (i,k -1)

(i,k)vk

hv

hu

ui -1 ui

u

vk-1

Figure 13.2
Values of the subscripts used in two-dimensional interpolation. Outside the rectangle, the

subscripts J and L are those of the potential; inside the rectangle, the subscripts j and l are those
of the coefficients. The lengths a and b are given by a5 hu(11 s)/2 and b5 hυ(11 t)/2.
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We assume that the nodal values of P, U and V have been computed prior to the

interpolation stage and stored in two-dimensional arrays having two subscripts. The array

elements Pi,k, Ui,k and Vi,k refer to the node with coordinates (ui, uk).

With this information, bivariate cubic Hermite interpolation, which is based on the form

factors (13.3), can be applied. The interpolation formulae can be written explicitly in terms

of these functions:

Pðu; υÞ5
X2
j51

X2
l51

n
fjðsÞflðtÞPJ;L

1 hugjðsÞflðtÞUJ;L1 hυfjðsÞglðtÞVJ;L

o (13.19a)

with the auxiliary quantities

hu5 ui2 ui21 s5 ð2u2 ui2 ui21Þ=hu
hυ5 υk 2 υk21 t5 ð2υ2 υk 2 υk21Þ=hυ
J 5 i1 j2 2 L5 k1 l2 2

(13.19b)

The values of U and V at the point Q are obtained by the appropriate differentiations; the

corresponding elementary expressions will not be given here. The derivatives U and V are

still continuously differentiable on the grid lines if the arrays [Ui,k], [Vi,k] are calculated by

applying the cubic spline technique to the potentials in the corresponding rows and columns

of the grid. This method can easily be generalized to three-dimensional problems.

13.2.2 The Use of Derivatives of Higher Order

As in the one-dimensional case, the accuracy and smoothness can be improved by the use

of derivatives of higher orders at the nodes of the grid. Such a proposal has been made by

Kasper (1982) but this requires a particular partial differential equation to be satisfied,

which is not always the case. Here we treat the most general case.

The necessary procedure is reasonably simple only if the grid is square-shaped: ui5 ih,

υk5 kh with i and k integers. We assume again that the arrays [Pi,k], [Ui,k] and [Vi,k] are

known beforehand. Owing to the higher accuracy required, the cubic spline technique is

inadequate and a more accurate differentiation technique must be employed.

It is now of great importance that the derivatives of higher orders can be calculated in the

form of local finite differences, so that there is no need to store them all. For conciseness,

we temporarily introduce the notation presented in Fig. 13.3. The appropriate Taylor series

expansions about the central node 0 yield the formulae
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Pjuu5 2ðP12 2P0 1P5Þ=h22 0:5ðU12U5Þ=h
Pjυυ5 2ðP32 2P0 1P7Þ=h22 0:5ðV3 2V7Þ=h
Pjuυ52 0:25ðP2 2P4 1P62P8Þ=h2

1 0:5ðV12V5 1U3 2U7Þ=h

(13.20)

These derivatives refer to the central node, and their remainder is of fourth order in the mesh-length.

This method can be extended to the determination of derivatives of still higher orders. Even

some of the derivatives of fifth order can be calculated in this way, but the finite

differences involved then become quite numerous. For reasons of space we must confine

this account to the simplest nontrivial case, which is sufficient in very many practical

applications. The mixed derivatives of third order are given by fairly simple expressions:

Pjuuυ5 0:25ðU2 2U41U6 2U8Þ=h2 1Oðh2Þ
Pjuυυ5 0:25ðV2 2V4 1V62V8Þ=h21Oðh2Þ

(13.21)

On an axis of symmetry, typically the optic axis (υ5 0), some of the neighbours of the node

0 are missing. We can either extend the arrays beyond this axis and fill them up according

to the symmetry or make explicit use of the symmetry. In the case of positive symmetry,

P(u,�υ)5P(u, υ), the finite differences for an axial point (υ05 0) take the simple form

Pjυυ5
4ðP3 2P0Þ

h2
2

V3

h

Pjuυ5Pjuuυ5 0

Pjuυυ5 0:5
V22V4

h2

(13.22)

while P|uu remains unaltered.

r

z

4 2
3

7

5
0

1

6 8

Figure 13.3
Simplified provisional numbering of the nodes in nine-point formulae for higher derivatives at the

central node.
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All these finite differences are simple enough to be recalculated in every new call of the

field-calculation program. We have to identify the central node 0 of Fig. 13.3 with each of

the four corners in Fig. 13.2 in turn and then calculate the corresponding derivatives. This

results in a 16-point configuration and the evaluation of 20 simple finite differences.

The necessary interpolations are written most concisely in the form

Xðu; υÞ5
X2
j51

X2
l51

�
fjðsÞglðtÞXJ;L1 hgjðsÞflðtÞXJ;Lju

1 hfjðsÞglðtÞXJ;Ljυ1 h2gjðsÞglðtÞXJ;Ljuυ

	
�
J5 i1 j2 2; L5 k1 l2 2

�
(13.23)

where the symbol X denotes P, U or V, and the subscripts J and L refer to the four corners

of the mesh cell in question. Only the arrays for the potential and the first-order derivatives

are stored; the rest are recalculated, but the time spent on the latter is compensated for by

the saving in the computation of differentiated form functions. Eq. (13.23) implies that the

same procedure is to be carried out three times, but with different coefficients. The design

of this interpolation scheme is such that the field strengths — that is, the derivatives U and

V — are continuously differentiable. Even the second-order derivatives, needed in a

procedure to be outlined in Chapter 34, Numerical Calculation of Trajectories, Paraxial

Properties and Aberrations, are fairly smooth.

In practice, many operations can be saved if the calculations are performed with a mesh-

length h5 1, to which all stored derivatives and calculated finite differences must refer.

Each computed result is finally multiplied only once by the appropriate power of the actual

mesh-length. We have not presented this version here for pedagogic reasons but we

recommend it for any real program. Moreover, some computation time can be saved by

calculating the finite differences referring to the four corners of the same mesh cell only

once even though these quantities are needed several times. This situation can arise if

several subsequent points Q of reference in a very accurate ray-tracing program are located

in the same cell. Such points can easily be identified by comparing the subscripts (i, k) with

those of the previous call and by skipping the corresponding parts of the procedure when

they are the same.

13.3 Interpolation and the Finite-Element Method

In the finite-element method, the results are obtained at the nodes of a mesh that is not

rectangular. A method of interpolation for this situation was devised by Chmelı́k and Barth

(1993). This is based on a set of polynomials in two variables that satisfy Laplace’s

equation. These polynomials are peculiar to each FEM quadrilateral; their coefficients are

218 Chapter 13



established by fitting to the values at the corners of the quadrilateral and to eight

neighbouring points (or four, near the axis or a boundary). Although the values and their

derivatives are not continuous from one quadrilateral to the next, the resulting discontinuity

still allows accurate ray tracing as the mesh can be made very dense.

For simplicity, we consider the electrostatic potential Φðr; zÞ of a rotationally symmetric

lens. We introduce a local coordinate system, in which distances are measured from a point

ðrA; zAÞ inside the quadrilateral in question:

ζ5 z2 zA ρ5 r2 rA (13.24)

The potential is then interpolated as Pðρ; ζÞ;

Pðρ; ζÞ5
XM
i51

Cigiðρ; ζÞ (13.25)

The basis functions giðρ; ζÞ are chosen to satisfy Laplace’s equation and must of course be

linearly independent. A suitable set is

g1 5 1

g2 5 ζ

g3 52 2rAρ1 ð2ζ2 2 ρ2Þ
g4 52 6rAζρ1 ζð2ζ2 2 3ρ2Þ
g5 52 12r2Aðζ2 2 ρ2Þ1 12rAρðρ2 2 4ζ2Þ1 ð3ρ4 2 24ρ2ζ2 1 8ζ4Þ
g6 52 20r2Aζðζ22 3ρ2Þ1 20rAρζð3ρ2 2 4ζ2Þ1 ζð15ρ4 2 40ρ2ζ2 1 8ζ4Þ
g7 52 40r3Aρðρ22 3ζ2Þ2 20r2Að3ρ4 2 21ρ2ζ2 1 4ζ4Þ

2 30rAρðρ42 12ρ2ζ21 8ζ4Þ2 ð5ρ62 90ρ4ζ2 1 120ρ2ζ42 16ζ6Þ

(13.26)

These must be rendered dimensionless and scaled so as to be of the order of unity at the

boundaries of the quadrilateral. The values of Φ at the four corners of the quadrilateral are

not sufficient to determine the multipliers Ci for M5 7. By adding the values at the next

nearest points (Fig. 13.4), the system becomes over-determined and the multipliers can then

be obtained by least-square fitting. Chmelı́k and Barth include a weight factor to render the

transition from one quadrilateral to the next as smooth as possible; they find that the weight

should be inversely proportional to the square of the distance between the point in question

and the point ðrA; zAÞ.
This interpolation method is used by Oral and Lencová (2009, 2013) and Oral (2010) to

calculate aberration coefficients by ray tracing. By using a much denser mesh than was
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possible for Chmelı́k and Barth, the accuracy was extremely high. The method is used in

the EOD program (Lencová and Zlámal, 2008; Zlámal and Lencová, 2010) as well as

bicubic interpolation.

In conclusion, the field interpolation can be made sufficiently accurate and fast for the

purposes of ray tracing. A still more accurate but also more sophisticated method of

interpolation has been worked out by Killes (1985), to which we refer for the details.

+

Figure 13.4
Points used to determine the multipliers in the interpolation formula

1 point of reference; � corners of the quadrilateral; 3 next nearest neighbours.
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CHAPTER 14

Introduction to Paraxial Equations

The general form of the trajectory equations in electromagnetic fields has been derived in

Part I (3.22) but in many practical situations these equations are unnecessarily complicated.

In a very large class of electron optical instruments, the electrons remain in the vicinity of a

curve, frequently a straight line, which we call the optic axis. The behaviour of the various

optical elements can then be characterized by simpler equations, obtained by expanding the

fields and potentials about this axis and retaining only the terms of lowest order. We shall

see that these equations are often second-order, linear, homogeneous differential equations

and their solutions describe the linear imaging properties of lenses of various kinds. With a

little care, mirrors can also be included and some aspects of electron guns and cathode

lenses can even be characterized in this way.

We shall give two derivations of the paraxial equations for systems with an axis of

rotational symmetry, since these are of such importance. First, we simply insert the series

expansions for the components of the magnetic flux B and the electrostatic potential Φ into

the general equations (3.22) and neglect all but the terms of lowest order. In the alternative

derivation, we expand the characteristic function M (4.25) as a power series in the off-axis

coordinates and their derivatives; the Euler equations (4.26) of the variational relation

(4.33) then yield the paraxial trajectory equation if we retain only quadratic terms in the

expansion. For systems of lower symmetry, we employ only one of these methods, usually

the latter. The function M will almost invariably be scaled with respect to (2m0e)
1/2, as in

Eq. (15.23). The momentum then scales to φ̂
1=2

and we shall often refer to this quantity as

the momentum, with components φ̂
1=2

x0 and φ̂
1=2

y0 though it of course does not have the

proper dimensions.

The presence of a magnetic field leads us to introduce a new coordinate system, twisted

about the z-axis with respect to the Cartesian system in terms of which the field expansions

are given in Part II. In this Part therefore, we denote the ‘fixed’ Cartesian system by

(X, Y, z), reserving the lower-case (x, y, z) for the twisted or ‘rotating’ coordinate system, in

terms of which all later calculations will be performed. Only static fields will be considered

here. Dynamic fields are more conveniently treated separately.
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CHAPTER 15

Systems with an Axis of Rotational
Symmetry

Round lenses are by far the most common in electron optical instruments and we now

examine their paraxial properties in detail. A typical electrostatic lens consists of two, three

or more electrodes, in the form of plates in which round holes have been cut, their centres

lying on a common axis (Fig. 15.1A), or of cylinders, again with the same axis

(Fig. 15.1B). Although in theory the field extends indefinitely, in practice it rapidly

becomes negligibly small and we speak of the field region and the field-free space outside

it. Electrostatic lenses may have an overall accelerating or retarding effect, in which case

the constant potential in front of the lens is not the same as that behind it (Fig. 15.1C); they

are then often known as immersion lenses even though a real object is rarely immersed in

the electrode field. An exception is the cathode lens, which is terminated by an

unperforated electrode, the properties of which are to be studied, or which acts as a source.

If the lens has no overall accelerating effect, in practice it very often has three electrodes

(Fig. 15.1D) and is then known as an einzel lens or unipotential lens. The three-electrode

design illustrated in Fig. 15.1D is typical of einzel lenses. A special case of the electrostatic

lens is the electron gun (Fig. 15.1E), in which electrons are generated by a filament or

cathode, in the form of a point or hairpin, and rapidly accelerated to the operating voltage

of the instrument in which they are employed. Guns need special treatment, however, and

are discussed in detail in Part IX.

Round magnetic lenses are devices that generate a rotationally symmetric magnetic field,

effectively confined to a narrow region. The traditional design, which has changed little

since its introduction by Ruska in the early 1930s (Knoll and Ruska, 1932a,b; Ruska,

1934a,b), consists of a large number of windings enclosed in an iron casing; a slot in the

latter, finished with circular polepieces, concentrates the field as shown schematically in

Fig. 15.2A. In some designs, the windings are in the superconducting state and carry

persistent currents. In others, the entire lens is in the superconducting state and the field is

confined by a diamagnetic shield (Fig. 15.2B). More radical departures from this geometry

are employed for special purposes; two extreme shapes are illustrated in Figs 15.2C and D.
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All these types of magnetic lens rely on current-carrying conductors to provide the

magnetomotive force. Permanent magnets may be used instead, and have been incorporated

into commercial electron microscopes, but their inflexibility is a severe handicap.

Fig. 15.2E and F show permanent-magnet lenses and the axial fields within them. There has

been a revival of interest in permanent-magnet lenses with the development of miniature

(A)

(B)

V1

V1 V2

Wehnelt anode

V1

V2 V3 V4 ≠V1

(C)

(D)

(E)

Figure 15.1
Forms of electrostatic lenses. (A) Plates with circular openings. (B) Cylinders along a common
axis. (C) Lens with an overall accelerating (V4,V1) or retarding (V4.V1) effect. (D) Einzel or

unipotential lens. (E) Gun nomenclature.
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scanning electron microscopes. Most of these employ electrostatic lenses but there are also

some magnetic designs (Section 36.6.3 of Volume 2).

Real objects are regularly immersed deeply within the field of magnetic lenses. When

discussing the properties of electron lenses, we need distinguish only two types, those in

which a real object or image is situated within the field and those in which the lens

transfers an intermediate image from one plane to another. Nevertheless it is usual to

describe lenses in terms of the role they play. Thus we speak of condenser lenses if the

‘intermediate image’ being transferred is the image of the source of a microscope but of

intermediates or projectors if a genuine image is in question. Geometrically, these might be

Coil

Optic
axis

Windings

Yoke

Polepiece

Optic axis

(A)

(B)

(C)

Optic axis

Coil
Superconducting
shield

Coil

Figure 15.2
Forms of magnetic lenses. (A) Conventional lens. (B) Superconducting shielding lens. (C) Single-
pole lens (with bore). (D) Laminated lens: c, polepiece; e, stigmator. (E)�(F) Permanent-magnet

lenses.

Systems with an Axis of Rotational Symmetry 227



very similar. Likewise, the same lens may be an objective, if the specimen is immersed in

it, or a probe-forming lens, if it forms a fine probe within (or indeed outside) the field.

These distinctions will become more clear in Part VII.

15.1 Derivation of the Paraxial Ray Equations
from the General Ray Equations

We now derive the paraxial trajectory equations for electrostatic and magnetic lenses. Into

the general trajectory equations (3.22), we substitute the expansions for Φ(X, Y, z) and

B

(D)

B

e

c

c

Magnetic
coils

Cooling water
jacket

Section
A-A

Polepiece

A

Half section
B-B

Specimen holder

Anisotropic circuit
5 cm

A

Figure 15.2
(Continued.)
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B(X, Y, z) given in Part II. We now set Φ0 equal to zero, thereby disregarding chromatic

effects. From Eq. (7.14), we find

@Φ̂
@X

� 2
1

2
ð11 2εφÞXφ0052

1

2
γXφ00

@Φ̂
@z

� ð11 2εφÞφ0 5 γφ0
(15.1)

where as usual γ5m/m05 (12 υ2/c2)21/25 11 2εΦ (2.2, 2.21). Neglecting quadratic and

higher order terms in X, Y and their derivatives, the electrostatic terms on the right-hand

side of Eq. (3.22a) become

11X02 1 Y 02

2Φ̂
@Φ̂
@X

2X0 @Φ̂
@z

 !
� 2

γ

4φ̂
ð2X0φ0 1Xφ00Þ (15.2)

with a similar expression for (3.22b).
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Figure 15.2
(Continued.)
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For the magnetic term, we substitute the appropriate expansions (7.18 and 7.19); noting that

Bt can be replaced by Bz since we are neglecting quadratic terms, we find

ηρ2ffiffiffiffî
Φ

p ðρBY 2 Y 0BtÞ � 2
η

2

ffiffiffiffi
φ̂

q ðYB0 1 2Y 0BÞ (15.3a)

and

ηρ2ffiffiffiffî
Φ

p ð2ρBX 1X0BtÞ �
η

2

ffiffiffiffi
φ̂

q ðXB0 1 2X0BÞ (15.3b)

The pair of trajectory equations (3.22) thus collapse to the following in the paraxial

approximation:

X001
γφ0

2φ̂
X01

γφ00

4φ̂
X1

ηBffiffiffiffi
φ̂

q Y 0 1
ηB0

2

ffiffiffiffi
φ̂

q Y 5 0

Y 001
γφ0

2φ̂
Y 01

γφ00

4φ̂
Y 2

ηBffiffiffiffi
φ̂

q X0 2
ηB0

2

ffiffiffiffi
φ̂

q X5 0

(15.4)

This pair of coupled linear differential equations can be cast into a simpler form by

replacing the coordinate system (X, Y, z) by a new system, rotated with respect to the

former by a variable angle θ(z). In order to see this, we introduce the complex

coordinate (7.3)

w5X1 iY (15.5)

so that Eq. (15.4) become

w001
γφ0

2φ̂
w0 1

γφ00

4φ̂
w2 i

ηBffiffiffiffi
φ̂

q w0 2 i
ηB0

2

ffiffiffiffi
φ̂

q w5 0 (15.6)

The final two terms containing i explicitly can be removed by introducing a new complex

coordinate, u, such that

w ¼: u exp iθðzÞ (15.7)

Eq. (15.6) becomes

u001 u0 2iθ0 1
γφ0

2φ̂
2

iηBffiffiffiffi
φ̂

q
0
B@

1
CA1 u iθ00 2 θ021 iθ0

γφ0

2φ̂
2

iηB

2

ffiffiffiffi
φ̂

q
0
B@

1
CA1

γφ00

4φ̂
2

iηB0

2

ffiffiffiffi
φ̂

q
8><
>:

9>=
>;5 0

(15.8)
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and the terms explicitly involving i vanish if we choose

θ0 5
ηB

2φ̂
1=2

(15.9)

so that θ005 ηB0=2φ̂
1=2

2 ηBγφ0=4φ̂
3=2

and we obtain

u001
γφ0

2φ̂
u01

γφ001 η2B2

4φ̂
u5 0 (15.10)

We note that Eq. (15.9) is essentially the same as Eq. (2.39). Explicitly, writing

u5 x1 iy (15.11)

we have

x001
γφ0

2φ̂
x01

γφ001 η2B2

4φ̂
x5 0

y001
γφ0

2φ̂
y01

γφ001 η2B2

4φ̂
y5 0

(15.12)

or again

d

dz
ðφ̂ 1=2

x0Þ1 γφ001 η2B2

4φ̂
1=2

x5 0

d

dz
ðφ̂ 1=2

y0Þ1 γφ001 η2B2

4φ̂
1=2

y5 0

(15.13)

15.1.1 Physical Significance of the Coordinate Rotation

This transformation to the rotating coordinate system (x, y, z) is of great importance. We

therefore consider it in more detail before proceeding. The complex transformation (15.7)

may be written

X5 x cos θ2 y sin θ
Y 5 x sin θ1 y cos θ (15.14)

so that in any plane z5 const, the axes X�Y are inclined at an angle θ(z) to x�y (Fig. 15.3).

This angle increases monotonically provided that the sign of B(z) does not change and the

x�y-axes therefore twist round the z-axis like the blades of a propeller or the ridge of a

screw of variable pitch. Fig. 15.3A gives a perspective view of this and Fig. 15.3B shows a
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view along the z-axis. We shall see in Part VII that
ÐN
2N BðzÞ dz5 0 in any permanent-

magnet lens and the total rotation in such a lens is hence zero.

Unlike a conventional cartesian coordinate system, the coordinate surfaces are not planes:

the surfaces x5 0 and y5 0 are curved, though everywhere normal to each other,

intersecting along the z-axis. The element of length ds in (x, y, z) is not equal to

(dx21 dy21 dz2)1/2 but is given by

ds25 dX21 dY2 1 dz2

5 dx2 1 dy2 1 dz2f11 ðx2 1 y2Þθ02g1 2ðxdy2 ydxÞθ0dz
(15.15)

This rotation about the axis is closely related to the phenomenon of Larmor precession; if

we express the rate of change of θ as a function of time rather than axial distance,

using dθ/dt5 θudz/dt and dz=dt5 2ηφ̂ =γ, we find, in agreement with Eq. (2.38)

dθ
dt

5
e

2m0

B

γ
5

η2B
γ

(15.16a)

or using Eq. (3.9)

dθ
dτ

5 η2B (15.16b)

which is indeed the Larmor precession frequency. Plies (1994) notes that this is half the

cyclotron frequency and explains that these are different because the centre of rotation for

the Larmor rotation is the optic axis, while for the cyclotron rotation, it is the centre of

curvature. Rose (2009, 2012, Section 4.1) also comments on this factor of two.

The fact that the paraxial equations separate in the rotating coordinates implies that an

electron initially travelling on one of the coordinate surfaces, or on any surface

αx1βy5 0, remains on this surface; this leads us to ask what becomes of the angular

momentum, and in particular of its axial component N (4.14). We have

N5 ðr3 pÞz (15.17)

Y

X x
θ(Z)

θ(Z)

θ(Z)
z

y

Y

y
x

X

(A) (B)

Figure 15.3
Fixed coordinates (X, Y, Z) and rotating coordinates (x, y, z). (A) Perspective view. (B) View along

the optic axis.
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in which we recall that p is the canonical momentum (4.12), p5 g2 eA and g is the kinetic

momentum (2.12, 2.19). In the paraxial approximation,

g :¼ ð2m0eΦ̂Þ1=2t � ð2m0eφ̂ Þ1=2ðiz 1 r0ir 1 rϕ0iϕÞ
for Φ05 0 and

2eA52 eAiϕ � 2
1

2
erBiϕ

so that

p5 g2 eA5 ð2m0eφ̂ Þ1=2ðiz1 r0irÞ1 ð2m0eφ̂ Þ1=2ϕ0 2
1

2
eB

� �
riϕ (15.18)

Hence

N5 ð2m0eφ̂ Þ1=2ϕ0 2
1

2
eB

� �
r2 (15.19)

or writing XYu�XuY5 r2ϕu

N5 ð2m0eφ̂ Þ1=2ðXY 02X0YÞ2 1

2
eBr2 (15.20)

From Eq. (15.14) we have

XY 02X0Y 5 xy0 2 x0y1 ðx2 1 y2Þθ05 xy0 2 x0y1
ηBr2

2φ̂
1=2

and hence

N5

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m0eφ̂

q
ðxy0 2 x0yÞ (15.21)

so that in the rotating coordinate system, the magnetic field does not appear explicitly in N.

If N vanishes, the azimuthal angle ϕ remains at a constant angular distance from θ,
ϕ5 θ 1 const and the corresponding trajectories are said to be meridional. They lie in the

curved surfaces defined by αx1βy5 0, which intersect along the z-axis and are inclined at

some fixed angle to the coordinate surfaces x5 0 and y5 0. Clearly any trajectory that

intersects the axis at some point is a meridional trajectory, and vice versa. Rays that are not

meridional are said to be skew.

Note: we have used Cartesian coordinates (X, Y, z) and rotating pseudo-Cartesian

coordinates (x, y, z) above in preference to polar coordinates, since the calculation becomes

complicated when skew rays are considered in the latter system. Extensive discussion of the

correct way of handling skew rays when polars are used is to be found in most of the

Systems with an Axis of Rotational Symmetry 233



earlier texts on electron optics (e.g., de Broglie, 1950; Rusterholz, 1950; Picht, 1963); the

problem vanishes when Cartesians are employed (Glaser, 1952, Section 42).

15.2 Variational Derivation of the Paraxial Equations

We now take as our starting point (4.34�4.36), expanding the function M that plays the

role of refractive index as a power series in x and y and retaining only quadratic terms.

From Eqs (4.35) and (2.13), we have

MðX;Y ;X0; Y 0; zÞ5�2m0eΦð11εΦÞð11X021Y 02Þ�1=2 2 eðX0AX 1 Y 0AY 1AzÞ (15.22)

Substituting for AX, AY and Az from Eqs (7.43�7.45) and for Φ from (7.36) into

M :¼ M

ð2m0eÞ1=2

5
�
Φ̂ð11X021Y 02Þ�1=22 ηðX0AX 1 Y 0AY 1AzÞ

(15.23)

we obtain a power series in X, Y and their derivatives, the quadratic terms of which, M(2),

are given by

Mð2Þ52
γφ00

8φ̂
1=2

ðX21 Y2Þ1 1

2
φ̂

1=2ðX02 1 Y 02Þ2 1

2
ηBðXY 02X0YÞ (15.24)

It is already clear that the Euler equations of δ
Ð
M(2) dz5 0 will be coupled and we

therefore attempt to transform the coordinates in such a way that the mixed term in

XYu�XuY, the source of the coupling, is eliminated. From Eq. (15.14) we obtain

X2 1 Y25 x21 y2

X02 1 Y 025 x021 y02 1 2θ0ðxy02 x0yÞ1 θ02ðx21 y2Þ
XY 0 2X0Y 5 xy02 x0y1 θ0ðx21 y2Þ

(15.25)

Substituting into M(2) we find

Mð2Þ5 ðx21 y2Þ 2
γφ00

8φ̂
1=2

1
φ̂

1=2

2
θ02 2 1=2ηBθ0

0
B@

1
CA

1 ðx02 1 y02Þ φ̂
1=2

2
1 ðxy02 x0yÞ θ0φ̂

1=2
2 1=2ηB

� � (15.26)
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and the term in xyu�xuy vanishes if we select

θ0 5
ηB

2φ̂
1=2

(15.27)

(as in Eq. (15.9)). The function M(2) becomes

Mð2Þ52
1

8φ̂
1=2

ðγφ001 η2B2Þðx2 1 y2Þ1 1

2
φ̂

1=2ðx02 1 y02Þ (15.28)

Hence

@Mð2Þ

@x0
5 φ̂

1=2
x0;

@Mð2Þ

@y0
5 φ̂

1=2
y0 (15.29)

@Mð2Þ

@x
52

1

4φ̂
1=2

ðγφ001 η2B2Þx

@Mð2Þ

@y
52

1

4φ̂
1=2

ðγφ001 η2B2Þy
(15.30)

and the paraxial equations are thus

d

dz
ðφ̂ 1=2

x0Þ1 γφ001 η2B2

4φ̂
1=2

x5 0 (15.31)

with an identical equation for y(z), as already found (15.13).

15.3 Forms of the Paraxial Equations and General Properties
of their Solutions

15.3.1 Reduced Coordinates

In the absence of an electrostatic field, the paraxial equations take the form

u00 1FðzÞu5 0 (15.32)

(u5 x1 iy) with

FðzÞ :¼ η2B2

4φ̂
(15.33)

When φ(z) is not constant, they can again be reduced to this form by a simple

transformation of the off-axis coordinates. We write

uðzÞ ¼: υðzÞaðzÞ (15.34)
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in which υ is a new reduced complex coordinate and a(z) is a real function, chosen so that

all terms involving dυ/dz disappear. Substituting Eq. (15.34) into (15.10), we obtain

υ00 1 2
a0

a
1

γφ0

2φ̂

	 

υ01

a00

a
1

a0

a

γφ0

2φ̂
1

γφ001 η2B2

4φ̂

	 

υ5 0 (15.35)

and the coefficient of υ0 vanishes if

a0

a
52

γφ0

4φ̂
52

φ̂ 0

4φ̂
(15.36)

or

aðzÞ5 φ̂
21=4

(15.37)

giving

υ00ðzÞ1GðzÞυðzÞ5 0 (15.38)

with

GðzÞ :¼ 3

16

	
φ0

φ̂


2
11

4

3
εφ̂

	 

1

η2B2

4φ̂
(15.39)

and

uðzÞ5 υðzÞ=φ̂ 1=4
(15.40)

The substitution (15.40) was introduced into electron optics by Picht (1932), and is widely

known as Picht’s transformation; see too Glaser (1933a�d) and Cotte (1938). This result is

of interest for two reasons. First, it is simpler to perform numerical calculations with

Eq. (15.38) than (15.10). Secondly, the function G(z) is essentially non-negative, and we

shall see that this imposes an interesting restriction on electron lenses: they always exert a

converging action. We shall also find that it is better to introduce the Picht transformation

before proceeding to thin-lens approximations.

15.3.2 Stigmatic Image Formation

The paraxial equations are linear, homogeneous and of second order and their most general

solution is therefore of the form

uðzÞ5Au1ðzÞ1Bu2ðzÞ (15.41)

in which u1(z) and u2(z) are any pair of linearly independent solutions of Eq. (15.10). We

shall find it necessary to introduce several such pairs of solutions and we shall adopt a
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consistent notation for each in subsequent chapters, but many paraxial properties are quite

general and in no way depend on any particular choice. The most important result concerns

the existence of stigmatic image formation. The form of Eq. (15.10) or (15.12 and 15.13)

alone is sufficient to predict that pairs of planes can always be found having the properties

associated with point-to-point image formation.

Consider a particular solution h(z) of the paraxial equation for the complex coordinate u

(15.10) that intersects the axis at z5 z0 and z5 zi: h(zo)5 h(zi)5 0 (Fig. 15.4). A pencil of

rays intersecting the plane z5 zo at some point Po (uo5 xo1 iyo) may be described by

uðzÞ5 uogðzÞ1λhðzÞ (15.42)

in which g(z) is a solution of Eq. (15.10) that is linearly independent of h(z); for

convenience, we have set g(zo)5 1; λ is a (complex) parameter characterizing the various

members of the pencil. In the plane z5 zi, we have

uðziÞ5 uogðziÞ (15.43)

for all λ and hence for every ray passing through Po. Since this is true of all points in the plane

z5 zo, the latter will be stigmatically imaged in z5 zi. Moreover the ratio u(zi)/uo is constant

and so the distribution of points Pi, will be identical with the distribution of Po, apart from a

change of scale: the image is a linearly magnified (or reduced) representation of the object.

If we return to the fixed Cartesian system (w5X1 iY, z), we find

wðziÞ5 uðziÞexp
�
iθðziÞ

�
5 gðziÞexp½i

�
θðziÞ2 θðzoÞ

��wðzoÞ
or

wðziÞ5Mðzi;zoÞwðzoÞ (15.44)

where

Mðzi; zoÞ5 gðziÞexp½i
�
θðziÞ2 θðzoÞ

�� (15.45)

1

zo
M

zi
z

h(z)

g(z)

Figure 15.4
The paraxial solutions g(z) and h(z).
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For single-stage image formation, in which a meridional ray from Po intersects the axis

only once between Po and Pi, g(zi) is negative and we may write

Mðzi; zoÞ52jgðziÞjexp½ifθðziÞ2 θðzoÞg�5 jgðziÞjexp½ifθðziÞ2 θðzoÞ1πg� (15.46)

The modulus of g(zi) and hence |M(zi, zo)|, is referred to as the transverse magnification and

the image rotation is clearly equal to arg(M)2π. The complex magnification M(zi, zo) is

rarely used and in the remainder of this book we shall reserve the symbol M for the

transverse magnification, regarded as an algebraic quantity:

M :¼ gðziÞ (15.47)

The notion of complex magnification is valuable when we need to consider the reversal of

an imaging system. A pencil of rays from Pi to Po will not retrace the paths of those from

Po to Pi since the direction of rotation will be opposite. This is readily seen from

Eq. (15.45) which tells us that

M zo; zið Þ5M
�21

zi; zoð Þ (15.48)

in which the asterisk denotes the complex conjugate.

A number of useful general relations can be deduced from the form of Eq. (15.32) or

(15.38) alone. Thus the fact that F(z) and G(z) are never negative tells us that all electron

lenses have a net converging action although this need not be true of local zones of

electrostatic lenses. To see this, we note that the curvature ρ of any solution of Eq. (15.32)

or (15.38), given by ρ5 u00=ð11u02Þ3=2 or ρ5 υ00=ð11υ02Þ3=2, is always opposite in sign to u

or υ respectively. Thus a solution of the appropriate paraxial equation that approaches the

field parallel to the axis will be bent towards the latter. If the ray crosses the axis in the

field, it will again be bent back towards it and if the field is long enough, the ray will

oscillate about the axis. Thus the effect of the field is that of a converging lens.

Nevertheless, care is needed here since rays can intersect the axis more than once in a

strong lens and, as we shall see in the next section, the sign of the focal length will then be

that associated with a divergent lens.

We have been basing our argument on the positivity of F(z) or G(z) and it is safe to

conclude that a ray incident from field-free space parallel to the axis will intersect the

axis at least once before emerging into image space. It is not, however, necessarily true

that actual electron trajectories in electrostatic (or mixed electrostatic and magnetic)

fields always bend towards the axis: the term in ðφo=φ̂ Þ1=4 may be large enough to

reverse the curvature locally. Provided the electron is not driven beyond the paraxial

region, however, the convergent action will always dominate, as our reasoning based

on G(z) shows.
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15.3.3 The Wronskian

Another property of the paraxial equations is the existence of an invariant, the Wronskian,

from which a number of interesting optical relations can be derived. Let u1(z) and u2(z) be a

pair of linearly independent solutions of Eq. (15.10), so that

d

dz
ðφ̂ 1=2

u01Þ1
γφ001 η2B2

4φ̂
1=2

u15 0

d

dz
ðφ̂ 1=2

u02Þ1
γφ001 η2B2

4φ̂
1=2

u25 0

(15.49)

Multiplying the first equation by u2 and the second by u1 and subtracting, it is easy to show

that

d

dz

n
φ̂

1=2ðu1u022 u01u2Þ
o
5 0 (15.50)

or

φ̂
1=2ðu1u02 2 u01u2Þ5 const (15.51)

The same is of course true of any pair of solutions of the separate equations for x(z) and

y(z) (15.13).

Suppose we choose u1(z)5 h(z) and u2(z)5 g(z), where as before g(z0)5 1, g(zi)5M and

h(zo)5 h(zi)5 0 (15.42); we find

φ̂
1=2

o h0o 5 φ̂
1=2

i h0iM (15.52)

But hui/huo is the angular magnification, Mα, and we have thus shown that

MMα5 ðφ̂ o=φ̂ iÞ1=2 (15.53)

or, if φo5φi as in the case of magnetic and electrostatic einzel lenses:

Mα 5
1

M
ðwhen φ̂ i5 φ̂ oÞ (15.54)

We may rewrite Eq. (15.52) as

gðziÞh0ðziÞφ̂
1=2

i 5 gðzoÞh0ðzoÞφ̂
1=2

o (15.55)

which is known in light optics as the Smith�Helmholtz formula (Born and Wolf,

Eq. 4.4.49); it is also associated with the names of Clausius and Lagrange and was known
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in a more primitive form to Cotes and Huygens (see Rayleigh, 1886 and Czapski and

Eppenstein, 1924, p. 116).

A final related quantity is the longitudinal magnification: this tells us how far the image

plane moves when the object plane is shifted a small distance. Consider again the pair of

rays g(z) and h(z), which we now specify completely as the rays that satisfy the boundary

conditions

gðzoÞ5 h0ðzoÞ5 1

g0ðzoÞ5 hðzoÞ5 0
(15.56)

in the original object plane. In the image plane h(zi)5 0 and g(zi)5M. For a neighbouring

object plane, distant Δzo from z5 zo (Fig. 15.5), the corresponding ‘h-ray’ satisfying

hðzo 1ΔzoÞ5 0

h0ðzo1ΔzoÞ5 1
(15.57)

may be written as a linear combination of g(z) and h(z) since there can be only two linearly

independent solutions:

hðzÞ5AhðzÞ1BgðzÞ (15.58)

Clearly

hðzo 1ΔzoÞ � Δzo; gðzo1ΔzoÞ � 1

so that

A5 1; B52Δzo

giving

h5 h2 gΔzo (15.59)

h(z)

z

h(z)

g(z)

Δzo

zo

Δzi

Figure 15.5
The notion of longitudinal magnification.
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In the shifted image plane, z5 zi1Δzi, hðzÞ vanishes and so

hðzi1ΔziÞ2 gðzi1ΔziÞΔzo5 0

but hu(zi)5Mα and g(zi)5M and hence

MαΔzi2MΔzo 5 0

or

Δzi

Δzo
¼: Ml5

M

Mα
5

	
φ̂ i

φ̂ o


1=2
M2 (15.60)

The quantity Ml is known as the longitudinal magnification and we have

MlMα 5M (15.61)

If φo5φi, Mα5 1/M (15.54) and

Ml5M2 5
1

M2
α

ðφo 5φiÞ (15.62)

15.4 The Abbe Sine Condition and Herschel’s Condition

These two conditions do not strictly belong to paraxial optics, for they are conditions under

which particular sets of points are imaged stigmatically irrespective of the ray gradient.

They are, however, of interest in electron optics mainly in connection with the foregoing

results and we therefore make a short digression to establish them here. They are most

easily derived from the invariance of the Lagrange bracket (5.34), as shown by Sturrock

(1955) following the example of Herzberger (1931).

The invariance of the Lagrange bracket {u, υ} may be translated into concrete terms by

considering three neighbouring rays, which we label 0, 1 and 2. The ray zero connects two

points A, B as shown in Fig. 15.6; at these points, r5 ra, p5 pa and r5 rb, p5 pb
respectively. The ray 1 is shifted by a small amount from ray 0, so that to its endpoints

correspond the values ra1Δ1ra, pa1Δ1pa and rb1Δ1rb, pb1Δ1pb; the same is true for

the ray 2 except that the increments are now Δ2ra, Δ2pa, Δ2rb and Δ2pb.

If these rays belong to a congruence, such that ray zero corresponds to the parameters (u, υ),
ray 1 to (u1Δ1u, υ) and ray 2 to (u, υ1Δ2υ), the invariance of {u, υ} is equivalent to that

of Δ1p �Δ2r�Δ2p �Δ1r, which is known as the Lagrange differential invariant. We now

apply this invariance to two special cases.
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Suppose that the points A and B are conjugate and that to every point Au in a plane through

A we can find a conjugate point Bu in a plane through B. The shift from A to Au and B to Bu
is chosen to be the displacement Δ1, while Δ2 corresponds to the transition to another ray

connecting A and B (Fig. 15.7A).

A�

A�

A�

B�

1

2

2

0

1

B
z

z

Ray 2

Ray 1

0

A

A

θa

θa

(A)

(B)

(C)

B

B�

Ray 0
A

Δ1

Δ1za

Δ1×a

Δ1×b

Δ1zb

Δ2

Δ1

Figure 15.7
The rays employed in the derivation of (A, B) Herschel’s condition and (C) the sine condition.

pa+Δ1pa
rb+Δ2rb

pb+Δ2pb

rb+Δ1rb

pb+Δ1pbpa+Δ2pa
ra+Δ2ra

pb

B,rb

ra+Δ1ra

pa

A,ra

Figure 15.6
The rays employed in connection with the Lagrange invariant.
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Thus Δ2ra5Δ2rb5 0 and Δ1xa5Δ1xb5 0, where the x-axes are taken perpendicular to

the planes containing AAu and BBu. The invariance of Δ1p � Δ2r � Δ2p � Δ1r shows that

paðΔ2tyaUΔ1ya1Δ2tzaUΔ1zaÞ5 pbðΔ2tybUΔ1yb 1Δ2tzbUΔ1zbÞ (15.63)

where we have written p5 pt and t is a unit vector, the components of which are the

direction cosines of p. The scalar p reduces to φ̂
1=2

near the axis.

We now choose the axes Oza, Ozb, to coincide with the axes of a rotationally symmetric

system and consider points in the planes xa�za, xb�zb. Setting Δ1ya5Δ1yb5 0,

tza5 cos θa, tzb5 cos θb (Fig. 15.7B), we find

paUΔzaUsin θaUΔ2θa5 pbUΔzbUsin θbUΔ2θb (15.64)

Writing Δzb5MlΔza, and integrating with respect to θ, we obtain Herschel’s condition

paðcos θa2 1Þ5Mlpbðcos θb2 1Þ (15.65)

or

pasin
2ðθa=2Þ5Mlpbsin

2ðθb=2Þ (15.66)

If this condition is satisfied, an element of the axis close to A will be imaged sharply, even

if the ray gradient is not small. If θa and θb are small, Eq. (15.66) becomes

paθ2a 5Mlpbθ2b (15.67)

or

pa=pb 5MlM
2
α (15.68)

which is equivalent to (15.61) using p5 φ̂
1=2

and (15.53).

We may use the Lagrange differential invariant to derive the sine condition; the three rays

are now chosen as shown in Fig. 15.7C. From Eq. (15.63), we have

paUΔ1yaUcos θaUΔ2θa5 pbUΔ1ybUcos θbUΔ2θb

note that tya5 sin θa and likewise for tyb. Hence

paUsin θaUΔ1ya5 pbUsin θbUΔ1yb (15.69)

which is known as the sine condition, the importance of which was first recognized by

Ernst Abbe. When the sine condition is satisfied, a small region around the axis will be

imaged sharply irrespective of the ray gradient. Looking ahead to Part IV, this implies that

coma must vanish.

For small angles, Eq. (15.69) reduces to

paθaUΔ1ya5 pbθbUΔ1yb (15.70)

which is equivalent to (15.55).
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15.5 Some Other Transformations

We have seen that the paraxial equations for electrostatic lenses and mixed lenses can be

cast into a more convenient form by means of Picht’s transformation Eq. (15.40). We

briefly mention some of the other transformations that have been proposed; we shall meet

still others in connection with electron mirrors and with specific field models.

We first enquire whether the term in du/dz in (15.10) can be removed, not by a change of

the transverse (dependent) variable as in the Picht transformation but by introducing a

different axial (independent) variable. We write

ζ5 ζðzÞ; u5 uðζÞ; φ5φðζÞ (15.71)

so that

du

dz
5

du

dζ
dζ
dz

and
d2u

dz2
5

d2u

dζ2

	
dζ
dz


2
1

du

dζ
d2ζ
dz2

(15.72)

The paraxial equation (for electrostatic fields only) thus becomes

€u

	
dζ
dz


2
1 _u

� _φγ
2φ̂

	
dζ
dz


2
1

d2ζ
dz2

�
1 γu

€φðdζ=dzÞ21 _φðd2ζ=dz2Þ
4φ̂

5 0 (15.73)

in which dots denote differentiation with respect to ζ . The term in _u vanishes if

d

dz
φ̂

1=2 dζ
dz

	 

5 0

or, apart from an unimportant multiplicative constant,

ζðzÞ5
ðz
φ̂

21=2ðz0Þdz0 (15.74)

giving

€u1

�
γ
4φ̂

€φ 2
1

8

	
γ _φ
φ̂


2�
u5 0 (15.75)

An incorrect nonrelativistic form of this equation is given by Picht (1963, p. 166). Another

transformation, also introduced by Picht (1932, 1963, p. 167), provides a means of

designing lenses for a specific purpose, by generating the potential distribution that will

create desired trajectories. We merely indicate the procedure: several examples are worked

out in detail by Picht. From Eq. (15.10), in which we again set B5 0 and consider the

nonrelativistic approximation, we see that the paraxial equation can be written

3
u00

u
ðuφÞ1 ðuφÞ00 5 0 (15.76)

244 Chapter 15



Setting

uφ ¼: TðzÞ (15.77a)

and

3
u00

u
¼: tðzÞ (15.77b)

Eq. (15.76) becomes

T 00ðzÞ1 tðzÞTðzÞ5 0 (15.78)

Thus, given u(z) we can calculate t(z), solve (15.78) for T(z) and finally extract φ(z) from
Eq. (15.77a). Picht gives another method of solving this problem, which we shall not

describe here. For a recent attempt to solve the analogous problem in light optics, see

Borghero and Demontis (2016).1

Hitherto, we have discussed the motion of electrons in terms of coordinates of position,

deriving the ray gradients by differentiation. Position and canonical momentum are,

however, conjugate variables, as explained in Part I, and we should therefore expect to be

able to work in terms of either at will. Returning to the equations

d

dz

@Mð2Þ

@x0

	 

5

@Mð2Þ

@x

and writing p5 @M(2)/@xu, we see from Eq. (15.13) that

x52
4φ̂

1=2

γφ001 η2B2
p0

so that substituting for xu in p5 x0φ̂
1=2

, we obtain

p52 φ̂
1=2 d

dz

	
4p0φ̂

1=2

γφ00 1 η2B2




or writing

GðzÞ :¼ γφ001 η2B2

4φ̂
1=2

(15.79)

1 “In the framework of geometrical optics, [Borghero and Demontis] consider the following inverse problem:

given a two-parameter family of curves (congruence) (i.e., f(x,y,z)5 c1, g(x,y,z)5 c2), construct the refractive-

index distribution function n5 n(x,y,z) of a 3D continuous transparent inhomogeneous isotropic medium,

allowing for the creation of the given congruence as a family of monochromatic light rays.”
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p002
G0

G
p0 1

G

φ̂
1=2

p5 0 (15.80)

All the rules of Gaussian optics that we shall establish in Chapter 16, Gaussian Optics of

Rotationally Symmetric Systems: Asymptotic Image Formation, could equally well be

derived from this equation; this duality is noted in Hawkes (1966).
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CHAPTER 16

Gaussian Optics of Rotationally Symmetric
Systems: Asymptotic Image Formation

16.1 Real and Asymptotic Image Formation

The fact that the paraxial trajectory equations are linear, second order and homogeneous is

itself sufficient for us to anticipate that the imaging properties of the corresponding fields

can be characterized by a small number of quantities. We discuss this in detail in the

following paragraphs but we must first explain the notions of real and asymptotic image

formation; the distinction between these is not quite the same as that between real and

virtual in light optics, despite some similarities.

Since electron lenses consist of regions containing magnetic or electrostatic fields, it is

possible, and in practice common, to immerse the specimen of which a magnified image is

required within the field itself, particularly in the case of magnetic lenses. The lens field is

thus divided into two regions playing different roles (Fig. 16.1). In a light microscope, any

lenses preceding the specimen, region I in Fig. 16.1, belong to the condenser system, while

the lens immediately after the specimen, region II, is the objective proper. In an electron

microscope, different parts of the same lens may thus play different roles. The properties of

region I will provide information about the illumination, those of region II about the image

formation. In such a situation, it is clearly necessary to study the regions separated by the

real object independently and the corresponding characteristics will be referred to as ‘real’.

In a multi-lens system, most of the lenses will simply transfer an intermediate image from

one plane to another, with the appropriate magnification, and the entire lens field

contributes to this transfer. Here we must study the coordination between incoming and

outgoing asymptotes, as shown in Fig. 16.2. If the intermediate image that acts as object for

a lens is well outside the lens field, on the object side, the situation is exactly as in light

optics. If it falls within the lens field or beyond it, then the asymptotic object is analogous

to the familiar ‘virtual object’; similar remarks apply to the image. In this context, we note

that when discussing asymptotic imagery, the notions of object space and image space are

used to refer not to regions of physical space � the object may lie anywhere as may the

image � but to the space to which the corresponding asymptotes belong. This will become

clearer when we discuss asymptotic image formation below.
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Figure 16.1
The various parts of a magnetic objective lens.
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Gi = transverse
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Hi = angular magnification′
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Figure 16.2
(A) The paraxial solutions G(z) and H(z). (B) Asymptotic image formation.
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Finally, we note that both possible hybrid situations may occur: real object�asymptotic image

and asymptotic object�real image (formation of a small probe within a field, for example).

16.2 Asymptotic Cardinal Elements and Transfer Matrices

We first discuss these matters in terms of specific solutions of the paraxial equations, after

which we show that the same results may be obtained from the more abstract notion of

bilinear transformations. In this first discussion, we use the form (15.12) of the paraxial

equations and for ease of understanding we use the real x-coordinate. The reasoning for y is

of course identical and we could naturally have used the complex u.

Consider a field region characterized by φ(z) and B(z) (Fig. 16.3) and two solutions of the

paraxial equation, G(z) and GðzÞ, satisfying the boundary conditions

lim
z-2N

GðzÞ5 1; lim
z-N

GðzÞ5 1 (16.1)

A general solution thus has the form

xðzÞ5AGðzÞ1BGðzÞ (16.2)

The rays G(z) and GðzÞ tend to the following asymptotes:

lim
z-N

GðzÞ5 ðz2 ζ iÞG0
i

lim
z-2N

GðzÞ5 ðz2 ζoÞG0
o

(16.3)

Any ray incident parallel to the axis can be written as λG(z), where λ is a constant, and will

have as its emergent asymptote λ(z�ζ i)Gui. Thus rays incident parallel to the axis generate

emergent asymptotes that all intersect the axis at z5 ζ i and we denote this point by z5 zFi
and refer to it as the asymptotic image focus. By exactly analogous reasoning, we see that

all rays that emerge parallel to the axis correspond to incident asymptotes that intersect the

axis at z5 ζo; we write ζo5 zFo and refer to this as the asymptotic object focus.

Field region

1

G(z)

G(z)

1

Figure 16.3
The paraxial solutions G(z) and G(z).
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The incident asymptote to the ray G(z) and its emergent asymptote intersect at a point in

the plane z5 zPi, such that

15 ðzPi2 zFiÞG0
i

or

zPi5 zFi1
1

G0
i

(16.4)

Likewise the asymptotes to GðzÞ intersect in a plane z5 zPo,

15 ðzPo 2 zFoÞG0
o

giving

zPo5 zFo1
1

G0
o

(16.5)

The planes zPi and zPo are known as the asymptotic principal planes. The distances � 1/Gui
and 1=G0

o are known as the asymptotic focal lengths (Fig. 16.4). The reciprocal of a focal

length is sometimes called the convergence. We write

fi :¼2
1

G0
i

; fo :¼
1

G0
o

(16.6)

so that (16.4 and 16.5) become

zPi5 zFi2 fi; zPo 5 zFo 1 fo (16.7)

This apparent inconsistency in the choice of sign is explained by considering the relation

between fo and fi. Since (15.51)

φ̂
1=2ðGG0 2G0GÞ5 const (16.8)

we see that

φ̂
1=2

o G0
o 52φ̂

1=2

i G0
i (16.9)

or using (16.6),

foφ̂
21=2

o 5 fiφ̂
21=2

i (16.10)

In magnetic lenses, therefore, with the sign convention of (16.6), we have fo5 fi and shall

frequently drop the suffix. In the class of electrostatic lenses that provide no overall

acceleration, so that φ̂o5 φ̂i, we again have fo5 fi. Furthermore, fo and fi will both be

positive if the rays G(z) and GðzÞ intersect the axis only once, since electron lenses always

have a convergent focusing action. As the lens is made stronger, however, there comes a

point at which the emergent asymptotes are parallel to the optic axis as well as the incident
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zFo zPo z

zFi

Lens region

(A)

(B)

(C)

z
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(Negative)
fi

zPi

zFi

z

Lens region

Figure 16.4
The asymptotic cardinal elements. (A) Image focus and principal plane. (B) Object focus and

principal plane. (C) Image focus and principal plane for a strong lens; the image focal length has
become negative.
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asymptotes and the lens then behaves like a telescope (fo and fi-N). Beyond this point,

the rays return towards the axis but now Gui is positive and G0
o negative (Fig. 16.4C).

Formally, therefore, lenses operating in these conditions belong to the class of divergent

lenses but since they have this character because they are so strongly convergent, this

terminology is never used.

Returning to the general solution (16.2), we can express the incident and emergent

asymptotes in the following way:

lim
z-2N

xðzÞ5A1B
z2 zFo

fo
(16.11a)

lim
z-N

xðzÞ52A
z2 zFi

fi
1B (16.11b)

Eliminating A and B, we find, with Q12 :¼ (z1�zFo)(z2�zFi)�
x2
x02

�
5

�
2ðz22 zFiÞ=fi

21=fi

fo1Q12=fi
ðz1 2 zFoÞ=fi

��
x1
x01

�
(16.12)

in which x2 denotes x(z) in some plane z5 z2 on the emergent asymptote and x02 the gradient

of the latter (x025 �A=fi); x1 denotes x(z) in some plane z1 on the incident asymptote and x01
the gradient (x01 5B=fo). Writing

x5
x

x0

� �
(16.13)

and

T 5

�
2ðz2 2 zFiÞ=fi

21=fi

fo1Q12=fi
ðz1 2 zFoÞ=fi

�
(16.14)

Eq. (16.12) reduces to

x25 Tx1 (16.15)

The matrix T is known as the transfer matrix, and we shall see that it encapsulates in a

convenient way all the paraxial behaviour of the lens. From it, all the familiar imaging

relations may be derived straightforwardly. Suppose that the planes Po (z15 zo) and Pi

(z25 zi) are conjugate, that is, that all rays from any point in Po converge to a point in Pi.

For this, the expression for xi must be independent of x0o and hence

fo1 ðzo 2 zFoÞðzi2 zFiÞ=fi5 0 (16.16)

or

ðzo2 zFoÞðzi2 zFiÞ52fifo (16.17)
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This is Newton’s lens equation. Introducing the expression for zPo and zPi (16.7), (16.17)

becomes

ðzo2 zPoÞðzi2 zPiÞ2 fiðzo2 zPoÞ1 foðzi2 zPiÞ5 0

or

fo

zPo 2 zo
1

fi

zi2 zPi
5 1 (16.18)

Writing

~f :¼ fo

�
φ̂i

φ̂o

�1=4
5 fi

�
φ̂o

φ̂i

�1=4
5 ðfofiÞ1=2 (16.19a)

so that f is the geometric mean of the focal lengths, and

~φ 5 ðφ̂oφ̂iÞ1=2 (16.19b)

this becomes

φ̂
1=2

o

zPo 2 zo
1

φ̂
1=2

i

zi2 zPi
5

~φ
1=2

~f
(16.19c)

This is the thick-lens counterpart of the familiar thin-lens equation.

From (16.19a) we see that, irrespective of z1 and z2, the determinant of the transfer matrix T

(16.14) has the value

det T 5 fo=fi5 ðφ̂o=φ̂iÞ1=2

For conjugate planes, the matrix equation simplifies to�
xi
x0i

�
5

�
2ðzi2 zFiÞ=fi

21=fi

0

ðzo 2 zFoÞ=fi

��
xo
x0o

�
(16.20)

and denoting the transverse magnification by M, we have

2ðzi2 zFiÞ=fi5M (16.21)

If xo5 0 the ratio of xui to xuo is the angular magnification Mα (15.52),

Mα 5 ðzo 2 zFoÞ=fi (16.22)

so that using (16.17),

Mα 52 fo=ðzi2 zFiÞ5 fo=fiM (16.23)
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Hence

MMα 5 fo=fi5 ðφ̂o=φ̂iÞ1=2 (16.24)

as already shown (15.53).

Thus

zi5 zFi 2 fiM; zo5 zFo1 fo=M (16.25)

From (16.20), we see immediately that the principal planes are the pair of conjugate planes

with unit magnification: �
xPi
x0i

�
5

�
1

21=fi

0

fo=fi

��
xPo
x0o

�
(16.26)

A third pair of axial points, the nodal points, is occasionally of interest. These are points

having the property that a ray whose object asymptote intersects the axis at the object

nodal point has an emergent asymptote intersecting the axis at the image nodal point,

these asymptotes being parallel (Fig. 16.5). If these points are denoted by z5 zNo, z5 zNi,

then

ðzNo2 zFoÞ=fi5 1 (16.27)

so that if φ̂o 5 φ̂i, the nodal points and principal planes coincide. We shall see in

Chapter 41 of Volume 2, that this is of interest in the design of aberration correctors. In

general,

zNo5 zFo1 fi5 zPo 2 fo 1 fi
zNi5 zFi2 fo 5 zPi2 fo1 fi

(16.28)

Once the foci and principal points are known, a simple construction enables us to obtain the

point Pi conjugate to any object point Po. First, a line is drawn through Po parallel to the

optic axis, intersecting the plane z5 zPi at Q; a line is then drawn through Q and the image

focus, Fi (Fig. 16.6). Next, a line is drawn through Po and the object focus Fo, intersecting

the plane z5 zPo at Qu; a line through Qu parallel to the optic axis intersects the line through

Q and Fi at the image point Pi.

zNi
zNo

Figure 16.5
Nodal points.
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The various quantities that characterize the imaging properties of a lens � the foci,

principal points, nodal points and focal lengths � are known as its cardinal elements. In

electron optics, only the focal lengths and the positions of the foci are routinely tabulated.

The matrix expression (16.12) is very convenient when we wish to calculate the cardinal

elements of a doublet of two lenses, separated by a field-free region. Instead of using the

general form of the matrix elements given in (16.12), however, we use the simple form that

connects principal planes (16.26). We have�
xðzð2ÞPi Þ
x0i
ð2Þ

�
5

�
1 0

21=f ð2Þi f ð2Þo =f ð2Þi

� �
xðzð2ÞPoÞ
x0o

ð2Þ

�
(16.29)

�
xðzð2ÞPoÞ
x0o

ð2Þ

�
5

�
1 D

0 1

� �
xðzð1ÞPi Þ
x0i
ð1Þ

�
(16.30)

�
xðzð1ÞPi Þ
x0i
ð1Þ

�
5

�
1 0

21=f ð1Þi f ð1Þo =f ð1Þi

� �
xðzð1ÞPoÞ
x0o

ð1Þ

�
(16.31)

in which the superscripts (1) and (2) characterize the first and second lenses and

D5 z
ð2Þ
Po 2 z

ð1Þ
Pi (16.32)

is the distance between the object principal plane of the second lens and the image principal

plane of the first. Multiplying the matrices, we obtain�
xðzð2ÞPi Þ
z0i
ð2Þ

�
5 TD

�
xðzð1ÞPoÞ
z0o
ð1Þ

�
(16.33)

Po

Pi

Fo

FizPi

Q

Q′

zPo

Figure 16.6
Asymptotic image construction. The image of an object Po is obtained by first drawing a line

through Po and the object focus Fo, which intersects the object principal plane at Qu. A second line
is drawn through the point Q in the image principal plane at the same height as Po and the image
focus Fi. The point of intersection of this second line and a line through Qu parallel to the optic

axis is the image Pi of Po.
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where

TD5

�
2ðzð2ÞPi 2 ζFiÞ=f IIi

21=f IIi

f IIo 1Qoi=f IIi

ðzð1ÞPo 2 ζFoÞ=f IIi

�

5

�
12D=f ð1Þi

ðD2 f
ð1Þ
i 2 f ð2Þo Þ=f ð1Þi f

ð2Þ
i

Df ð1Þo =f ð1Þi

2f ð1Þo ðD2 f ð2Þo Þ=f ð1Þi f
ð2Þ
i

� (16.34)

in which ζFO and ζFi denote the object and image foci of the doublet and f IIi its image focal

length; we have written Qoi :¼ ðzð1Þpo
2 ζFoÞðzð2Þpi 2 ζFiÞ We see that

f IIi 5
f
ð1Þ
i f

ð2Þ
i

f
ð1Þ
i 1 f

ð2Þ
o 2D

5
f
ð1Þ
i f

ð2Þ
i

DF

(16.35)

With

DF :¼ f
ð1Þ
i 1 f ð2Þo 2D5 z

ð1Þ
Fi

2 z
ð2Þ
Fo (16.36)

ζFi2 z
ð2Þ
Pi 5 f

ð2Þ
i ðf ð1Þi 2DÞ=DF

ζFo 2 z
ð1Þ
Po 5 f ð1Þo ðf ð2Þo 2DÞ=DF

(16.37)

We have not exhausted the forms of the transfer matrix that are occasionally useful. Thus

we shall encounter the focal transfer matrix between the (nonconjugate) foci, and the Dušek

matrix, in which z25 zi. We shall discuss these as the need arises.

16.3 Gaussian Optics as a Projective Transformation (Collineation)

The reasoning in Section 16.2 has been based on the physical notion of rays and their

asymptotes but the characteristic quantities of Gaussian optics, the cardinal elements, also

emerge from a more abstract approach. The linearity of the equations of motion is sufficient

for us to assert that the object space and image space of a field region are connected by a

projective transformation or collineation. By this we mean that if (xo, yo, zo) are the

Cartesian coordinates of a point Po in object space and (xi, yi, zi) those of a point Pi in

image space, then

xi5F1=F4; yi5F2=F4; zi5F3=F4 (16.38a)

where

Fj5 ajxo1 bjyo 1 cjzo1 dj ðj5 1; 2; 3; 4Þ (16.38b)

and solving for xo, yo, zo

xo5F0
1=F

0
4; yo 5F0

2=F
0
4; zo5F0

3=F
0
4

F0
j5 a0jxi1 b0jyi1 c0jzi1 d0j

(16.39)
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From (16.38b), it is immediately obvious that the images of all points lying in the plane

F45 0 are at infinity: F45 0 is thus the object focal plane and similarly, the plane F0
4 5 0 is

the image focal plane.

Suppose now that the system has rotational symmetry about the z-axis and suppose too that

the coordinates in image space are rotated with respect to those in object space by the

appropriate angle θ (15.9 or 15.27). An object point (0, yo, zo) will be transformed into

(0, yi, zi) but zi will be unaltered if yo is replaced by2 yo whereas yi will become � yi.

From the relations

yi5
b2yo1 c2zo 1 d2

b4yo1 c4zo 1 d4
; zi5

b3yo 1 c3zo1 d3

b4yo 1 c4zo1 d4
(16.40)

we deduce that b45 b35 c25 d25 0, giving

yi5
b2yo

c4zo1 d4
; z15

c3zo1 d3

c4zo1 d4
(16.41)

or

yo5
c4d3 2 c3d4

b2

yi

c4zi2 c3
; zo 52

d4zi2 d3

c4zi2 c3

The focal planes are thus given by the solution of

c4zo1 d45 0 : zFo 52 d4=c4

c4zi2 c3 5 0 : zFi5 c3=c4
(16.42)

On measuring distances from these planes, by writing

Zo :¼ zo1 d4=c4

Zi :¼ zi2 c3=c4
(16.43)

and introducing fo, fi thus:

fo :¼ b2=c4; fi :¼ 2ðc4d32 c3d4Þ=b2c4 (16.44)

we obtain

yi

yo
5

fo

Zo
52

Zi

fi
(16.45)

This yields Newton’s lens equation (16.17)

ZoZi52 fofi (16.46)

Furthermore, the magnification M5 dyi/dyo for constant zo is given by

M5 y1=yo 5 fo=Zo52Zi=fi (16.47)
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so that for M5 1 we have Zo5 fo, Zi5 2 fi. The planes thus defined are the principal

planes, situated at distances fo and fi from the foci as already shown (16.7).

We shall not pursue this further but clearly all the remaining results of Gaussian optics can

be derived straightforwardly. For lengthy discussion of the use of projective transformations

in this context, see Ollendorff (1955), Born and Wolf (1959), Czapski and Eppenstein

(1924) and Carathéodory (1937).

16.4 Use of the Angle Characteristic to Establish the Gaussian Optical
Quantities

Finally, we offer a third method of establishing the relations of Gaussian optics, setting out

from the angle characteristic. This function is obtained from the point characteristic

function by a Legendre transformation, which effectively changes the arguments from point

coordinates to momenta. We define a function T as follows:

T :¼ S1 paxa 1 qaya 2 pbxb 2 qbyb (16.48)

in which (p, q) are the transverse components of p. From (5.29) we know that

ΔS :¼ pbΔxb1 qbΔyb2 ðpaΔxa1 qaΔyaÞ (16.49)

when the integral in S is taken along a ray so that

ΔT :¼ 2 ðxbΔpb1 ybΔqbÞ1 xaΔpa1 yaΔqa (16.50)

and T must be a function of pa, qa, pb and qb; the function T is known as the angle

characteristic. Provided that pb is not proportional to pa and qb, to qa, we see that

xb 52
@T

@pb
; xa 5

@T

@pa

yb 52
@T

@qb
; ya 5

@T

@qa

(16.51)

Consider now pairs of points A, Au in object space and B, Bu in image space. We assume

that the angle characteristic between A and B, TAB, is known and we calculate the new

value between Au, Bu, assuming asymptotic image formation. We write

TA0B0 5 TA0A 1 TAB1 TBB0 (16.52)

From (16.48), we know that

TA0A5 SA0A 1 pA0xA0 1 qA0yA0 2 pAxA2 qAyA

5 ðzA2 zA0 Þðφ̂A2p2A2q2AÞ1=2
(16.53)
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in which we have used pA5 pAu qA5 qAu SAA0 5 φ̂
1=2

A AA0 and

xA5 xA0 1 ðzA2 zA0 Þx0A; yA5 yA0 1 ðzA2 zA0 Þy0A
with

x0A5
pA

ðφ̂A2p2A2q2AÞ1=2
; y0A5

qA

ðφ̂A2p2A2q2AÞ1=2

A similar expression is obtained for TBBu. To the paraxial approximation therefore

TA0B0 5 TAB2 ðzA0 2 zAÞ
�
12

p2A1 q2A

2φ̂A

�
φ̂
1=2

A

1 ðzB0 2 zBÞ
�
12

p2B1 q2B

2φ̂B

�
φ̂
1=2

B

(16.54)

Since the system has rotational symmetry, the quantities p and q can only appear in the

combinations p2A1 q2A; p
2
B1 q2B; pApB1 qAqB and we write

TAB 5αðp2A1 q2AÞ=21βðp2B1 q2BÞ=22 f ðpApB1 qAqBÞ (16.55)

By applying (16.51) to (16.54), with xa5 xAu, pa5 pAu5 pA etc., we see that

xA0 5 α1 ðzA0 2 zAÞ=φ̂
1=2

A

n o
pA2 f pB

yA0 5 α1 ðzA0 2 zAÞ=φ̂
1=2

A

n o
qA2 f qB

xB0 52 β2 ðzB0 2 zBÞ=φ̂
1=2

B

n o
pB1 f pA

yB0 52 β2 ðzB0 2 zBÞ=φ̂
1=2

B

n o
qB1 f qA

(16.56)

If pB5 0, then xAu5 0 in the plane zA0 � zA5αφ̂
1=2

A for all pA while if pA5 0, then xBu

vanishes in zB0 � zB5βφ̂
1=2

B . These are the foci: we write zFi � zB5βφ̂
1=2

B ,

zFo � zA5αφ̂
1=2

A . Eliminating pA or pB between the equations for xAu and xBu, we find

f xB5

 
β2

zB0 2 zB

φ̂
1=2

B

!
xA

or

f xA5

 
α1

zA0 2 zA

φ̂
1=2

A

!
xB
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provided that

ðαφ̂1=2

A 1 zA0 2 zAÞðβφ̂
1=2

B 2 zB0 1 zBÞ5 f
2ðφ̂Aφ̂BÞ1=2 (16.57)

Thus xB0 5 xA0 if zB0 2 zB 5 φ̂
1=2

B ðβ2 f Þ and zA0 2 zA5 φ̂
1=2

A ðf 2αÞ. These are therefore
the principal planes,

zPi2 zB5 φ̂
1=2

B ðβ2 f Þ or zPi2 zFi52φ̂
1=2

B f

zPo 2 zA5 φ̂
1=2

A ðf 2αÞ or zPo2 zFo5 φ̂
1=2

A f
(16.58)

With the sign convention of (16.7), we recognize that the focal lengths are given by

fo 5 φ̂
1=2

A f ; fi5 φ̂
1=2

B f (16.59)

Condition (16.57) may then be written in the form of Newton’s lens equation.

16.5 The Existence of Asymptotes

In the foregoing sections, we have assumed that the curved trajectories within the field

region tend to asymptotes in object and image space, ‘outside’ the field. In theory, however,

the fields continue indefinitely, though they of course become vanishingly small, and we

need to be sure that it is legitimate to use the concept of asymptotes. In particular, we need

to establish conditions concerning the rate at which the field functions tend to zero for large

values of |z|. These questions have been explored in detail by Glaser and Bergmann (1950),

whom we follow closely.

If a general solution x(z) of the paraxial equation tends to an asymptote, the gradient xu(z)
and the intercept of the tangent to x(z) with an arbitrary plane perpendicular to the axis

must both tend to constant values:

lim
z-N

x0ðzÞ5 a; lim
z-N

xðzÞ2 z x0ðzÞ� �
5 b (16.60)

and similarly for z-�N. In reduced coordinates (15.40), these conditions become

lim
z-N

φ̂
21=4

ξ0ðzÞ2 1

4

γ

φ̂
φ0ξðzÞ

� �
5 a (16.61a)

lim
z-N

φ̂
21=4

ξðzÞ
�
11

γ
4φ̂

φ0z
�
2 zξ0ðzÞ

� �
5 b (16.61b)

with ξ5 xφ̂
1=4

. Since φ̂ is always finite in real fields, ξ and ξu must be finite. The condition

(16.61a) may therefore be replaced by

lim
z-N

ξ0ðzÞ5A; lim
z-N

ξφ0 5A (16.62)
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φu must vanish at infinity, and we assume that it falls to zero faster than 1/z, which is easily

justified. The second condition (16.61b) thus becomes

lim
z-2N

ðξ2 ξ0zÞ5B (16.63)

which is immediately recognizable as the condition that solutions of the reduced equation

(15.38) tend to asymptotes as z-N. Multiplying (15.38) by z and integrating, we obtain

(with ξ in place of υ)

ξ2 ξ0z5
ð
GðzÞξzdz

so that for any upper bounds α or α

lim
z-N

ξ2 ξ0zð Þ5B5 lim
α-N

ðα
Gξzdz �

ðα
Gξzdz1 lim

α-N

ðα
α

Gξzdz

5

ðα
Gξzdz1 lim

α-N

ðα
α

Gz ξ2 ξ0zð Þdz1 lim
α-N

ðα
α

Gξ0z2dz

(16.64)

Choosing α very large, we find

B5

ðα
Gξzdz1B lim

α-N

ðα
α

Gzdz2A lim
α-N

ðα
α

Gz2dz (16.65)

For the existence of asymptotes in general, therefore, the integrals

ðN
2N

zGðzÞdz (16.66)

and

ðN
2N

z2GðzÞdz (16.67)

must converge; the existence of asymptotes parallel to the axis (A5 0) is, however,

guaranteed by the convergence of
ÐN

2N
zGðzÞdz alone.

The conditions are necessary; we now show that they are also sufficient. We can in

principle solve (15.38) by an iterative procedure, taking as first approximation a linear

expression of the form ξ05αz1 β so that writing ξ5 ξ01 ξ11?1 ξn 1?;
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ξ00n11 1GðzÞξn 5 0 (16.68)

or

ξn11 52

ðN
z

dζ
ðN
ζ

GξndX5

ðN
ζ

ðz1XÞGξndX (16.69)

Given the convergence of (16.66) and (16.67), we see that for z.α and α large,

ðz
α

G dX,

ðz
α

GX dX,

ðN
α

GX2 dX¼: ε αð Þ, 1 (16.70)

and clearly as α-N, εðαÞ-0. From (16.69), we have

ξ15
ð
ðα1XÞGðAX1BÞdX

and since X.α,

ðN
α

αXGdX,

ðN
α

X2GdX5 ε αð Þ (16.71)

and so

jξ1j# jAj
ðN
α

αXGdX1

ðN
α

GX2dX

8<
:

9=
;1 jBj

ðN
α

αGdX1

ðN
α

αGdX1

ðN
α

GXdX

8<
:

9=
;

From (16.70) and (16.71), we may conclude that

jξ1j# 2ðjAj1 jBjÞεðαÞ
Iterating, we find

jξ2 ξ0j# jξ1j1 jξ2j1?5 jAj1 jBjð Þ 2ε αð Þ
12 2ε αð Þ

As α is made larger and hence as z-N, εðαÞ-0 (16.70) and ξ tends to the linear solution

ξ0. The convergence of (16.66) and (16.67), which we have used in this derivation, is

therefore not only a necessary but also a sufficient condition. In practice, the integrals

(16.66) and (16.67) always do converge: since a total system must be electrically or

magnetically neutral, G(z) must fall off at least as fast as z26 and any integral of the formÐ
G(z)zn dz will then converge for n# 4.
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CHAPTER 17

Gaussian Optics of Rotationally
Symmetric Systems:
Real Cardinal Elements

Hitherto we have considered only the coordination between asymptotes. When this is not

appropriate, in microscope objective lenses for example, a different set of cardinal elements

must be used. After discussing these, we enquire whether fields exist for which fixed real

cardinal elements can be defined for a range of object positions. This leads us to the

concept of Newtonian imaging fields, to which Glaser attached considerable importance

(Glaser and Bergmann, 1950, 1951; also Glaser and Lammel, 1941, 1943); we shall follow

his discussion closely. Further contributions were made by Funk (1950) and by Hutter

(1945), who wrongly included several non-Newtonian distributions in the family of

Newtonian fields. With the decline in the use of model fields, pedagogic purposes excepted,

this class of field distributions has fallen into desuetude.

We shall use the rotating coordinate frame (x, y, z) without comment, and it must be

remembered that in magnetic lenses, the surfaces x5 0 and y5 0 are not plane though we

shall still speak of ‘parallel’ rays.

17.1 Real Cardinal Elements for High Magnification
and High Demagnification

Objective lenses are conventionally operated at high magnification, and to a good

approximation we may assume that the image is formed at infinity (Fig. 17.1). The family

of rays that emerge parallel to the axis intersect the latter at some point F0
o , which we call

the real object focus; a family of rays emerging from the lens parallel to one another but

not parallel to the axis intersect in the focal plane, the plane through F0
o perpendicular to the

axis. This can be seen by introducing the solutions G(z) and GðzÞ of the paraxial equations

already used in Section 16.2 (Eq. 16.1). A family of rays parallel in image space may be

written

xðzÞ5αGðzÞ1 ckGðzÞ (17.1)
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in which the ck are constants corresponding to the different rays; since

lim
z-N

xðzÞ5αG0
iðz2 zFiÞ1 ck 52

α
fi
ðz2 zFiÞ1 ck (17.2)

where zFi and fi are the asymptotic focus and focal length, we see that Eq. (17.1) represents

a family of rays all with image gradient 2α/fi. In the real object focal plane, z5 z0Fo, GðzÞ
vanishes and hence

xðz0FoÞ5αGðz0FoÞ for all ck (17.3)

The real image focus is defined to be the point at which rays, parallel to the axis in the

plane z5 z0Fo, intersect the axis. It is now convenient to use a different ray pair: instead of

G(z) and GðzÞ, we employ g(z) and GðzÞ, where
gðz0FoÞ5 1; g0ðz0FoÞ5 0 (17.4)

(Fig. 17.1). In the real image focal plane z5 z0Fi, g(z) vanishes:

gðz0FiÞ5 0 (17.5)

It is easy to show that a family of rays, parallel to one another in z5 z0Fo but not parallel to
the axis, intersect in the real image focal plane z5 z0Fi. Such a family may be written

xðzÞ5αGðzÞ1 ckgðzÞ

F ′o

F* g(z)

z

z

z ′Fi

Figure 17.1
Above: The real object focus F 0

o. Rays that intersect in a point in the real object focal plane
emerge into image space as a parallel beam, parallel to the axis if the point lies on the axis.

Below: Definition of the ray g(z), which crosses the optic axis at the real image focus ðz5 z0FiÞ. The
corresponding asymptotic focus (here denoted by F*) is in practice more useful.
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and in the plane z5 z0Fi,

xðz0FiÞ5αGðz0FiÞ (17.6)

We shall see in Volume 3 that the diffraction pattern of an object placed in the real object

focal plane and illuminated with a beam of electrons parallel to the axis in this plane is

formed in the real image focal plane; Eq. (17.6) expresses a fundamental property of

diffraction patterns, that is, that rays that are parallel in the specimen plane intersect in the

‘diffraction plane’, forming diffraction spots if only isolated directions occur.

In practice, it is more useful to know the location of the asymptotic image focus

corresponding to the real object focus. This is the point at which the emergent asymptote to

g(z) intersects the axis (Fig. 17.1).

Focal lengths are associated with each of these foci. In the case of the real object focus, we

define the real object principal plane, z5 z0Po, to be the plane perpendicular to the axis

through the point of intersection of the emergent asymptote to GðzÞ and the tangent to GðzÞ
at z5 z0Fo (Fig. 17.2). The real focal length f 0o is then given by

f 0o5 z0Po2 z0Fo (17.7)

and since limz-N G5 1, we find

f 0o5
1

G0ðz0FoÞ
(17.8)

For the real image focal length f 0i, we have

f 0i52
1

g0ðz0FiÞ
(17.9)

The Wronskian tells us that for magnetic fields

Gg0 2G0g5 const

z′Fo
z′Po

G(z)

f ′o

Figure 17.2
The real object principal plane and the real (objective) focal length.
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and by considering the focal planes, that

1

f 0o
5

Gðz0FiÞ
f 0i

(17.10)

For the hybrid focal length obtained by considering the emergent asymptote to g(z), which

we denote f vi , we have

f vi 52
1

g0ðNÞ (17.11)

and the Wronskian tells us that

f vi 5 f 0o (17.12)

Finally, we consider the practical situation in which a specimen is placed close to but not

exactly at z5 z0Fo, so that the magnification is high but not infinite. From Fig. 17.3A, we

see that the magnification is given by

��M��5 αo

αi

5
Zi

f 0o1 ζ
� Zi

f 0o
(17.13)

in which ζ{f 0o and Zi is the distance to the image from z0Po. From Fig. 17.3B, however, we

can express the magnification as

��M��5 ���� xixo
���� � f 0o

ζ
(17.14)

αo

f ′o+ζ

αi

ζ

zi

xi

xo

z

zf ′o

Figure 17.3
High but not infinite magnification in an objective lens.
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(by similar triangles). Thus ζZi5 f 0o
2, in which we once again recognize Newton’s lens

equation (now valid only for small values of ζ).

17.2 Osculating Cardinal Elements

The concept of osculating cardinal elements was introduced by Glaser (Glaser and Lammel,

1941, 1943; Glaser and Bergmann, 1950, 1951) in an attempt to establish whether

generalized cardinal elements can be defined that collapse to the asymptotic cardinal

elements when both object and image lie outside the field and which also allow us to use

the lens equation in Newton’s form,

M5
f o

zo2 zFo
52

zi2 zFi

f i
(17.15)

even when the object or the image is located in the field. These new cardinal elements,

zFo; zFi; f o and f i will in general vary with object position zo and hence with magnification

M. From Eq. (17.15), we have

1

f o
5

d

dzo

�
1

M

�
;

1

f i
52

dM

dzo

dzo

dzi

zFo 5 zo 2 f o=M; zFi5 zi1Mf i

(17.16)

and we regard these as definitions of new osculating cardinal elements, so called from their

geometrical interpretation. From the relation between longitudinal and lateral magnification

(Eq. 15.60), we note that

f i

φ̂
1=2

i

5
f o

φ̂
1=2

o

(17.17)

The osculating focal lengths and the positions of the osculating foci may be calculated by

considering an arbitrary pair of solutions of the paraxial equation, s(z) and t(z), such that the

general solution is

xðzÞ5 asðzÞ1 btðzÞ5 tðzÞ
tðzoÞ

xo1 a

�
sðzÞ2 sðzoÞ

tðzoÞ
tðzÞ
�

(17.18)

with t(zo) 6¼ 0, xo :¼ x(zo) and b5 {xo2 as(zo)}/t(zo). The image plane conjugate to an

object plane z5 zo is the plane in which the term multiplied by a vanishes:

sðziÞ2
sðzoÞ
tðzoÞ

tðziÞ5 0 (17.19)
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whereupon

xðziÞ5
tðziÞ
tðzoÞ

xo (17.20)

The magnification is thus

M5
tðziÞ
tðzoÞ

5
sðziÞ
sðzoÞ

(17.21)

Differentiating, we find

dM

dzi
5

1

tðzoÞ
dtðziÞ
dzi

2
tðziÞ
t2ðzoÞ

dtðzoÞ
dzo

dzo

dzi
(17.22)

Eq. (17.19) gives

dzo

dzi
52

tðzoÞs0ðziÞ2 sðzoÞt0ðziÞ
t0ðzoÞsðziÞ2 s0ðzoÞtðziÞ

52
tðzoÞ
tðziÞ

:
tðzoÞs0ðziÞ2 sðzoÞt0ðziÞ
t0ðzoÞsðzoÞ2 s0ðzoÞtðzoÞ

(17.23)

where primes denote differentiation with respect to the argument zo or zi. From Eqs (17.16)

and (17.22�17.23), we see that

1

f i
52

t0ðzoÞs0ðziÞ2 t0ðziÞs0ðzoÞ
tðzoÞs0ðzoÞ2 t0ðzoÞsðzoÞ

1

f o
52

t0ðzoÞs0ðziÞ2 t0ðziÞs0ðzoÞ
tðziÞs0ðziÞ2 t0ðziÞsðziÞ

(17.24)

Likewise from Eqs (17.16) and (17.24), we obtain (17.25)

zi2 zFi52
tðziÞs0ðzoÞ2 t0ðzoÞsðziÞ
t0ðziÞs0ðzoÞ2 t0ðzoÞs0ðziÞ

zo2 zFo 52
tðzoÞs0ðziÞ2 t0ðziÞsðzoÞ
t0ðzoÞs0ðziÞ2 t0ðziÞs0ðziÞ

(17.25)

The geometrical meanings of these expressions can be extracted by considering the

particular ray

ξðzÞ5 tðzÞs0ðziÞ2 sðzÞt0ðziÞ (17.26)
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In the plane z5 zi, ξ0(zi)5 0 and so the tangent to ξ(z) is parallel to the axis in this plane.

The osculating focal length f o is simply given by

f o5
ξðziÞ
ξ0ðzoÞ

(17.27)

and the position of the focus by

zo 2 zFo 5
ξðzoÞ
ξ0ðzoÞ

(17.28)

An osculating object principal plane may be defined to be the point of intersection of the

tangent to ξ(z) in the object plane and the tangent in the image plane. It is easy to show that

zPo2 zFo 5 f o (17.29)

Similar relations may be established straightforwardly for the image osculating cardinal

elements. These geometrical relations are illustrated in Fig. 17.4A.

These osculating cardinal elements can be used to study image formation in the

neighbourhood of a given pair of conjugate points. Consider an object placed in a plane

distant Δzo from zo; the magnification will change from M to M1ΔM. We see that

M1ΔM5M2
Δzi

f i
52

zi1Δzi2 zFi

f i
(17.30)

Also

1

M
1Δ

1

M

� �
5

1

M
1

Δzo

f o
(17.31)

Hence

M1ΔM52
zi1Δzi2 zFi

f i
5

f o
zo 1Δzo2 zFo

(17.32)

and so Newton’s lens equation is satisfied for the new object position, for small

displacements Δzo.

An example of the variation of the osculating focal length as a function of magnification for

the magnetic lens field B(z)5B0 exp(2z2/a2) is shown in Fig. 17.4B for various values of

the lens strength.

From Fig. 17.1, it is immediately clear that the osculating object focus corresponding to an

image at infinity is identical with the real object focus discussed in Section 17.1 and the

osculating object principal plane likewise coincides with the real object principal plane.
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Finally, we consider the question of whether field distributions exist for which the

osculating cardinal elements are stationary and thus do not vary with object position

(or magnification). This question was very thoroughly studied by Glaser (Glaser and

Lammel, 1941), and contributions to the topic have also been made by Hutter (1945) and

ξ(z)

fo

zo

zFo

Δzo

Δzi

fi

zPi
zi zzPo zFi

1.5

1.0

0.5

0
0.01 0.1

M
1

f

d

10 100

1

2

3

(B)

(A)

Figure 17.4
(A) The osculating cardinal elements. (B) The osculating focal length as a function of

magnification and lens strength for B(z)5 B0 exp(2z2/a2). 1: J2=φ̂5 142 A2=V ; 2: 285 A2/V;
3: 427 A2/V. After Glaser (1952), Courtesy Springer Verlag.
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Funk (1950). The list of fields given by Hutter is misleading, however, as it contains

several fields that do not possess fixed osculating elements. The fullest account is to be

found in Glaser (1952, Section 68), which we follow closely.

We set out from Eq. (17.15) and render the axial coordinate dimensionless by writing

ζ :¼ σz=a (17.33)

where a is some convenient dimension of the lens and σ is defined below. We no longer

add bars to ζ where these were necessary for z. Solving Eq. (17.15) for ζ i we obtain the

projective relation

ζ i5
ζFiζo 2 f of i2 ζFiζFo

ζo2 ζFo
(17.34)

and shift the origin to the point midway between Fo and Fi: ζFo52ζFi Anticipating a

result proved in Section 17.3, we set ζ2Fi2 f of i equal to 2σ2 and Eq. (17.34) becomes

ζ i5
ζFiζo 2σ2

ζo1 ζFi
(17.35)

We now map the whole z- or ζ-axis onto a finite domain by writing

ζ ¼: σ cot ψ 0#ψ#π (17.36)

and choose ω such that

ζFi ¼: σ cot
π
ω

(17.37)

The projective relation (17.35) then becomes

cot ψi5
cot ðπ=ωÞ cot ψo2 1

cot ψo1 cot ðπ=ωÞ 5 cot ðψo 1π=ωÞ (17.38)

or

ψi5ψo1π=ω (17.39)

We now substitute these transformations into the paraxial equations of motion; it will be

sufficient to consider the magnetic case (φ5 const). Replacing z by ψ (Eqs 17.33 and

17.36) and introducing a new variable ξ,

x ¼: ξ cosec ψ (17.40)

the paraxial equation xv1 ðη2B2=4φ̂ Þx5 0 becomes

€ξ1
n
11 k2b2ða cot ψÞ cosec4ψ

o
ξ5 0 (17.41)
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in which

k2 :¼ η2B2
0a

2

4φ̂
(17.42)

and

BðzÞ ¼: B0bðzÞ (17.43)

where B0 is the greatest value of B(z) so that b(z)# 1.

Let s(ψ) and t(ψ) be two independent solutions of Eq. (17.41), corresponding to the

solutions xs(σ cot ψ)5 s(ψ) cosec ψ, xt(σ cot ψ)5 t(ψ)cosec ψ; then Eq. (17.15) may be

written

M5
sðψiÞ
sðψoÞ

sin ψo

sin ψi

5
tðψiÞ
tðψoÞ

sin ψo

sin ψi

(17.44)

Setting

rðψoÞ :¼
s

t
5

xsðσ cot ψÞ
xtðσ cot ψÞ (17.45)

Eq. (17.19) becomes

rðψoÞ5 rðψiÞ (17.46)

Since ψi5ψo1π/ω Eq. (17.39), the function r(ψ) must be such that

rðψo 1π=ωÞ5 rðψoÞ (17.47)

that is, it must be periodic with period π/ω. Differentiating Eq. (17.45) gives

_r5
_st2 s_t

t2
(17.48)

and using the Wronskian (_st2 s_t5 const5C), we see that

_r5C=t2 (17.49)

From this we can deduce that t(ψ) must be semi-periodic,

tðψ1π=ωÞ52 tðψÞ (17.50)

and the same is true of s(ψ). The derivatives of these functions are also semi-periodic and

returning to Eq. (17.41), we see that the field function b2(a cot ψ) cosec4ψ must be periodic

with period π/ω. Writing

b2ða cot ψÞ cosec4ψ5F2ðψÞ (17.51)
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we can conclude that all ‘Newtonian’ fields, that is, fields for which the osculating cardinal

elements are stationary (do not vary with object position), must be of the form

bða cot ψÞ5FðψÞ sin2ψ; Fðψ1π=ωÞ5FðψÞ (17.52)

Not all such fields are Newtonian, however: this condition is necessary but not sufficient.

Such a condition is provided by Eq. (17.47), which we may restate as follows: the solutions

s(ψ) and t(ψ) of the Hill differential equation

€ξ1
n
11 k2F2ðψÞ

o
ξ5 0; Fðψ1π=ωÞ5FðψÞ (17.53)

must be semi-periodic with half-period π/ω. (For further details of Hill equations, see
Kamke, 1977, Section C.2, Eq. 2.30; Whittaker and Watson, 1927, Chapter XIX). The

simplest function F(ψ) satisfying Eq. (17.52) is clearly

FðψÞ5 1 (17.54)

giving

bða cot ψÞ5 sin2ψ

or

BðzÞ5 B0

11 ðz=aÞ2 (17.55)

This field distribution, introduced by Glaser (1940) and very extensively studied, is known

as Glaser’s bell-shaped model.

For more complicated forms of F(ψ), an example of which is

Bða cot ψÞ5B0 R
1=2cos2ψ

R5 11
11 k2

k2
C1

12C2sin
2ωðπ2ψÞ�

12C3sin
2ωðπ2ψÞ�2 Usin2ωðπ2ψÞ (17.56)

where C1, C2 and C3 are constants (some examples are shown in Fig. 17.5), see Glaser

(1952, Section 68). We shall say no more about these fields here, however, because the

field shape is a function of the parameter k2 ~B2
0=φ̂ . Thus any given member of this family

of fields will be Newtonian for only one value B2
0=φ̂ : they are of academic interest only.

For some values of the parameters, they appear to represent grossly saturated

superconducting lenses quite well (see the field distributions in Bonjour (1974, 1975)) but

there is little or no incentive to use models of such restricted utility. The attractive feature

of model fields is that they enable us to study the general behaviour of a lens as all the
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Figure 17.5
Various Newtonian fields of the form (17.56). (A)�(D), C1520.724, C25 1.049, C35 0.559;
(E)�(H), C1520.298, C25 1.035, C35 0.331. The parameters (k2, ω) are as indicated. After

Glaser (1952, Courtesy Springer Verlag.
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parameters are varied, even if the numerical values are not exact; if a model is not capable

of this, there is even less reason to eschew numerical trajectory tracing (Chapter 34:

Numerical Calculation of Trajectories, Paraxial Properties and Aberrations).

Another aspect of Newtonian fields, which we shall not consider here, concerns the

existence of osculating cardinal elements of higher order, that is, cardinal elements for

which Eq. (17.15) is valid to better than a linear approximation. The quadratic case is

mentioned by Glaser and Bergmann (1951) and the general case has been studied by Putz

(1951), whose unpublished work is recapitulated in detail by Glaser (1952, Section 68).

17.3 Inversion of the Principal Planes

As we have seen, the principal planes may be defined in several ways. For certain

definitions, which will emerge from the discussion, the object and image principal planes

are crossed in the sense that the object principal plane is on the image-space side of the

image principal plane: zPi, zpo. Consider a pair of conjugate planes zo, zi; from Eq. (16.25),

zi5
zFizo 2 fofi2 zFozFi

zo2 zFo
(17.57)

as in Eq. (17.15). Setting the origin of coordinates midway between zFo and zFi, so that

2zFo 5 zFi ¼: zF . 0 (17.58)

we find

zi5
zFzo2 ðfofi2 z2FÞ

zo1 zF
(17.59)

This projective transformation must have real or imaginary self-corresponding points, that

is, points for which zi5 zo ¼: ζ, say. For this
ζ2 52 fofi1 z2F (17.60)

If both object and image are real, there can be no self-corresponding points: a ray setting

out from the axial point in z5 zo cannot intersect the axis again in this plane. The self-

corresponding points are therefore imaginary and

fofi2 z2F . 0 (17.61)

If fo5 fi ¼: f we may conclude that

zF , f (17.62)
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since zF. 0 by hypothesis and the fact that electron lenses are convergent implies that f. 0

for single stage imaging. But

zPi52 zPo5 zF 2 f , 0

and so

zPi, zPo (17.63)

If fo 6¼ fi, we have

z2F , fofi (17.64)

and since

1

4
ðfo2fiÞ2 . 0

we may write

z2F ,
1

4

	
f 20 1 2fofi1 f 2i



or

0, zF ,
1

2
ðfo1 fiÞ (17.65)

or

zPi5 zF 2 fi,
1

2
ðfo2 fiÞ

zPo 52 zF 1 fo.
1

2
ðfo 2 fiiÞ

so that finally zPo. zPi as before Eq. (17.63).

The above proof is valid only if the object and image are real and if the image is formed in a

single stage: there must be no intermediate image, for otherwise we could not take the square

roots (Eqs 17.62�17.65). This inversion of the principal planes was first found experimentally,

by Ruska (1934b). A situation that appears to conflict with this has been found by Sturrock

(1951, 1955); we return to this in Part VII, where we examine field models.

17.4 Approximate Formulae for the Cardinal Elements: The Thin-Lens
Approximation and the Weak-Lens Approximation

Simple expressions for the focal lengths and positions of the foci can be obtained if the lens

field is weak. We shall find that all weak lenses can be treated as thin lenses, that is, as

276 Chapter 17



lenses in which the principal planes coincide when φi5φo, but the converse is not

necessarily true; when φi 6¼ φo, we are obliged to define thin lenses slightly differently. We

set out from the reduced equation (15.38) in the form υ"52Gυ and integrate twice to give

υ0ðzÞ5 a00 2
ðz
z0

Gυ dζ :¼ a002G1ðzÞ

υðzÞ5 a0 2 a00ðz2 z0Þ2
ðz
z0

G1ðζÞ dζ

which may be integrated by parts to yield

υðzÞ5 a01 a00ðz2 z0Þ2
ðz
z0

ðz2 ζÞGðζÞυðζÞ dζ (17.66)

which is a Volterra-type integral equation. A formal solution is given by the

Picard�Lindelöff iterative procedure

υn11ðzÞ5 a01 a00ðz2 z0Þ2
ðz
z0

ðz2 ζÞGðζÞυnðζÞ dζ

for n5 0; 1; . . .

(17.67)

Suppose now that

1

~f
:¼
ðN
2N

GðzÞ dz{ 1

L
(17.68)

where L is some length characteristic of the lens producing the field φ(z) or B(z), typically a

gap or bore or total length. For convenience, we set the origin at the ‘centre of gravity’ of

G(z), so that its first moment vanishes:ðN
2N

zGðzÞ dz5 0 (17.69)

We denote the second moment or ‘moment of inertia’ of G(z) by D:

D :¼
ðN
2N

z2GðzÞ dz (17.70)

Clearly

D,, L,, ~f (17.71)

Let us now evaluate υ1(z) from Eq. (17.67), taking as zero-order approximation

υ0ðzÞ5 a0 1 a00ðz2 z0Þ. In field-free object space, we have

υ1ðzÞ5 a0 1 a00ðz2 z0Þ (17.72)

Gaussian Optics of Rotationally Symmetric Systems: Real Cardinal Elements 277



and in field-free image space,

υ1ðzÞ5 a0 1 a00ðz2 z0Þ1
ða00z0 2 a0Þz

~f
1 a00D (17.73)

Neglecting the final term, we see that incident and emergent rays intersect in the centre-of-

gravity plane, z5 0. The focal lengths and foci are easily found by expressing the above

relation between asymptotes in matrix form and comparing with Eq. (16.12). In the plane

z15 z25 0 (Dušek matrix), we have

υðiÞ1 ð0Þ

υðiÞ
0

1

0
@

1
A5

1 0

21= ~f 1

 !
υð0Þ1 ð0Þ

υðiÞ
0

1

0
@

1
A

�
pzF=fi p

	
fo1 zFozFi=fi



2p=fi 2pzFo=fi

 !
υð0Þ1 ð0Þ

υðiÞ
0

1

0
@

1
A

(17.74)

where p5 ðφ̂ i=φ̂ oÞ1=4, so that

fi5 p ~f ; fo 52 zFo=p5 ~f=p

zFi5 fi=p5 ~f ; zFo 52 fi=p52 ~f
(17.75)

If φi5φo (p5 1), the lens behaves like a thin lens situated at the centre of gravity of G(z),

the principal planes Eq. (16.7) coinciding in this plane as expected. If, however, φi 6¼ φo,

the object and image focal lengths are related to ~f explicitly as follows

fo 5
φ̂ o

φ̂ i

 !1=4

~f ; fi5
φ̂ i

φ̂ o

 !1=4

~f (17.76)

and so fofi5 ~f
2
: the intermediate quantity ~f (Eq. 16.19a) is the geometric mean of the object

and image focal lengths. The foci are equidistant from the centre-of-gravity plane:

zFi5 � zFo 5 ~f . The principal planes do not, however, coincide in this plane but are

separated by a distance

zPi2 zPo5 zFi2 fi2 zFo2 fo5 2 ~f 2 fi2 fo

5 ~f

�
22

 
φ̂ i

φ̂ o

!1=4

2

 
φ̂ o

φ̂ i

!1=4�
(17.77)

Despite this, the lens is still regarded as thin and we have therefore proved that every

weak electron lens can be regarded as a thin lens, where the criterion for weakness is

Eq. (17.68).
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In the cases of magnetic lenses and electrostatic lenses, we obtain the following

expressions:

Magnetic Lenses

We set φ5 const in G(z) and find

1

f
5

1

~f
5

η2

4φ̂

ðN
2N

B2ðzÞ dz (17.78)

This expression, first derived by Busch (1927), is known as Busch’s formula (cf. Ollendorff

and Wendt, 1932).

Electrostatic Lenses

We now set B5 0 in G(z) and obtain

1

fo
5

3

16

 
φ̂ i

φ̂ o

!1=4 ðN
2N

 
φ0

φ̂

!2 
11

4

3
εφ̂

!
dz

1

fi
5

3

16

 
φ̂ o

φ̂ i

!1=4 ðN
2N

 
φ0

φ̂

!2

11
4

3
εφ̂

 !
dz

(17.79)

or nonrelativistically (εφ,, 1; φ̂-φ):

1

fo
5

3

16

 
φi

φo

!1=4 ðN
2N

φ02

φ2
dz

1

fi
5

3

16

 
φo

φi

!1=4 ðN
2N

φ02

φ2
dz

(17.80)

We note that it is important to derive Eq. (17.79) or (17.80) from the reduced equation. If

ordinary coordinates (x, y, z) are employed, it is easy to obtain the wrong result; this point

is discussed by Sturrock (1955, p. 15ff.), who shows how the confusion arises.
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CHAPTER 18

Electron Mirrors

18.1 Introduction

In the discussion of the paraxial properties of rotationally symmetric systems, we have

assumed that not only do the electron trajectories remain in the vicinity of the axis but

that their gradients also remain small. If, however, the potential barrier in a retarding

electrostatic lens is sufficiently high to prevent electrons from passing, the latter will be

returned towards object space and the lens will have a mirror action. We shall see that to a

first approximation, which it is convenient to call the paraxial approximation, the familiar

cardinal elements can again be used for such contracurrent or catoptric systems, but special

precautions must clearly be taken in the vicinity of the turning point, where the gradient is

locally very large, passing through infinity.

Several ways of circumventing this difficulty have been proposed, two of which have been

studied in detail. In each case, the distance along the optic axis, z, is replaced by some

other independent variable, preferably one which, unlike z, increases monotonically as the

electron proceeds and hence does not lead to infinite gradients when the electron turns

round. The most obvious choice is the time, or a quantity very closely related to it

(Recknagel, 1936, 1937; Hottenroth, 1936, 1937; Nicholl, 1938; Zworykin et al., 1945;

Regenstreif, 1951; Glaser, 1952; Septier, 1953; Schiske, 1957). Another possibility is to use

a transformation introduced by Hahn (1965) as a means of unifying lens studies, in which

the entire z-axis is mapped onto a finite region; its suitability for the study of mirrors is

pointed out in Hahn (1971). Another suggestion comes from Bernard (1952), who writes

s252z, with the origin of z at the point of reflection of an electron on the axis. The

incident part of the trajectory then corresponds to s, 0 and the reflected part to s. 0;

dx/ds and dy/ds do not become infinite.

A transformation that has been extensively studied employs Cartesian coordinates but in

such a way that the ‘paraxial’ equations remain valid. It is still required that the charged

particles remain close to the axis but not that their gradients remain small (Kel’man et al.,

1971a�c, 1972a,b, 1973a,b; Daumenov et al., 1978; Ximen et al., 1983). We present this

theory, which has been developed in considerable detail, in Section 18.3.

We assume throughout this chapter that although the z-component of the electron velocity

is reduced to zero by the potential barrier in the mirror, the same is not true of the retarding
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field: Ez 6¼0 in the plane in which the electron is instantaneously stationary. In the

exceptional case in which this did occur, the electrons would be trapped; this remote

contingency is envisaged by Recknagel (1937).

Electron mirrors are not the only systems in which the gradients of electron trajectories

become too large for the conditions of paraxial imagery to be satisfied. In electron emission

structures � guns, cathode lenses and image converters in particular � the electron velocity

is locally small and the gradients steep. Guns are dealt with separately in Part IX. The

methods of Kel’man et al. and Hahn have been used to study cathode lenses in some detail

and any technique that enables mirrors to be analysed is in principle equally suitable for

cathode lenses, in which the rays resemble those returning from a mirror except that the

equipotentials are determined by the cathode surface. We now say a few words about the

instrumental aspects of these various devices.

Electron mirrors are used for reflecting the particle beam in certain types of energy

analyser and mass spectrometer. A typical example of the former is the analyser built by

Castaing and Henry (1962), which is shown in Fig. 18.1. Here, the direction of the beam is

reversed by a repulsive electrostatic field, thus causing the particles to pass twice through

Mirror

Objective

Magnetic
prism

Aperture stop

Intermediate lens

Figure 18.1
Combination of electrostatic mirror and magnetic prism that permits energy-filtered images or

energy-loss spectra to be formed.
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the magnetic deflection field. The points of reflection are located somewhere in the field,

away from any material surface.

Electron mirrors are also the essential elements of mirror or reflection electron microscopes.

Here the beam direction is reversed just in front of the surface of the specimen, and contrast

is produced in the image by local variations of some property of the specimen surface:

variation in height or magnetic field distribution or electrostatic potential. For a detailed

review, see Bok et al. (1971). An extensive list of publications in which mirror optics is

considered is included in (Hawkes, 2012). Mirrors are also essential components in low-

energy electron microscopes and photoemission electron microscopes, which are described

at length in Bauer (2008, 2012, 2014, 2018) and Feng and Scholl (2008, 2018).

In another device (Lichte, 1983), the electron mirror is used as an interferometer

(Fig. 18.2). Here, the electrons come so close to the material surface that the reflected beam

is modulated by any roughness, as in the mirror microscope. The height distribution over

Electron source

Biprism I

Biprism II

Electron mirror

Object

d
r

r
o

o
Magnetic prism

Intermediate image

Figure 18.2
The arrangement of prism, mirror and biprism in an electron mirror interference microscope. The
presence of the two biprisms enables phase differences between the partial waves r and o to be

measured interferometrically. After Lichte (1983) Courtesy Physical Society of Japan.
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the surface is now determined by analysing the interference pattern obtained by superposing

a uniform beam on the reflected beam. Since this effect cannot be fully understood without

going beyond geometrical electron optics, we defer further discussion to Volume 3.

Cathode lenses are employed in electron emission microscopes and in image-converters.

Emission microscopes are mainly employed in metallurgical investigations. A typical

cathode lens is shown schematically in Fig. 18.3. Here, the specimen acts as a (cold)

cathode and electrons are ejected from it by lateral bombardment with electrons

(Möllenstedt and Düker, 1953), photons (Koch, 1967a,b) or ions. The local intensity of the

ensuing electron emission depends to some extent on the intensity of the irradiation, which

is assumed to be practically uniform over the area illuminated, and depends principally on

material properties such as the work function. The electrons emitted are then used to form

an image of the cathode surface on a recording medium, where the distribution of the

properties that determined the image is now observable. Here, therefore, the cathode plays

two roles: first, it serves as an electron emitter, and in addition, it forms the first electrode

of the electrostatic lens in front of it. Such a lens is often known as an ‘immersion

objective’. For surveys, see Möllenstedt and Lenz ((1963), Müllerová and Frank (2003), the

series of articles by Tromp (2011, 2015a, b), Tromp et al. (2010, 2012, 2013), Geelen et al.

(2015) and the book by Bauer (2014). Another use of cathode lenses is in the rapidly

growing area of ultrafast electron microscopy (UEM), in which extremely short electron

Aperture Screen

Anode

WehneltCathode

Crossover

Figure 18.3
Electrostatic equipotentials and electron trajectories in an electron microscope with a

cathode lens.
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pulses are generated by bombarding the cathode with pulses of photons or electrons

(or ions). This makes it possible to track rapidly changing features of the specimen either

by imaging or diffraction. Fragile specimens could perhaps be imaged before being

damaged by the beam. We give some account of this in Chapter 37 of Volume 2.

In image converters (Fig. 18.4), the function of the cathode is similar. Here, the cathode

is a thin spherical layer, transparent to infrared or visible light. The inner surface of the

cathode is coated with a layer of conducting material with a low work function so that

when light falls on the cathode, photoelectrons are emitted. By imaging the cathode surface

onto a viewing screen with electrons of sufficiently high energy, the feeble light image

projected onto the cathode surface can be intensified. These introductory remarks are

merely intended to give the reader a general idea of these devices; a few more technical

details will be found in Chapter 37 of Volume 2.

The two methods of analysing the properties of mirrors that have been examined in

most detail are the modified temporal representation (Section 18.2) and the cartesian

representation (Section 18.3). In the first, the independent varriable of the equations of

motion is a time-like quantity while in the other, time is eliminated from the outset. This

work was briefly described in the first edition but with the growing use of electron mirrors

in low-energy-electron microscopes (LEEM) and photoemission electron microscopes

(PEEM), we now include a more complete description (see Chapter 37 of Volume 2).

Aberration coefficients have been derived by means of both forms of the theory; when

the temporal representation is chosen, an additional step is needed to extract aberration

coefficients corresponding to position and angle from those involving time. More details

are given in Chapter 28, The Aberrations of Mirrors and Cathode Lenses.

VV2
First anode

Second anode

Viewing
screen

Cathode

Figure 18.4
An electrostatic three-electrode image converter for infrared light.
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In both cases, the position of an arbitrary electron is measured as usual by its distance from

the optic axis and by its distance, parallel to the optic axis, from a reference electron at a

given time. The latter travels along the optic axis in the negative z direction towards the

mirror, is reversed and returns along the optic axis in the positive z direction. The point of

reflection, at which dz/dt5 0, is denoted by ζT, and we choose this point as the origin of

the electrostatic potential:

Φð0; 0; ζT Þ5 0 (18.1)

Thus the coordinates of the reference electron at time t are

xðtÞ5 0; yðtÞ5 0; zðtÞ ¼: ζðtÞ (18.2a)

and for an arbitrary electron,

xðtÞ; yðtÞ; zðtÞ5 ζðtÞ1 hðtÞ (18.2b)

The ζ- component of the Lorentz equation (2.1) for the reference electron is

€ζ5
φ0

2φ0

and on multiplying this by _ζ and integrating with respect to time, we find

_ζ
2
5

φ
φ0

(18.3)

where φ0 is the accelerating voltage and dots indicate differentiation with respect to time.

Outside the mirror field, _ζ5 61. It will prove convenient to use the time τ (3.9, 3.10)

instead of t; we recall that dτ5 2ηφ1=2
0 dt.

Note that in this chapter, we neglect relativistic effects, which are rarely of importance in

mirror systems. If required, a relativistically correct treatment of the temporal representation

can be found in the work of Preikszas (1995; Preikszas and Rose, 1997), reproduced by

Rose (2012, Chapter 10). See also Preikszas and Rose (1994, 1996a,b).

18.2 The Modified Temporal Representation

After a short calculation (given in full by Preikszas and Rose, 1997), the following equation

for u5 x 1 iy in the rotating coordinate system is obtained:

€u1
φv1 η2B2

4φ0

u5Fu (18.4a)
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The longitudinal coordinate h satisfies

€h2
φv
2φ0

h5Fh (18.4b)

Fu 5FðeÞ
u 1FðmÞ

u (18.5a)

in which

FðeÞ
u 5

1

32

φð4Þ

φ0

uðuu�Þ2 1

4

φw
φ0

uh2
1

8

φð4Þ

φ0

uh2

FðmÞ
u 5 iη̂

�
2
1

4
Bv _uðuu�Þ1B0 _uh1

1

2
Bv _uh21

1

2
B0u _h1

1

2
Bvuh _h

�

1
1

8
η̂2u uu�BBv2 4hBB02 2h2BBv

� �

1 i_ζ
�
2

1

16
Bwuðuu�Þ1 1

2
Bvuh1

1

4
Bwuh2

�
(18.5b)

and

Fh5F
ðeÞ
h 1F

ðmÞ
h

F
ðeÞ
h 52

1

8

φw
φ0

uu�1
1

128

φð5Þ

φ0

ðuu�Þ22 1

8

φð4Þ

φ0

ðuu�Þh1 1

4

φw
φ0

h2

F
ðmÞ
h 5

1

4
η̂ðB0 1 hBvÞ ið _uu�2 u _u�Þ2 η̂uu�B

� �
:

(18.6)

As usual, primes denote derivatives with respect to z or ζ and η̂ denotes η=φ1=2
0 .

The Gaussian approximation is obtained by setting Fu5Fh5 0. We seek a symmetric and

an antisymmetric solution of (18.4a), p(τ) and q(τ) respectively. These must satisfy the

following conditions at the point of reversal, τT:

pðτTÞ52 1; _pðτTÞ5 0

qðτTÞ5 0; _qðτTÞ5 1
(18.7)

and the Wronskian is thus

_pq2 p _q5 1

The general form of these solutions is sketched in Figs. 18.5A and B; in this parametric

representation, there is no singularity or ambiguity.
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We denote the symmetric and antisymmetric solutions of (18.4b) by hσ and hν . For hν, we

have

hν 5 _ζ5 6
φ
φ0

� 	1=2

(18.8)

in which the plus sign corresponds to τ$ τT and the minus sign to τ, τT. With

_hσhν 2 hσ _hν 5 1

we see that

hσ 5 hν

ðτ
τ

dτ
h2ν

5 _ζ
ðτ
τ

φ0

φ
dτ (18.9)

The lower limit τ is chosen in such a way that hσ (τ) is indeed symmetric: _hσðτT Þ5 0.

Outside the region of the mirror field, we have

_hσ 5 hν 5 61; _hν 5 0 (18.10)

We now investigate image formation by an electron mirror. Consider an object plane,

situated at z5 zo$ 0. First, we have to determine the corresponding parameter τo# 0 from

the inverse function τ5 τ(z); there is always exactly one such solution. We next introduce

new fundamental solutions G(τ), H(τ) adapted to the particular object plane. These must

satisfy equations of the form of (18.4a with Fu5 0) with the initial conditions

GðτoÞ5 _HðτoÞ5 1; _GðτoÞ5HðτoÞ5 0 (18.11)

z u

o τ

q

q

q

p

p

p,q
p,q

q

o

(A) (B)

Figure 18.5
Appearance of the fundamental solutions u and υ (A) as functions of the axial coordinate z and

(B) in parametric form together with z(σ).
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instead of Eq. (18.7). The linear relations between G, H and p, q are given by

GðτÞ5 _pðτoÞqðτÞ2 _qðτoÞpðτÞ (18.12a)

HðτÞ52pðτoÞqðτÞ1 qðτoÞpðτÞ (18.12b)

The Wronskians of both pairs of solutions are equal to unity, as can easily be verified.

The particular trajectory with the initial velocity components

_xðτoÞ :¼ _xo; _yðτoÞ :¼ _yo; _zðτoÞ :¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
φðzoÞ=φ0

p
(18.13a)

at the starting point

xðτoÞ :¼ xo; yðτoÞ :¼ yo; zðτoÞ :¼ zo (18.13b)

is given by z5 z(τ) and

xðτÞ5 xoGðτÞ1 _xoHðτÞ (18.14a)

yðτÞ5 yoGðτÞ1 _yoHðτÞ (18.14b)

Just as in the case of ordinary round lenses the position of the conjugate image plane is

determined by the next zero of the function H(τ): H(τi)5 0 with τi. τo. Usually the

focusing fields are so weak that τi. 0, which means that the image is formed after the

reflection. The position of the image plane is then given by zi5 z(τi) and the lateral image

coordinates are

xi5 xoGðτiÞ; yi5 yoGðτiÞ (18.15)

The image is rotated relative to the object; the corresponding angle is

θi5
η

2φ1=2
0

ðτi
τo
BðzðτÞÞdτ (18.16)

From this formula, which is quite unambiguous, it is obvious that the sense of rotation is

maintained after the reflection.

Image formation by a cathode lens is a special case of the foregoing situation. In this case

the object is located in the cathode plane zo5 0; hence τo5 0 and consequently G(τ) � q(τ),
H(τ) � p(τ), as is obvious on comparing Eq. (18.7) with (18.11). Other than this

simplification, there is nothing new about image formation by a cathode lens. A narrow

aperture is often brought into the beam in order to filter out electrons with very large lateral

velocity components. In this way the chromatic aberration of the cathode lens can be

reduced, but this can only be fully understood after studying the aberrations. Here we

merely point out that the appropriate plane for this aperture is given by

za :¼ zðτaÞ with qðτaÞ5 0 (18.17a)

Electron Mirrors 289



as sketched in Fig. 18.6. The lateral coordinates

xa5 _xopðτaÞ; ya 5 _yopðτaÞ (18.17b)

are then independent of xo and yo, so that there is no vignetting.

We could go on to define asymptotic cardinal elements � foci, principal planes and focal

lengths � exactly as for round lenses. If we adopt the same sign conventions in the

definitions, namely zFi�zPi ¼: fi and zPo�zFo ¼: fo (Eq. 16.7), we find that now fi52fo ¼:
f, so that with (Eq. 16.25)

zi2 zFi52 fiM

zo2 zFo 5 fo=M
(18.18)

we have

ðzi2 zFiÞðzo 2 zFoÞ52 fofi5 f 2 (18.19a)

or

1

zo 2 zPo
1

1

zi2 zPi
5

1

f
(18.19b)

If we compare this with the treatment of mirrors in light optics (e.g., Born and Wolf, 1959

Section 4.3, where the sign convention for fi is the opposite of that adopted here), we see

that convergent mirrors correspond to positive values of fo and hence negative values of f;

for divergent mirrors, fo, 0 and hence f. 0. We return to mirror optics in Section 18.3.

18.3 The Cartesian Representation

Although the trajectories reverse their direction and have large gradients in the vicinity of

the turning point, a ‘paraxial’ ray equation can nevertheless be derived in the conventional

r

ro r0 u(z)

z = za

z 
o

Cathode Aperture

Figure 18.6
Appropriate location of an aperture in a cathode lens.
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Cartesian form. This approach has been investigated by Kel’man et al., who first used it to

facilitate the study of cylindrical mirrors (Kel’man et al., 1971a�c, 1972a,b) and

subsequently employed it to analyse rotationally symmetric mirrors including magnetic

fields (Kel’man et al., 1973a,b). Their theory can be derived from a variational principle, as

shown in detail by Daumenov et al. (1978); we shall return to this in Chapter 28, The

Aberrations of Mirrors and Cathode Lenses, in connection with the aberrations. This theory

was redeveloped by Sekunova and Yakushev (1975), Sekunova (1977), Daumenov et al.,

(1981), Kolesnikov and Monastyrskii (1988), Monastyrskii (1989), Bimurzaev et al. (1999,

2003, 2004a�c) and Bimurzaev and Yakushev (2004); connected accounts are to be found

in Yakushev and Sekunova (1986) and Yakushev (2013), which we follow closely.

We set out from the same equations as for the temporal representation but instead of the

time-like quantity τ, we use the parameter ζ (Eq. 18.3) as independent variable. With

z5 ζ1 h, and noting that

d

dτ
5 _ζ

d

dζ
;

d2

dτ2
5 €ζ

d

dζ
1 _ζ

2 d2

dζ2
(18.20)

we obtain

φðζÞuvðζÞ1 1

2
φ0ðζÞu0ðζÞ1 1

4

n
φvðζÞ1 η2B2ðζÞ

o
uðζÞ5 Sð3Þ (18.21a)

2φh0 2φ0h5 sð3Þ (18.21b)

in which primes denote differentiation with respect to ζ. The non-linear terms have the

form

Sð3Þ5
φiv 1 4η2BBv

32
ðuu�Þu2 ðφv1 η2B2Þ0

4
uh6 i

ηφ1=2Bv
16

ðuu�02 u�u0Þu

sð3Þ52φu0u�0 2
φv1 η2B2

4
uu�6 i

ηφ1=2B

2
ðuu�02 u�u0Þ1 ε̂

(18.22)

Where the reference particle has zero energy (at its point of reflection), the arbitrary

electron has energy ε̂.

The paraxial behaviour is obtained by setting S(3)5 s(3)5 0. These paraxial ray equations

have the same formal structure as those for ordinary round lenses. The novel fact here

is that very small values are required only for x21 y2, whereas the gradients may be

arbitrarily large. The range of validity of the paraxial approximation has clearly been

extended. Nevertheless, Eq. (18.21) also have disadvantages: great care must be taken

in numerical work in the vicinity of the singularity; it is also necessary to be vigilant

concerning the signs of the variables before and after reflection.
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Since Eq. (18.21a) has a singularity (a first-order pole) at the point at which φ(ζT)5 0, the

linearly independent solutions are of the form p(ζ) and q(ζ)5φ1/2g(ζ), in which it is p(ζ)
and g(ζ) that are analytic functions; the latter satisfies the equation

φgv1
3

2
φ0g0 1

3φv1 η2B2

4
g5 0 (18.23)

and

φ1=2ðpq0 2 p0qÞ5 1

2
φ0
T (18.24)

The functions p(ζ) and g(ζ) are chosen so that

pðζTÞ5 gðζT Þ5 1 (18.25)

and in the neighbourhood of ζT, therefore, we have

p0T 52
φvT 1 η2B2

T

2φ0
T

; g0T 52
3φvT 1 η2B2

T

6φ0
T

(18.26)

The general solution thus has the form

uðζÞ5αpðζÞ1βqðζÞ (18.27)

When the object plane (ζ5 ζo) lies in field-free space, a ray passing through the point uo in

ζ5 ζo with gradient u0o may be written

uðζÞ5 pðζÞ
Rp0o

uo2 u0o
qo

q0o

� 	
6

qðζÞ
Rg0o

uo2 u0o
po

p0o

� 	
(18.28)

The double sign again indicates incident (minus) and reflected (plus). We now consider

some specific rays.

When u0o 5 p0ouo=po, the second term vanishes and the incident ray returns along the same

path. It will thus intersect the optic axis at the centre of curvature of the mirror, ζ5 ζc.
Outside the field of the mirror, the ray p(ζ) tends to the asymptote

pðζÞ- ζ2 ζc
p0o

(18.29)

When u0o 5 q0ouo=qo, the first term in Eq. (18.28) vanishes and the resulting ray will be

reflected symmetrically about the optic axis. The incident and reflected asymptotes will

therefore intersect at the (virtual) vertex of the mirror, ζυ:

qðζÞ-ðζ2 ζυÞq0o (18.30)
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We see that the quantity R, hitherto undefined, may be identified with the radius of

curvature of the mirror:

R5
po

p0o
2

qo

q0o
5 ζυ2 ζc (18.31)

and Eq. (18.24) shows that

R5
φ0
T

2p0oq0oφ
1=2
o

(18.32)

The focal length ( f ) and position of the focus (ζF) can be deduced from the expression for

a ray incident parallel to the optic axis:

u5
uo

R

pðζÞ
p0o

6
qðζÞ
q0o

� 	
(18.33)

from which we see that

f 5R=2 (18.34)

and

ζF 5
ζυ1 ζc

2
(18.35)

The principal plane coincides with the vertex. If the image plane conjugate to ζo is denoted
by ζ i, we have

poqi1 piqo 5 0

or

1

ζo 2 ζc
1

1

ζ i2 ζc
5

2

R
5

1

f
(18.36)

as in light optics and in agreement with Eq. (18.19b).

For numerical evaluation, this form of the theory is less convenient than the parametric

form dealt with in Section 18.2. In the case of a mirror, one has first to solve

Eq. (18.21a) for ζ decreasing from ζ0 to a small value L. A system of linear equations,

arising from the requirement that as many derivatives as possible should be continuous

at ζ5 L, must then be solved. The trajectory, in the form of a series expansions, has

then to be traced until it again reaches the plane ζ5 L. The numerical tracing is then

resumed (Fig. 18.7). This is a fairly high price to pay for any conceptual advantages
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gained by avoiding the parametric representation � the parametric form clearly has

many attractions.

18.4 A Quadratic Transformation

We mention briefly one other transformation designed to avoid the problems arising from

the large ray gradients at the turning point. This was introduced by Bernard (1952), who

wrote

zυ2 z ¼: s2 (18.37)

for an electron initially travelling in the negative z direction and reflected at z5 zυ. The

negative sign is to be taken before the square root for the incident part of the trajectory and

the positive sign for the reflected part, which already shows that this transformation is by

no means ideal. If we consider only the electrostatic case (B5 0), Eq. (18.4a) becomes,

after some calculation,

d2x

ds2
1

1

2φ
dφ
ds

2
1

s

� 	
dx

ds
1

1

4φ
d2φ
ds2

2
1

s

dφ
ds

� 	
x5 0 (18.38)

with a similar equation for y(s). The term in dx/ds is eliminated by writing

x5φ1=4s21=2x (18.39)

–L O

r

L

z

Figure 18.7
Trajectories approximated by parabolae in the zone 0# z, L. The tangents at z5 L all intersect

in z52L.
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(this is similar to the Picht transformation) whereupon Eq. (18.38) reduces to

d2x

ds2
1Gx5 0 (18.40)

with

GðsÞ5 3

16

dφ=ds
φ

� 	2

2
3

4s2
(18.41)

Eq. (18.40) may then be analysed in the usual way and cardinal elements defined.
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CHAPTER 19

Quadrupole Lenses

Hitherto, we have been studying systems with an axis of rotational symmetry, which are by

far the most common in electron optical devices in which the electron accelerating voltage

does not exceed one or a few hundred kilovolts or, exceptionally, a few megavolts

(in practice, 3 or 4 MV maximum). At higher voltages, focusing elements with lower

symmetry are more commonly used, and, in particular, elements with planes of electrical

symmetry forming quadrupoles. These possess the property of ‘strong focusing’, by which

we mean that their fields exert a force directly on the electrons, towards or away from the

axis, whereas in round magnetic lenses, the focusing force is more indirect, arising from the

coupling between Bz and the azimuthal component of the electron velocity. Quadrupoles

have also been very thoroughly studied as elements for use at conventional accelerating

voltages for a quite different reason. We shall see in Section 24.3 that one of the most

undesirable aberrations of round electron lenses cannot be eliminated in any straightforward

manner but can in principle be cancelled by introducing quadrupoles and octopoles into

the system. This has provided the incentive for exhaustive studies of quadrupole lens

properties, comparable in thoroughness with those on round lenses. In this chapter, we

derive the paraxial equations of quadrupole systems, and introduce the notion of an

orthogonal system.

A brief survey of the history of quadrupole studies is to be found at the beginning

of Chapter 39 of Volume 2. Here we merely remark that although strong focusing at

high energy and aberration correction have been the principal stimuli for research on

quadrupoles, their properties were very fully explored long before either of these

applications was known: the first study, which was thorough and meticulous, appeared

as a Berlin dissertation in 1943 (Melkich, 1947).

In the discussion of Section 7.2.3, the terms in 2ϕ in the potential expansion (7.37 or 7.59)

and their magnetic counterparts (7.43�7.45) were described as quadrupole terms. Here

we use the term in a slightly less restrictive sense: a magnetic or electrostatic quadrupole

is characterized by the presence of two planes of symmetry in the potential or field

(Fig. 19.1), and rotationally symmetric fields as well as octopoles (and higher order

2n-poles) are not excluded. From (7.36), we see that the term in p2(z) describes a potential

for which the planes x5 0 and y5 0 are symmetry planes, Φ(x, y, z)5Φ(6x,6y, z),

and a typical electrostatic quadrupole thus has the form shown in Fig. 7.2 and Fig. 19.1A.
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The term in q2(z) simply corresponds to a similar quadrupole inclined at 45� to that of

Fig. 19.1A. In the magnetic case, the planes x5 0 and y5 0 are planes of symmetry for

P2(z) and planes of antisymmetry for Q2(z). For a field described by Q2 only, Bx(x, y, z)5

Bx(2x, y, z)52Bz(x, 2 y, z)52Bz(2x, 2 y, z), with analogous relations for By

(Fig. 19.1B). We shall learn that uncoupled equations can be obtained if the quadrupoles

are orientated with respect to the coordinate axes in such a way that q25 0 and P25 0,

that is, as shown in Fig. 19.1.

19.1 Paraxial Equations for Quadrupoles

We set out from the general case in which rotationally symmetric magnetic and electrostatic

fields may be present as well as the quadrupole fields themselves. The fields are thus

characterized by six axial functions, φ(z) and B(z) for the round lens components, p2(z) and

q2(z) for the electrostatic quadrupoles and Q2(z) and P2(z) for the magnetic quadrupoles.

–

–

+

+

a

x

y

N

S
N

S
y

x

(A)

(C)

(B)

Figure 19.1
Quadrupoles. (A) Electrostatic quadrupole characterized by p2(z), with equal and opposite

voltages on the electrodes. (B) Magnetic quadrupole characterized by Q2(z). (C) Photograph of
an electrostatic quadrupole.
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We substitute the field expansions (7.36) and (7.43�7.45) into the functionM;M5M=ð2m0eÞ1=2
(15.23) as in Section 15.2 and expand M as a power series in X, Y and their derivatives.

We find

Mð0Þ5 φ̂
1=2

Mð2Þ52
γφv

8φ̂
1=2

X2 1 Y2
� �

1

�
γp2

4φ̂
1=2

2
1

2
ηQ2

�
X2 2 Y2
� �

1

�
γq2

2φ̂
1=2

1 ηP2

�
XY 1

1

2
φ̂
1=2

X021 Y 02� �

2
1

2
ηB XY 02X0Yð Þ

(19.1)

The term in XY0�X0Y can be removed by introducing the rotating coordinate system

employed in connection with round magnetic lenses (15.7, 15.9) whereupon M(2) becomes

Mð2Þ52
γφv

8φ̂
1=2

1
η2B2

8φ̂
1=2

0
B@

1
CA x2 1 y2
� �

1
γp2

2φ̂
1=2

2 ηQ2

0
B@

1
CAcos 2θ1

γq2

2φ̂
1=2

1 ηP2

0
B@

1
CAsin 2θ

8><
>:

9>=
>;

x22 y2

2

1 2
γp2

2φ̂
1=2

2 ηQ2

0
B@

1
CAsin 2θ1

γq2

2φ̂
1=2

1 ηP2

0
B@

1
CAcos 2θ

8><
>:

9>=
>;xy

1
1

2
φ̂
1=2

x02 1 y02
� �

(19.2)

with θ05 ηB=2φ̂
1=2

. The paraxial equations, @M(2)/@xi5 d(@M(2)/dx0i)/dz (x15 x, x25 y), still

do not separate, however, unless

tan θ zð Þ5 γq2=φ̂
1=2

1 2ηP2

γp2=φ̂
1=2

1 2ηQ2

(19.3)

This is known as the orthogonality condition and has been known in various forms for

many years (Melkich, 1947; Glaser, 1956, Section 37; Dušek, 1959). This condition can be

satisfied in several ways but only one is a practical possibility. Most generally, θ(z) may

vary with z, in which case electrodes and polepieces must be devised and constructed of
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such shapes that condition (19.3) is everywhere satisfied. More reasonably, θ(z) may be a

constant, not necessarily zero; this requires B(z)5 0 and γq2 1 2ηP2φ̂
1=2

~ γp2 2 2ηQ2φ̂
1=2

.

Finally we may set θ(z) equal to zero, so that q2(z)5P2(z) � 0, and at least one of p2(z)

and Q2(z) is not zero everywhere. We retain only this final case.

From now on, then, we consider only orthogonal systems, and we assume that the

electrodes and polepieces are disposed so that only φ(z), p2(z) and Q2(z) are allowed to be

nonzero. The paraxial equations then take the form

d

dz
φ̂
1=2

x0
� �

1
γφv2 2γp2 1 4ηQ2φ̂

1=2

4φ̂
1=2

x5 0 (19.4a)

d

dz
φ̂
1=2

y0
� �

1
γφv1 2γp2 2 4ηQ2φ̂

1=2

4φ̂
1=2

y5 0 (19.4b)

or nonrelativistically

xv1
φ0

2φ
x01

φv2 2p2 1 4ηQ2φ1=2

4φ
x5 0 (19.5a)

yv1
φ0

2φ
y01

φv1 2p2 2 4ηQ2φ1=2

4φ
y5 0 (19.5b)

or in reduced form, ξx :¼ xφ̂
1=4

; ξy :¼ yφ̂
1=4

,

ξvx 1
3

16

φ0

φ̂

� �2
11

4

3
εφ̂

� �
2

p2 2 2ηQ2φ̂
1=2

2φ̂

( )
ξx5 0 (19.6a)

ξvy 1
3

16

φ0

φ̂

� �2
11

4

3
εφ̂

� �
1

p2 2 2ηQ2φ̂
1=2

2φ̂

( )
ξy5 0 (19.6b)

Each paraxial equation is a linear, homogeneous, second-order differential equation and

by any of the lines of reasoning set out in Chapter 16, Gaussian Optics of Rotationally

Symmetric Systems: Asymptotic Image Formation, we may again establish the existence of

cardinal elements. For quadrupoles, it is usually sufficient to list the asymptotic cardinal

elements, though real (and osculating) elements can of course be defined if needed. Unlike

round lenses, however, two sets of cardinal elements are needed, one to characterize the

x�z plane, the other the y�z plane. In the absence of any rotationally symmetric lens field

(φ5 const), the lens action in one of these planes will be convergent while in the other it

will be divergent. This is readily seen from (19.4�19.6).
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The action of a quadrupole lens on electron rays is most conveniently characterized by

a pair of transfer matrices, similar to (16.12) except that the matrix describing the

coordination between object and image space is different in the two planes. Before writing

down these matrices, we must first introduce the notion of astigmatic objects and images.

Quadrupoles are commonly employed as multiplets � the quadruplet can have most

attractive features � and if the cardinal elements are different in the x�z and y�z planes,

the image plane corresponding to a given object plane may clearly be different as well: the

system will not produce a stigmatic image of a point object. If a further lens follows, this

astigmatic image will be the object for the subsequent stage, and we must thus expect to

have to deal with astigmatic objects.

The most general transfer matrix relates position and slope in some plane in object space,

z5 z1, to the same quantities in a plane in image space, z5 z2 (cf. 16.15):�
x2
x02

�
5 Tx

�
x1
x01

�
;

�
y2
y02

�
5 Ty

�
y1
y01

�
(19.7)

and as in (16.12), we write

Tx 5

2
z2 2 z

ðxÞ
Fi

fxi

z2 2 z
ðxÞ
Fi

� �
z1 2 z

ðxÞ
Fo

� �
fxi

1 fxo

2
1

fxi

z1 2 z
ðxÞ
Fo

fxi

0
BBBBB@

1
CCCCCA (19.8a)

Ty 5

2
z2 2 z

ðyÞ
Fi

fyi

z2 2 z
ðyÞ
Fi

� �
z1 2 z

ðyÞ
Fo

� �
fyi

1 fyo

2
1

fyi

z1 2 z
ðyÞ
Fo

fyi

0
BBBBB@

1
CCCCCA (19.8b)

The cardinal elements are most conveniently defined with the aid of the rays Gx(z), Gy(z),

GxðzÞ and GyðzÞ, which satisfy conditions analogous to (16.1):

lim
z-2N GxðzÞ5 lim

z-2N
GyðzÞ5 1 lim

z-N
GxðzÞ5 lim

z-N
GyðzÞ5 1 (19.9)

The rays Gx(z) and GxðzÞ satisfy (19.4a) while Gy(z) and GyðzÞ satisfy (19.4b). The image

foci are then the points of intersection of the image asymptotes to Gx and Gy with the axis;

the rays Gx and Gy similarly define the object foci. The focal lengths are given by

fxi 521=G0
xi; fyi 521=G0

yi

fxo 5 1=G0
xo; fyo5 1=G0

yo

(19.10)

Let us suppose that the planes z5 zxo and z5 zxi are conjugate, in the sense that (Tx)125 0, or
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zxi2 z
ðxÞ
Fi

� �
zxo2 z

ðxÞ
Fo

� �
52 fxifxo (19.11)

so that

Tx 5
Mx 0

21=fxi φ̂0=φ̂i

� �1=2
=Mx

 !
(19.12)

in which we have used the Wronskian of (19.4a) to show that fxo=fxi 5 φ̂0=φ̂i

� �1=2
a similar

relation is of course true for fyo/fyi. The magnitude Mx is the height of the image asymptote

to Gx(z) in the plane z5 zxi. In general, however, (Ty)12 6¼ 0 when (19.11) is satisfied and so

although rays from a point P(xo, yo) all have the same x-coordinate xi5Mxxo in z5 zxi,

their y-coordinate is a function of both yo and the gradient y0o:

Ty 5

2
zxi 2 z

ðyÞ
Fi

fyi

zxi 2 z
ðyÞ
Fi

� �
zxo2 z

ðyÞ
Fo

� �
fyi

1 fyo

2
1

fyi

zxo2 z
ðyÞ
Fo

fyi

0
BBBBB@

1
CCCCCA (19.13)

A point P(x0, y0) is therefore imaged as a line in the plane z5 zxi parallel to the y-axis.

Likewise, if we consider a pair of planes z5 zyo and z5 zyi for which (Ty)125 0, we find

that in general (Tx)12 does not vanish and again a line image is formed, now parallel to the

x-axis. These line images are thus at right-angles to one another and separated by the

astigmatic difference. One or both may be virtual (Fig. 19.2). If we move an axial point

object along the axis, the line foci will move and there will always be real or virtual object

positions for which the line foci coincide and the image is stigmatic. In general, however,

the magnifications in the two planes will not be equal.

The astigmatic difference can be expressed in terms of the cardinal elements and

magnification. Using the quadrupole analogue of (16.25),

zxi2 z
ðxÞ
Fi 52 fxiMx

zyi2 z
ðyÞ
Fi 52 fyiMy

(19.14)

and

zxo2 z
ðxÞ
Fo 5 fxo=Mx

zyo2 z
ðyÞ
Fo 5 fyo=My

(19.15)

we see that
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Λi :¼ zxi 2 zyi 5ΛFi2 fxiMx 1 fyiMy

Λo :¼ zxo2 zyo5ΛFo 1 fxoMx2 fyoMy
(19.16)

where

ΛFi :¼ z
ðxÞ
Fi 2 z

ðyÞ
Fi 5Λi Mx5My 5 0

� �
ΛFo :¼ z

ðxÞ
Fo2 z

ðyÞ
Fo5Λo Mx5My-N

� � (19.17)

From (19.13), it is readily seen that quadratic equations are obtained for Mx and My if we

attempt to satisfy the stigmatic imaging condition, Λi5Λo5 0. The discriminant δ is the
same for Mx and My and we find

N

y

x

x

y

z

z

Figure 19.2
Formation of a line image in a magnetic quadrupole. The arrows show the directions of the

currents in the windings. Courtesy D.F. Hardy
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Mx 5
ΛFoΛFi2 fxo fxi1 fyo fyi6 δ

2ΛFofxi

My 5
2ΛFoΛFi2 fxo fxi1 fyo fyi6 δ

2ΛFofyi

(19.18a)

with

δ2 5 fxo fxi2fyo fyi
� �2

1Λ2
FoΛ

2
Fi1 2 fxo fxi1 fyo fyi

� �
ΛFoΛFi

5 fxo fxi1fyo fyi1ΛFoΛFi

� �2
2 4fxo fxi fyo fyi

(19.18b)

In the usual case in which the signs of fx and fy are different, δ2 is positive and there are

two real roots and hence two pairs of stigmatic conjugates.

The cardinal elements of multiplets are established most easily by multiplying the transfer

matrices of the individual lenses; these must be separated by transfer matrices

corresponding to the drift spaces, the spaces between the planes z5 z2 for one lens and

z5 z1 for the next. We recall that these planes may be chosen in various ways; z15 z25 0,

in which case incident position and gradient are related to emergent position and gradient in

the same plane, conventionally the mid-plane of the lens, is one good choice, thoroughly

explored by Dušek (1959). Here we have 
x2

x02

!
5

 
z
ðxÞ
Fi =fxi z

ðxÞ
Fi z

ðxÞ
Fo=fxi1 fxo

21=fxi 2z
ðxÞ
Fo=fxi

! 
x1

x01

!

 
y2

y02

!
5

 
z
ðyÞ
Fi =fyi z

ðyÞ
Fi z

ðyÞ
Fo=fyi1 fyo

21=fyi 2z
ðyÞ
Fo=fyi

! 
y1

y01

! (19.19)

(We note that Dušek’s matrices are trivially different since he used the vectors (x0 x)T and
(y0 y)T.)

Another convenient choice involves using different pairs of planes for Tx and Ty, namely

the focal planes, since the diagonal matrix elements then vanish:

Tx5

�
0 fxo

21=fxi 0

�
; Ty5

�
0 fyo

21=fyi 0

�
(19.20)

This choice has been studied in great detail by Regenstreif (1966, 1967), who has

established straightforward rules for writing down the transfer matrices of an arbitrary

number of quadrupoles. His procedure can be applied to Dušek matrices (Hawkes, 1970),

which we temporarily write as follows:

Ti5

�
ai bi
ci di

�
(19.21)

where Ti denotes either Tx or Ty for the i-th quadrupole of a sequence and
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ai :¼
zFi

fi
; bi :¼

zFozFi

fi
1 fo

ci :¼ 2
1

fi
; di :¼ 2

zFo

fi

(19.22)

The separation between the i-th and (i1 1)-th quadrupoles is denoted by Li,i11 and we write

T Li;i11

� �
:¼
�
1 Li;i11

0 1

�
(19.23)

Introducing the distances Xi,i11 between the image focus of the i-th quadrupole and the

object focus of the (i1 1)-th quadrupole,

Xi;i11 :¼
ai

ci
1 Li;i111

di11

ci11

(19.24)

we can show (Regenstreif, 1966, 1967; Hawkes, 1970) that the transfer matrix of

n quadrupoles separated by n�1 drift spaces is given by

T ðnÞ5
�
aðnÞ bðnÞ

cðnÞ dðnÞ

�

aðnÞ5 anL
n21

i51

ciαn
n

; bðnÞ5 d1anL
n21

i52

ciβn

cðnÞ5L
n

i51

ciγn; dðnÞ5 d1L
n

i52

ciδn

(19.25)

in which

αn5

�
Xn21;n2

1

ancn

�
γn21 2

γn22

c2n21

βn5

�
Xn21;n2

1

ancn

�
δn21 2

δn22

c2n21

γn5Xn21;nγn21 2
γn22

c2n21

δn5Xn21;nδn21 2
δn22

c2n21

(19.26)

and

γ0 5 δ05 0; γ1 5 δ1 5 1

γ2 5X1;2; δ25X1;2 2
1

c1d1
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Another expression for the elements of the transfer matrix between an arbitrary pair of

planes, z5 zn and z5 z0, may be derived by using the transfer matrix between the principal

planes. Writing

DðiÞ :¼ z
ðiÞ
Po 2 z

ði21Þ
Pi 2# i# n2 1

Dð1Þ :¼ z
ð1Þ
Po 2 z0; DðnÞ :¼ zn 2 z

ðn21Þ
Pi

(19.27)

we form the matrix

T z0; znð Þ5DnTn21Dn21. . .T2D2T1D1 (19.28)

The elements can be written as Gaussian brackets (Herzberger, 1943, 1958; Hawkes, 1967;

Dymnikov, 1968), which are defined as follows:

x1½ � 5 x

x1x2½ � 5 x1x2 1 1

x1x2x3½ � 5 x1x2x3 1 x1 1 x3
x1x2x3. . .xn½ � 5 x1x2x3. . .xn22½ �1 xn x1x2x3. . .xn21½ �

(19.29)

We find

T z0; znð Þ5 Dncn21. . .D2c1½ � Dncn21. . .D2c1D1½ �
cn21Dn21. . .c1½ � cn21Dn21. . .c1D1½ �

� �
(19.30)

For a proof see Hawkes (1967). Gaussian brackets are also employed by Chechulin and

Yavor (1969) in connection with prisms; renewed interest has been shown in them in light

optics too (e.g., Tanaka, 1981, 1982, 1983, 1986).

One common requirement for quadrupole multiplets is that their overall behaviour should

be the same as that of a round lens; for this, the cardinal elements in the x�z and y�z

planes must coincide and the focal lengths fx and fy must be equal. If we consider

quadrupoles that may have a round electrostatic lens component, provided that the latter has

no overall accelerating or retarding effect (φi5φo), we can see on symmetry grounds that

one at least of these conditions is satisfied by imposing a certain symmetry on the system.

In particular, we perceive that the focal lengths in the x�z and y�z planes are automatically

equal in antisymmetric multiplets. The latter are defined as follows. If a multiplet consists

of 2N quadrupoles (N$ 1) such that the central plane is a plane of geometrical symmetry

and electrical antisymmetry, we say that the multiplet is antisymmetric. The case of N5 2

was extensively studied by a group in Leningrad (Yavor, 1962; Dymnikov and Yavor,

1963; Dymnikov et al., 1963a,b, 1964a,b, 1965; Shpak and Yavor, 1964) and has come to

be known as the Russian quadruplet (Fig. 19.3). Consider two rays, Gx(z) and GyðzÞ.
Because of the electrical antisymmetry, the sequence of functions p2(z) or Q2(z)

encountered by Gx(z) as it proceeds in the positive z-direction will be exactly the same as

that traversed by GyðzÞ if we imagine it travelling in the negative z-direction. The gradients of
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the emergent asymptotes will hence be equal but opposite in sign, and the focal lengths fx
and fy will hence be equal (since φi5φo, we already have fxi :¼ fxo ¼: fx and fyi :¼ fyo ¼: fy).
If we wish to arrange that an antisymmetric multiplet has the same image-forming properties

as a round lens, therefore, we have only to ensure that the foci (or principal points) in the x�z

and y�z planes coincide. For a given geometry, we need only vary the relative excitation

until the condition is satisfied. We therefore obtain a set of pairs of excitations, which is

known as the load characteristic of the quadruplet. Some examples are given in Chapter 39

of Volume 2.

19.2 Transaxial Lenses

The foregoing discussion has been confined to the optics of quadrupoles in general and

we have said little about the shapes of the electrodes and polepieces and hence about the

effects of any additional symmetries. Two particular additional symmetry properties are of

interest, however; one leads to cylindrical lenses, at least in the electrostatic case, as we see

in Chapter 20, Cylindrical Lenses. A different symmetry characterizes transaxial lenses,

in which the field or potential is rotationally symmetric but the optic axis is no longer the

same as the symmetry axis but is perpendicular to it. The electron beam now passes

between rotationally symmetric, typically plane electrodes and is focused by the fields in

any gaps. Fig. 19.4 shows such a system. The electrodes are ideally circular or annular but

are in practice reduced to sectors since the electron beam occupies so little of the space

available.

It can be seen by comparison with Chapter 20, Cylindrical Lenses, that such structures bear

some resemblance to cylindrical lenses but differ from the latter in that the potential is not

independent of one of the transverse cartesian coordinates but is the same for all azimuthal

x

y

C

C

D

D CD

Antisymmetry
plane

C D

z

Figure 19.3
The antisymmetric or ‘Russian’ quadruplet. The centre plane is a plane of geometrical symmetry

and electrical antisymmetry. C, D denote convergent and divergent action respectively.
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angles ϕ at a given radial distance from the axis of rotational symmetry. The optical

behaviour of such systems was first investigated formally by Strashkevich (1962), to whom

we owe the name ‘transaxial lenses’; the theory was set out in some detail in his book of

1966. In the early 1970s, it was realized (by V.M. Kel’man and colleagues in Alma-Ata)

that certain features of these structures rendered them attractive for use in the collimator of

a prism spectrometer, and their properties were investigated in some detail (Glikman et al.,

1971; Brodskii and Yavor, 1970, 1971; Karetskaya et al., 1970, 1971a,b). This work is

presented in full in Kel’man et al. (1979), one of the three chapters of which is devoted

wholly to these lenses.

The symmetry conditions are now such that

Φ x; y; zð Þ5Φ x; 2y; zð Þ
Φ 0; y; zð Þ5Φ x; y; z22x2

� �1=2� �
(19.31)

For small values of x and y, therefore,

Φ x; y; zð Þ5φ zð Þ1 φ0

2z
x2 1

1

z2
φv2

φ0

z

 !
x4

1φ2y
2 1

φ0
2

2z
x2y21φ4y

4

(19.32)

with

(Optic axis)
z

x φ1

φc

φ0

ψ

Figure 19.4
A transaxial lens. The electrodes shown lie in some plane y5 const and an identical set lies in the

plane y52const.
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φ2 :¼ 2
1

2
φv1

φ0

z

 !

φ4 :¼ 2
1

12
φv2 1

φ0
2

z

 ! (19.33)

Comparing Eq. (19.32) with (7.36), we see that

p2 zð Þ5φ0 zð Þ=z1φv=2 (19.34)

The paraxial equations have the form

xv1
φ0

2φ
x02

φ0

2zφ
x5 0 (19.35a)

yv1
φ0

2φ
y02

φ2

φ
y5 0 (19.35b)

All the theory for quadrupoles can hence be employed without further discussion. The form

of (19.35a) is, however, such that simple expressions can be obtained for the focal length

and foci. Thus on writing

ξ :¼ x=z (19.36)

Eq. (19.35a) becomes

ξv1
21φ0z=2φ

z
ξ05 0 (19.37)

and after some trivial calculation, we find

x5
xoz

zo
1 x0ozo2 xo
� �

φ1=2
o z

ðz
zo

dζ
φ1=2ζ2

5 x0oz xo 2 x0ozo
� �

φ1=2
o

�
1

φ1=2
1

z

2

ðz
zo

φ0dζ
φ3=2ζ

� (19.38)

giving the transfer matrix�
x

x0

�
5

�
φo=φ
� �1=2

2 z=fi z2 zo φo=φ
� �1=2

1 zzo=fi
21=fi 11 zo=fi

��
xo
x0o

�
(19.39)

with
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1

fi
52

φ1=2
o

2

ðN
2N

φ0dz

φ3=2z
(19.40)

in which we have extended the limits of integration to infinity in fi since it is asymptotic

imagery that will be of interest. The planes zo and zi will be conjugate if

zi2 zo

�
φo

φi

�1=2
1

zozi

fi
5 0 (19.41)

or

1

φ1=2
o zo

2
1

φ1=2
i zi

52
1

fiφ1=2
o

(19.42)

and the transfer matrix becomes�
zi=zo 0

21=fi 11 zo=fi

�
5

�
zi=zo 0

21=fi zoφ1=2
o =ziφ

1=2
i

�
(19.43)

In the converging or y�z plane, there is no such simple solution of the paraxial equation.
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CHAPTER 20

Cylindrical Lenses

Cylindrical lenses are electrostatic or magnetic devices in which the potential or field is

constant in some direction perpendicular to the optic axis. They are the electron optical

analogues of glass lenses, the surfaces of which are not spheres, as in rotationally

symmetric or ‘round’ lenses, but cylinders, whence their name. This nomenclature has

not always been adhered to in electron optics, and rotationally symmetric lenses are not

infrequently referred to as cylindrical, since their central opening is indeed a circular hole

and some electrostatic lenses consist of a sequence of metal cylinders.

Cylindrical lenses have a long history, going back to one of the earliest publications on lens

properties, the note by Davisson and Calbick (1931) on the lens-like behaviour of round

openings and slits. The paraxial properties of such lenses were first discussed by Picht (1939b)

and in very much more detail by Gratsiatos (1940). In the same year Strashkevich (1940a,b)

gave the ray equations for electrostatic cylindrical lenses, including the reduced form (15.40),

and these equations are again to be found in Leitner (1942). Many of the properties were

elucidated and rediscovered over the years; the relevant papers are listed in the bibliography to

this chapter. We single out the work of Kel’man et al. (1954), Yavor (1955) and Kel’man and

Yavor (1955) on magnetic cylindrical lenses, recapitulated in detail in Kel’man and Yavor

(1968), and the studies of Hawkes (1966/1967) and Rose (1966/1967, 1972).

The potential distributions in cylindrical lenses have been calculated or measured, in

particular in connection with mass spectrometer design; see Wallington (1970, 1971),

Harting and Read (1976), Mulvey and Wallington (1973) and Boerboom (1959, 1960a,b).

We now assume that the potentials Φ (7.36) and W (7.41) are functions of X and z only,

so that in the general expansion of Eq. (7.36), we have

p2ðzÞ52
1

2
φ00ðzÞ; p4ðzÞ5

1

8
φð4ÞðzÞ

q2ðzÞ5 q4ðzÞ5 0

(20.1)

and in Eqs (7.46�7.48)

P2ðzÞ5
1

2
B0ðzÞ; P4ðzÞ52

1

8
B000ðzÞ

Q2ðzÞ5Q4ðzÞ5 0

(20.2)
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It is immediately clear from Eq. (19.3) that an electrostatic cylindrical lens forms an

orthogonal system whereas a magnetic one does not. We have

Φðx; y; zÞ5φðzÞ2 1

2
φ00x2 1

1

24
φð4Þx4

Axðx; y; zÞ52
1

2
yB1

1

48
B00yð9x21 y2Þ

Ayðx; y; zÞ5
1

2
xB2

1

48
B00yð5x22 3y2Þ

Azðx; y; zÞ52
1

2
xyB0 1

1

48
B000xyð3x2 1 y2Þ

(20.3)

Expanding the function M (Eq. 15.23), we obtain

M 0ð Þ5 φ̂
1=2

Mð2Þ5 2
γφ ’’

4φ̂
1=2

x2 1
1

2
φ̂
1=2

x02 1 y02
� �

1
1

2
ηxyB0

2
1

2
ηB xy02 x0yð Þ

(20.4)

giving the paraxial equations

d

dz
ðφ̂1=2

x0Þ1 γφ00

2φ̂
1=2

x1 ηBy0 5 0 (20.5a)

d

dz
ðφ̂1=2

y02 ηBxÞ5 0 (20.5b)

(We note in passing that expression (20.4) for M(2) could have been simplified by the use of

Sturrock’s partial-integration rule (1955), which tells us that when a term of the form

gðx; y; zÞ df ðx; y; zÞ
dz

occurs in a variational function such as M(2) it may be replaced by2fdg/dz;

here we could have reduced the terms in B to 2ηBxyu.) Integrating Eq. (20.5b), we find

y0 5
C1 ηBx

φ̂
1=2

(20.6)

in which C is a constant and Eq. (20.5a) may then be written

x001
γφ0

2φ̂
x0 1

γφ001 2η2B2

2φ̂
x52

ηCB
φ̂

(20.7)

This can be recast into reduced form by writing υ5 xφ̂
1=4

(15.40).
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Eq. (20.7) is a linear, second order, differential equation but is no longer homogeneous

when a magnetic field is present. In the absence of such fields (B5 0), the paraxial

equation for x(z) is almost the same as that for round electrostatic lenses, the only

difference being the factor 2 in the denominator of the term in x. The equation for y(z)

can be solved immediately, in this case:

yðzÞ5C

ðz
φ̂
21=2ðζÞdζ (20.8)

The lens action in the x�z plane is thus described by a transfer matrix of the type

Eq. (16.12). It is interesting to note that the best thin-lens approximation to the focal length

is now obtained by writing

υ :¼ xφ̂
1=2

(and not υ5 xφ̂
1=4

as in 15.40 and 17.79). In the nonrelativistic approximation, Eq. (20.7)

becomes

d

dz

 
υ0

φ1=2

!
52

υφ02

2φ5=2

and the focal length is then

1

fi
5

φ1=2
o

2

ð
φ02

φ5=2
dz

This expression was obtained by Brodskii and Yavor (1971), who find that it is

substantially more accurate than that given by writing υ5 xφ̂
1=4

. Glikman et al. (1967a)

have demonstrated that electrostatic cylindrical lenses always have a converging action in

the x�z plane, using the exact trajectory equation rather than the paraxial equation.

In the y�z plane, we have

y2
y02

� �
5

1
Ð z2
z1
ðφ̂1=φ̂Þ1=2dζ

0 ðφ̂1=φ̂2Þ1=2

 !
y1
y01

� �
(20.9)

This is the type of transfer matrix that we meet in light optics for a parallel-plane glass

plate separating media of different refractive index.

In the general case when B 6¼ 0, Eq. (20.7) is solved using the method of variation of

parameters. If g(z) and h(z) are two linearly independent solutions of the homogeneous

equation obtained from Eq. (20.7), satisfying the initial conditions

gðzoÞ5 h0ðzoÞ5 1

g0ðzoÞ5 hðzoÞ5 0
(20.10)
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in some object plane, z5 zo, the general solution is

xðzÞ5 xogðzÞ1 x0ohðzÞ (20.11)

The solution of the inhomogeneous equation is thus

xðzÞ5 xogðzÞ1 x0ohðzÞ

2
ηChðzÞ
φ̂
1=2

o

ðz
zo

gðζÞBðζÞ
φ̂
1=2ðζÞ

dζ1
ηCgðzÞ
φ̂
1=2

o

ðz
zo

hðζÞBðζÞ
φ̂
1=2ðζÞ

dζ

¼: xogðzÞ1 x0ohðzÞ1 ηCjðzÞ

(20.12)

with

jðzÞ :¼ 2
1

φ1=2
0

�
hðzÞ

ð
gB

φ1=2
dζ2 gðzÞ

ð
hB

φ1=2
dζ
�

From Eq. (20.6), we have

C5 φ̂
1=2

o y0o 2 ηBoxo (20.13)

and so

xðzÞ5 xo

n
gðzÞ2 η2BojðzÞ

o
1 x0ohðzÞ1 y0oηφ̂

1=2

o jðzÞ (20.14)

Substituting into Eq. (20.6) and integrating, we obtain

yðzÞ5 yo1 y0oφ̂
1=2

o

 ðz
zo

dζ

φ̂
1=2

1 η2
ðz
zo

Bj

φ̂
1=2

dζ

!

1 xoη

 
2Bo

ðz
zo

dζ

φ̂
1=2

1

ðz
zo

Bg

φ̂
1=2

dζ2 η2Bo

ðz
zo

Bj

φ̂
1=2

dζ

!

1 x0oη
ðz
zo

Bh

φ̂
1=2

dζ

(20.15)

Systems with optical properties as complicated as Eqs (20.14) and (20.15) suggest are

unattractive in practice. Their general behaviour has been studied in the context of

ophthalmological optics by Gullstrand (1900, 1906, 1908, 1915, 1924) and a more

accessible account is given by Carathéodory (1937). The electron optical situation has been

explored in detail by Kel’man et al. (1954), Yavor (1955), Kel’man and Yavor (1954, 1955)

and Rose (1966/1967 and especially 1972).
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CHAPTER 21

Introduction to Aberration Theory

The paraxial approximation, characterizing the linear coupling between two spaces, object

space and image space, describes the dominant behaviour of the various electron optical

components but small departures from this can rarely be neglected. In order to assess the

magnitude of such nonlinear effects, we must proceed to the next higher order

approximation, which involves retaining quartic terms in the expression for the refractive

index M (Eq. 4.35) for systems with a straight optic axis. We shall find that the results of

this calculation can be compactly expressed in terms of coefficients, the geometrical

aberration coefficients, which vary in number with the symmetry of the system. The object

of most aberration calculations is to obtain expressions for these coefficients in terms of the

axial potential or field functions and of particular solutions of the paraxial ray equations.

The calculation may be performed in two very different ways. The most straightforward

consists in writing down the ray equations as in Section 15.1 but now retaining higher order

terms in the various field and potential expansions. For the most common components,

round lenses, quadrupoles and mirrors, this generates linear, second-order, ordinary

differential equations, which are now inhomogeneous; the corresponding homogeneous

equations are identical with the paraxial equations. These inhomogeneous equations are

solved by variation of parameters or by writing down the appropriate Green’s function; the

difference is purely formal and almost trivial. This procedure is commonly known as the

trajectory method. The method is best understood by an example, and the reader is referred

to Section 24.2, where round lens aberrations are studied in this way. The trajectory method

has been used to study systems with arbitrary curved axes in considerable detail.

We examine such systems in Part X.

Alternatively, a general perturbation theory may be developed, which enables us to answer

the following question: given the solutions of ray equations derived from the paraxial

refractive index, M5M(2), what will be the solutions for a slightly different refractive

index, M5M(2)1M(p)? (Here M~M, see Eqs (4.35) and (22.2).) By choosing M(p)5M(4)

for example, we obtain the primary geometrical aberrations of systems with a straight axis.

Although this second approach may seem more abstract, it has one distinct advantage,

which will become apparent below: any inter-relations between the various aberration

coefficients emerge automatically, whereas they may be by no means obvious when the

trajectory method is adopted. This second procedure, which we shall mostly use, is known
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as the eikonal method (from the term introduced by Bruns (1895) in his Das Eikonal) or

method of characteristic functions (following Hamilton, 1828�1837, see Conway and

Synge (1931)).

These geometrical aberrations, arising from higher order terms in the field expansions, or

more evocatively, from allowing the electrons to stray a little way beyond the truly paraxial

region, are not the only type that can arise. The next most important are the chromatic

aberrations. These are the analogue in electron optics of effects caused by variations in

refractive index with wavelength in light optics; they can arise in several ways. We have

been assuming that the electron energy and any magnetic lens fields and electrostatic lens

potentials are static and fixed. In reality, however, the lens excitations will inevitably

fluctuate somewhat (except in superconducting lenses operating in the persistent-current

mode) and the electrons of the incident beam will never be perfectly monoenergetic: their

energies will span a small range, narrow but not negligibly so, for reasons that are

examined in Part IX. We shall see in Volume 3 that a wavelength (λ) proportional to Φ̂
21=2

can be associated with electrons accelerated through a voltage drop of Φ, and effects caused

by variations in electron energy relative to the lens excitation may thus be regarded as due

to a change in the focusing properties with λ. They are hence known generically as

chromatic aberrations. In studying these, we establish chromatic aberration coefficients,

which characterize the optical consequences of small changes in electron energy,

electrostatic lens potential or magnetic lens field strength. In addition, in electron

microscopes, some electrons commonly lose energy within the specimen and this too

contributes to the energy spread in the beam and hence to the chromatic blur.

Various other perturbations have been characterized by aberration coefficients and

calculated by the methods set out in this part: effects due to the inclusion of relativity, those

caused by moderate space charge forces and those provoked by small departures from the

assumed symmetry of the system. Most formulae are now available in relativistically

correct form and the incentive to explore the difference between nonrelativistic and

relativistic behaviour by perturbation theory has vanished. Conversely, it can still be useful

to enquire what effect space charge will have when it has been neglected in a preliminary

calculation and here perturbation theory is convenient. The final group of aberrations,

associated with small mechanical or electrical imperfections in the lenses, is of extreme

practical importance; these mechanical or parasitic aberrations must always be kept small

if lens performance is not to be degraded.

As we saw in Part III, it is necessary to distinguish between real and asymptotic coupling

between object and image space and this remains true of aberration calculations. To

illustrate this, consider a real object immersed in a magnetic field; the image will be

affected by the aberrations introduced by the part of the field downstream from the object.

If, however, the same magnetic field is used to magnify an intermediate image, the entire
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field will contribute to the aberrations and we then characterize the field by the coupling

between incident and emergent asymptotes. In the first case, we speak of real aberrations, in

the second, of asymptotic aberrations.

The study of electron lens aberrations is almost as old as the electron microscope itself, for

the first calculations of aberration coefficients were made in the early 1930s by Scherzer,

who preferred the trajectory method, and by Glaser, who introduced the eikonal method

into electron optics (Glaser, 1933a�c, 1935, 1936a,b, 1937, 1938, 1949; Scherzer, 1933,

1936b, 1937; see also Funk, 1936, 1937; Gratsiatos, 1936; Rogowski, 1937; Ramberg,

1939; Busch and Brüche, 1937). During that decade, the real aberrations of round lenses

were thoroughly studied and several equivalent formulae for the various coefficients were

derived. In particular, Scherzer (1936b) demonstrated that the spherical aberration, which is

of particular concern since it limits the resolution of microscopes, always has the same sign,

whatever the lens design. This finding is so important that it is known as Scherzer’s

theorem, the only named theorem in the subject.

During the 1940s, the aberration coefficients of quadrupoles were obtained by the trajectory

method (Melkich, 1947) and in a celebrated paper, again by Scherzer (1947), a number of

possible ways of cancelling spherical aberration were adumbrated. Also during this period,

Grinberg (1942, 1943a,b, republished 1948) derived highly general ray equations, assuming

no particular symmetry, and these, supplemented by the work of Vandakurov (1955a,b,

1956a,b, 1957) and Kas’yankov (1956a,b, 1957, 1958a), have been widely used by Russian

authors, notably Strashkevich and Pilat (1951, 1952) and Strashkevich and Gluzman (1954),

who made the first attempts to follow Grinberg’s approach in the study of aberrations.

The late 1940s and early 1950s saw several substantial contributions. Tretner returned to

Scherzer’s proof that the spherical aberration coefficient cannot be made to vanish by

ingenious lens design, without infringing any of the conditions required by the proof, and

established minimum values for this coefficient and for that of chromatic aberration (for

which a similar rule holds true), subject to reasonable practical constraints on lens

dimensions and excitation (Tretner, 1950, 1954, 1955, 1956 and especially 1959). Sturrock

(1951a,b, 1952, 1955) re-examined the eikonal theory of electron lens aberrations and

succeeded in placing it on a firm theoretical foundation; he showed how higher order

aberrations can be calculated and how the theory can be used to establish asymptotic

aberration coefficients. The credit for recognizing the importance of distinguishing between

real and asymptotic aberrations goes to Lenz (1956, 1957), however, closely followed by

Seman (1958a). Sturrock also examined in detail the effect of small imperfections in

magnetic lens construction � small departures from circularity of the bore, for example, �
expressing his results in terms of parasitic aberration coefficients. These last studies were

inspired by the work of Bertein on electrostatic lenses, and simpler analysis had already led

Rang (1949a) and Hillier and Ramberg (1947) to introduce the stigmator, a weak
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quadrupole designed to cancel the principal parasitic aberration, the axial astigmatism

(Sturrock, 1949, 1951b; Bertein, 1947c,e, 1948a).

We have mentioned that the formulae for the aberration coefficients can be cast into many

equivalent forms. The technique originally employed for this required partial integration

and substitution from the paraxial equations to eliminate second derivatives of x(z) and y(z),

using (15.12) for round lenses, for example. This is not only laborious but has the severe

disadvantage that the form of the result cannot be predicted: we cannot know, until all the

possible equivalent forms of a given coefficient have been established, which terms can be

eliminated simultaneously and whether there are any that can never be removed. A

procedure that permits us to write down a general expression containing all possible forms

of every coefficient was introduced by Seman (1951, 1954, 1955a�c, 1958b) for round

lenses and has been extensively used by Hawkes (1966/1967b, 1967b) for quadrupoles and

round lenses.

The methods of Sturrock, whose familiarity with the work of Hamilton and of Herzberger

(1931) had enabled him to consolidate the fundamental studies of Glaser, were later applied to

quadrupole lenses by Hawkes (1965a�c), who derived formulae for all their geometrical

aberration coefficients, more compact than those of Melkich (1947). The chromatic aberrations

of such lenses were analysed by Kel’man and Yavor (1961), who derived the condition that

must be satisfied if a mixed electrostatic�magnetic quadrupole is to be achromatic,

subsequently rediscovered by Septier (1963) and generalized by Hawkes (1965c).

In 1963, Verster noticed in the course of his work on ‘gauze lenses’ (see Chapter 41 of

Volume 2) that some aberration coefficients can be written as polynomials in reciprocal

magnification, the polynomial coefficients being determined by lens geometry and

excitation. Such a representation had been known to the members of the van Heel school

(see van Heel, 1949, 1964) but had not hitherto been recognized in electron optics. This

observation led Hawkes (1968, 1970b�f) to examine the structure of the asymptotic

aberration coefficients and of the real coefficients of Newtonian fields in some detail;

formulae were established for the coefficients occurring in the various polynomials and, by

expressing the results in matrix form (cf. Brouwer, 1957, 1964), expressions for the

aberrations of multiplets could be obtained explicitly. The aberration polynomials were also

obtained by Ade (1973, 1982), by a rather different route.

During the 1960s, the basic aberration theory was again reformulated by Rose (1968,

1968/69; Rose and Petri, 1971), who devised a systematic way of handling higher order

aberrations, suitable for studying the complicated combinations of electron optical elements

needed for practical aberration correction in an electron microscope.

The most far-reaching innovation of the 1960s was, however, a consequence of the

increasing availability of powerful computers. With these, it became possible to calculate
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optical properties easily and accurately and to apply sophisticated minimization techniques

to the task of finding lens combinations possessing some particular property (Moses, 1970,

1971a�c, 1972, 1973, 1974; Rose and Moses, 1973). The 1970s saw the introduction of the

finite-element and boundary-element methods for field calculation (Munro, 1970, 1971,

1972, 1973; Adams and Read, 1972a,b; Harrington, 1968; Read et al., 1971; Rauh, 1971),

and the extremely difficult problem of calculating electron gun behaviour accurately was

gradually solved (see Lauer, 1982; Kasper, 1982; and Part IX). Systems of great complexity

can now be analysed in detail and the subject has reached maturity.

Computers have been used not only for numerical solution of field and trajectory equations

but also to derive expressions for aberration coefficients. Here, we require them to perform

not arithmetic but algebra and a number of special languages have been devised for this

purpose. In the early years, REDUCE was widely used (Hearn, 1985; Fitch, 1985) and

CAMAL had the great attraction that it was easy to use (Barton and Fitch, 1972; Fitch,

1979, 2009; see Ng, 1979 for an overall view of the subject and Davenport et al. (1988),

Grabmeier et al. (2003) or von zur Gathen and Gerhard (2013) for more recent,

authoritative texts). CAMAL was employed to calculate aberration coefficients by Hawkes

(1977a,b, 1980a, 1983a) and REDUCE by Goto and Soma (1977) and Soma (1977), see

Chapter 34, Numerical Calculation of Trajectories, Paraxial Properties and Aberrations,

where other specialized programs are mentioned. Today, several such programs are in

everyday use, MAPLE and MATHEMATICA for example.

Computer algebra has also been found useful in the latest addition to the family of methods

used to study aberrations, in which the properties of Lie algebra and the associated groups

are exploited. These techniques were introduced into particle and later light optics by Dragt

(Dragt, 1979, 1982, 1987, 1990; Dragt and Forest, 1983, 1986; Douglas and Dragt, 1983);

full accounts are to be found in Dragt and Forest (1986), Dragt et al. (1986) and

Mondragón and Wolf (1986). The aberration coefficients of electron mirrors could hardly

have been established by the modified temporal approach (Sections 18.2 and 28.1) without

the use of the specially designed computer algebra program MOPS (Preikszas, 1995).

The foregoing survey is restricted to some of the highlights in the history of electron lens

aberration theory. Many contributions of arguably comparable importance have not been

mentioned and this account should therefore be regarded as no more than a preliminary

glance at the field, charted more fully in the remainder of this part and in the bibliography,

where more detailed attributions are to be found. In particular, we have not mentioned the

use of lens models and the calculation of explicit forms of the coefficients for the most

important of these; references to these are to be found in Part VII on instrumental optics

(especially Chapters 35, 36 and 39 of Volume 2), but the rise of fast and accurate numerical

methods is accompanied by the fall, not to say the demise, of many of these models, which

were introduced precisely because accurate calculation was unthinkably laborious.
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CHAPTER 22

Perturbation Theory: General Formalism

We set out from the variational principle obtained from (4.32) and (4.34):

ðP2

P1

M dz-extr: (22.1)

in which we have written

M :¼Mð2moeÞ21=2

5 Φ̂
1=2ð11x0211x022Þ1=2 2 ηðA1x

0
1 1A2x

0
2 1AzÞ

(22.2)

for electrons, using (2.19). We adopt the suffix notation here because the coordinates (x1, x2, z)

may be curvilinear, the optic axis coinciding with the z-axis. At this stage, this simply means

that the z-axis is the path of a possible ray. Although much of the text is devoted to systems

with a straight axis, whereupon (x1, x2, z) become the familiar cartesian coordinates, we shall

meet a very important family of curved-axis systems in Part X. We recall that (22.1) asserts

that the first-order variation of the integral vanishes when the integration is taken along a ray,

provided that the endpoints remain fixed. We now consider the value of this integral for an

arbitrary path of integration, and to prevent any possible confusion, we write

~S :¼
ðP2

P1

M dz (22.3)

reserving S for the value of the integral when the integration is taken over a ray. We find

that if the path of integration is altered from xj(z) to xj(z)1Δxj(z), then ~S changes by an

amount Δ ~S, where

Δ ~S5

ðz2
z1

 
Δxj

@M

@xj
1Δx0j

@M

@x0j

!
dz (22.4a)
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or integrating by parts,

Δ ~S52

ðz2
z1

Δxj

 
d

dz

@M

@x0j
2

@M

@xj

!
dz1

"
@M

@x0j

#
z2

Δxjðz2Þ2
"
@M

@x0j

#
z1

Δxjðz1Þ (22.4b)

Summation over j5 1, 2 is implicit here. Furthermore, the variation is restricted to the

surfaces z5 z1 and z5 z2, so that the z-coordinates of the endpoints of the path of

integration are held constant (Fig. 22.1). We know from (22.1) that Δ ~S must vanish when

Δxj15Δxj25 0 (j5 1, 2) if the path of integration follows a ray; we have written Δxj(zk)

¼: Δxjk. The ray equations

d

dz

@M

@x0j
5

@M

@xj
(22.5)

are then satisfied. For this situation, we denote the value of ~S by S and from (22.4), we

have

ΔSðz1; z2Þ5
 
@M

@x0j

!
2

Δxj22

 
@M

@x0j

!
1

Δxj1 (22.6)

Introducing the ray vector

pj5
@M

@x0j
(22.7)

(22.6) becomes

ΔSðz1; z2Þ5 pj2Δxj22 pj1Δxj1 (22.8)

xj1 xj 2

z=z1
z=z2

z
o1

o2

xj1 + Δ xj1

xj 2+ Δ xj 2

Figure 22.1
Perturbation from xj(z) to xj(z)1Δxj(z).
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It is convenient to write ΔS12 instead of ΔS(z1, z2). We recall that, apart from the

trivial change of scale relating S and S, the function S is Hamilton’s point

characteristic function and its arguments are xj1 and xj2, the word ‘point’ underlining

the fact that these are the coordinates of points P1 and P2. Characteristic functions

with other arguments are sometimes convenient, such as the angle characteristic already

encountered in Section 15.5.

Suppose now that the system is perturbed in some way, and that a parameter λ
characterizes this perturbation. We need to introduce two perturbation operators, one of

which enables us to represent the perturbed form of a function while the other expresses the

effect of perturbing its arguments. For the former, we write the perturbed form of a function

f as Pf f,

Pf 5 11λPI
f 1λ2PII

f 1 . . . (22.9)

For M in particular, we write

PfM5M1λMI 1λ2MII 1 . . . (22.10)

For the argumental perturbation operator Pa, we use the Taylor expansion of a function in

the form f(x1 ε)5 exp(ε@/@x)f(x) so that

Pa 5 exp
�
λDI 1λ2DII 1 . . .

�
(22.11)

where

DI 5 xIj
@

@xj
1 x0jI

@

@x0j

DII 5 xIIj
@

@xj
1 x0jII

@

@x0j

(22.12)

The total perturbation is then

P5PaPf (22.13)

We now apply these general remarks to the function S12. Since S125
Ðz2
z1

M dz, we may write

PS125

ðz2
z1

PM dz (22.14)
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It is permissible to take the operator P under the integral since the argument z is not varied

by Pa. From (22.8), we have

ΔPS12 5Ppj2UΔPxj22Ppj1UΔPxj1 (22.15)

Combining (22.10, 22.11 and 22.13), we find

PS125

ðz2
z1

n
11λDI 1λ2DII 1

1

2
λ2ðDIÞ2 1 . . .

o
3 ðM1λMI 1λ2MII 1 . . .Þ dz

5

ðz2
z1

h
M1λðDIM1MIÞ1λ2

�
MII 1DIMI 1DIIM1

1

2
ðDIÞ2M

�
1 . . .

i
dz

(22.16)

In order to keep the notation reasonably compact, we write

PS125 S
ð0Þ
12 1λSð1Þ12 1λ2S

ð2Þ
12 1 . . . (22.17)

so that arabic indices (1), (2), . . . indicate the order of total perturbation whereas roman

numerals I, II, . . . signify the order of functional perturbation. Then, comparing (22.16) and

(22.17), it is immediately clear that

S
ð1Þ
12 5

ðz1
z1

ðMI 1DIMÞ dz (22.18)

From (22.8), we see that for any pair ξj,

ðz2
z1

 
ξj
@M

@xj
1 ξ0j

@M

@x0j

!
dz5 pj2ξj2 2 pj1ξj1 (22.19)

so that for ξj5 x
ð1Þ
j we have

ðz2
z1

DIM dz5 pj2x
ð1Þ
j2 2 pj1x

ð1Þ
j1

and hence

S
ð1Þ
12 5 pj2x

ð1Þ
j2 2 pj1x

ð1Þ
j1 1 SI12 (22.20)
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where

SI12 :¼
ðz2
z1

MI dz (22.21)

The final function, SI12 is known as the first-order perturbation characteristic function and

we shall use it frequently. It is in fact the functional contribution to S112, the argumental part

coming from
Ðz2
z1

DIMdz.

Returning to (22.15), we have

ΔS
ð1Þ
12 5 p

ð1Þ
j2 UΔxj2 1 pj2UΔx

ð1Þ
j2

2 p
ð1Þ
j1 UΔxj1 2 pj1UΔx

ð1Þ
j1

(22.22)

so that from (22.20) and (22.22),

ΔSI125
�
p
ð1Þ
j2 UΔxj2 2 x

ð1Þ
j2 UΔpj2

�
2
�
p
ð1Þ
j1 UΔxj1 2 x

ð1Þ
j1 UΔpj1

� (22.23)

This is a first-order perturbation relation but it is much more general in form than we

commonly need. We may perturb the rays subject to various constraints, which correspond

to particular physical situations. Two choices of constraints are of especial relevance.

Consider first the implications of setting

x
ð1Þ
j1 5 p

ð1Þ
j1 5 0 (22.24)

and, for simplicity, suppose that the plane z5 z1 lies in field-free space. Then

pj5 φ̂
1=2 x0j

ð11x021y02Þ1=2
� φ̂

1=2
x0j
n
12

1

2
ðx02 1 y02Þ

o

and writing

pj5 p
ðpÞ
j 1 p

ð1Þ
j

x0j5 x
ðpÞ0
j 1 x

ð1Þ0
j :¼ αj1αð1Þ

j

we see that

p
ðpÞ
j 5 φ̂

1=2
αj

p
ð1Þ
j 5αð1Þ

j 2
1

2
αj

X2
1

α2
j

Perturbation Theory: General Formalism 327



The constraints (22.24) imply that the position of the ray in z5 z1 does not change whereas

the gradient is altered. Thus in Fig. 22.2A, if R is the unperturbed ray, the perturbed ray R

sets out from the same point with a slightly different gradient. By using this set of

constraints, aberration coefficients expressed in terms of position and gradient in the object

plane are obtained, but the aberrations of gradient do not emerge straightforwardly. We

shall deal with this small complication in connection with asymptotic aberrations in

Chapter 25 (25.1�25.7).

The other physically significant choice of constraints is

x
ð1Þ
j1 5 x

ð1Þ
j2 5 0 (22.25)

so that the unperturbed and perturbed rays must pass through the same point in two

different planes, z1 and z2. This situation is shown in Fig. 22.2B; the ray R is clearly not the

same as that in Fig. 22.2A.

x,y

z1

x,y

z1 z2

z

(A)

(B)

R

R

R−

R−

Figure 22.2
The constraints described by (A) (22.24) and (B) by (22.25).
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Some caution is needed when selecting the constraints, since not all combinations are

permissible on every occasion. Thus (22.25) cannot be used when the planes z5 z1 and

z5 z2 are conjugate, since all the rays through a point P0
2 in the neighbourhood of P2 will

intersect in a point close to P1; apart from this point, the neighbourhood of P1 will not be

connected by rays to P0
2.

We shall therefore study (22.23) in two forms. For constraints (22.24), we have

ΔSI125 p
ð1Þ
j2 UΔxj2 2 x

ð1Þ
j2 UΔpj2 (22.26)

and for (22.25),

ΔSI125 p
ð1Þ
j2 Δxj2 2 p

ð1Þ
j1 Δxj1 (22.27)

From (22.26), we obtain the very important pair of equations

@SI12
@xk1

5 p
ð1Þ
j2

@xj2
@xk1

2 x
ð1Þ
j2

@pj2
@xk1

@SI12
@pk1

5 p
ð1Þ
j2

@xj2
@pk1

2 x
ð1Þ
j2

@pj2
@pk1

(22.28)

Equation (22.27) we shall handle slightly differently. We shall use it to express aberrations

in some arbitrary plane, frequently the image plane, in terms of position coordinates in the

object plane (suffix o) and aperture plane (suffix a) in a system. Returning to (22.23), we

first set z15zo, x
ð1Þ
ja 5 0, giving

ΔSIo25 p
ð1Þ
j2 UΔxj2 2 x

ð1Þ
j2 UΔpj2 2 p

ð1Þ
jo UΔxjo (22.29a)

and then set z15 za, x
ð1Þ
jo 5 0, giving

ΔSIa25 p
ð1Þ
j2 UΔxj2 2 x

ð1Þ
j2 UΔpj2 2 p

ð1Þ
ja UΔxja (22.29b)

Hence

@SIo2
@xka

5 p
ð1Þ
j2

@xj2
@xka

2 x
ð1Þ
j2

@pj2
@xka

@SIa2
@xko

5 p
ð1Þ
j2

@xj2
@xko

2 x
ð1Þ
j2

@pj2
@xko

(22.30)
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These may be solved for the unknown quantities p
ð1Þ
j2 and x

ð1Þ
j2 . The determinant of (22.30) is

given by

Δ52
@ðpj2; xj2Þ
@ðxjo; xjaÞ

(22.31)

and may be expanded as a product of Lagrange brackets,

Δ52 ½x1o; x2o� ½x1a; x2a�1 ½x1o; x1a� ½x2o; x2a�2 ½x1o; x2a� ½x2o; x1a� (22.32)

where [λ, μ] denotes

@ðp12; x12Þ
@ðμ;λÞ 1

@ðp22; x22Þ
@ðμ;λÞ (22.33)

We have seen that the Lagrange brackets are invariant (5.34) so that Δ is likewise

independent of z. Hence

Δ5
@ðp1o; p2oÞ
@ðx1a; x2aÞ

5
@ðp1a; p2aÞ
@ðx1o; x2oÞ

(22.34)

If there exists an image plane z5 zi in which the object plane z5 zo is imaged stigmatically,

all rays from a point in zo will be reunited in zi irrespective of their point of intersection

with the plane z5 za:

@xki
@xja

5 0 (22.35)

and, solving (22.30) when (22.35) is satisfied, we find

x
ð1Þ
1i 5

1

Δ

 
@p2i
@x1a

@SIoi
@x2a

2
@p2i
@x2a

@SIoi
@x1a

!

x
ð1Þ
2i 5

1

Δ

 
@p1i
@x2a

@SIoi
@x1a

2
@p1i
@x1a

@SIoi
@x2a

! (22.36)

with

Δ5
@ðp1i; p2iÞ
@ðx1a; x2aÞ

(22.37)

We note that only the perturbation characteristic SIoi appears in (22.36).
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Second-order perturbations

Returning to (22.16) and (22.17), we see that

S
ð2Þ
12 5

ðz2
z1

(
MII 1DIMI 1DIIM1

1

2
ðDIÞ2M

)
dz (22.38)

and using (22.19) with ξj5 x
ð2Þ
j , which tells us that

ðz2
z1

DIIM dz5 pj2x
ð2Þ
j2 2 pj1x

ð2Þ
j1 (22.39)

we may write

S
ð2Þ
12 5

ðz2
z1

(
MII 1DIMI 1

1

2
ðDIÞ2M

)
dz1 pj2Ux

ð2Þ
j2 2 pj1Ux

ð2Þ
j1 (22.40)

The perturbed form of (22.19) enables us to simplify this further. Applying the operator P

to (22.19), we find

ðz2
z1

 
ξj
@ðPMÞ
@xj

1 ξ0j
@ðPMÞ
@x0j

!
dz5 ξj2Ppj2 2 ξjiPpj1 (22.41)

so that, for ξj5 x
ð1Þ
j ,

ðz2
z1

DIðMI 1DIMÞ dz5 p
ð1Þ
j2 x

ð1Þ
j2 2 p

ð1Þ
j1 x

ð1Þ
j1 (22.42)

This enables us to eliminate either DI MI or 1
2
(DI)2M from (22.40); we obtain

S
ð2Þ
12 5 pj2x

ð2Þ
j2 1 p

ð1Þ
j2 x

ð1Þ
j2 2

�
pj1x

ð2Þ
j1 1 p

ð1Þ
j1 x

ð1Þ
j1

�
1

ð n
MII 2

1

2
ðDIÞ2

o
dz (22.43a)

or

S
ð2Þ
12 5 pj2x

ð2Þ
j2 1

1

2
p
ð1Þ
j2 x

ð1Þ
j2 2

�
pj1x

ð2Þ
j1 1

1

2
p
ð1Þ
j1 x

ð1Þ
j1

�
1

ð n
MII 1

1

2
DIMI

o
dz (22.43b)

and writing

SII125
Ð ðMII 2

1

2
ðDIÞ2MÞ dz

~S
II

125
Ð ðMII 1

1

2
DIMIÞ dz

(22.44)
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it is easily shown that

ΔSII125
�
p
ð2Þ
j2 UΔxj2 2 x

ð2Þ
j2 UΔpj2

�
2
�
p
ð2Þ
j1 UΔxj1 2 x

ð2Þ
j1 UΔpj1

�
2
�
x
ð1Þ
j2 UΔp

ð1Þ
j2 2 x

ð1Þ
j1 UΔp

ð1Þ
j1

�
Δ ~S

II

125
�
p
ð2Þ
j2 UΔxj2 2 x

ð2Þ
j2 UΔpj2

�
2
�
p
ð2Þ
j1 UΔxj1 2 x

ð2Þ
j1 UΔpj1

�
2

1

2

�
x
ð1Þ
j2 UΔp

ð1Þ
j2 2 p

ð1Þ
j2 UΔpj2

�

1
1

2

�
x
ð1Þ
j1 UΔp

ð1Þ
j1 2 p

ð1Þ
j1 UΔx

ð1Þ
J1

�

(22.45)

Hence

p
ð2Þ
j2

@xj2
@xka

2 x
ð2Þ
j2

@pj2
@xka

5
@SIIo2
@xka

1 x
ð1Þ
j2

@pð1Þj2

@xka

p
ð2Þ
j2

@xj2
@xko

2 x
ð2Þ
j2

@pj2
@xko

5
@SIIo2
@xko

1 x
ð1Þ
j2

@pð1Þj2

@xko

(22.46)

which may be solved for x
ð2Þ
j and p

ð2Þ
j . In an image plane, z5 zi, the solution collapses to the

simpler form

x
ð2Þ
1i 5

1

Δ

(
@p2i
@x1a

 
@SIIoi
@x2a

1 x
ð1Þ
ji

@pð1Þji

@x2a

!
2

@p2i
@x2a

 
@SIIoi
@x1a

1 x
ð1Þ
ji

@pð1Þ2a

@x1a

!)

x
ð2Þ
2i 5

1

Δ

(
@p1i
@x2a

 
@SIIoi
@x1a

1 x
ð1Þ
ji

@pð1Þji

@x1a

!
2

@p1i
@x1a

 
@SIIoi
@x2a

1 x
ð1Þ
ji

@pð1Þji

@x2a

!) (22.47)

where Δ is the corresponding determinant. (Note that the summation is implicit over j,

j5 1, 2, whereas i is simply a label signifying “image”.)

Equations (22.47) are complicated in appearance but a physical meaning may be associated

with the various groups of terms. When we analyse a particular system, we first examine its

paraxial properties, then its primary aberrations, characterized essentially by MI and hence

SI. If we then proceed to the secondary aberrations, a contribution will come from MII and

hence SII. A further contribution arises because it is the paraxial solutions that we substitute

in MII and these are not the best approximation available since we already know the

primary aberrations. This further contribution is the secondary aberration term arising from

the primary aberrations.
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Before applying these general formulae to particular types of system, we must mention

one further degree of complication that can arise. In the case of primary aberrations,

those obtained by first-order perturbation theory, the results are additive, in the sense

that if MI consists of two parts, MI 5MI
1 1MI

2, the calculations may be performed

separately for M1
I and M2

I and the results added. This is no longer true for second-

order perturbations, and we may need to introduce a new parameter, μ, in addition to

λ. This typically arises when geometrical and chromatic aberrations are being

considered; for primary aberrations, we have merely to calculate M1
I for the

geometrical aberrations and M2
I for the chromatic aberrations and add the resulting

perturbation terms x
ð1Þ
j . For the secondary aberrations, there will be mixed terms, arising

from the interplay between the two contributions. These are incorporated in the theory

in the following way. We denote functional perturbations with respect to μ by the

superscript J and PfM now becomes

PfM5M1λMI 1μMJ 1λ2MII 1λμMIJ 1μ2MJJ 1 . . . (22.48)

The order in which the perturbations are considered is of no importance, as we can readily

see on physical grounds. If the contribution to the secondary geometrical aberrations is

gradually increased from a negligibly small value, the chromatic contribution remaining

fixed, the resulting effects must be the same as those observed if the geometrical

aberrations are fixed at their final value and the chromatic aberration gradually increased

from a small value.

The formulae for a single perturbation parameter λ given above enable us to manipulate all

the terms of an expansion of the form (22.48) except the mixed term λμMIJ. We merely

state the results. The single-parameter reasoning may be followed provided that the

following replacements are made:

MII-MIMJ

ðDIÞ2M-2DIDJ

DIMI-DIMJ 1DJMI

(22.49)

We define

SIJ12 :¼
ðz2
z1

�
MIJ 2DIDJM

�
dz

~S
IJ

12 :¼
ðz2
z1

n
MIMJ 1

1

2
ðDIMJ 1DJMIÞ

o
dz

(22.50)
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for which

ΔSIJ1252
�
xIj2UΔpJj2 1 xJj2UΔpIj2

�
1
�
xIj1UΔpJj11 xJj1UΔpIj1

�
1
�
pIJj1UΔxj22 xIJj2UΔpj2

�
2
�
pIJj1UΔxj12 xIJj1UΔpj1

�
Δ ~S

IJ

1252
1

2

�
xIj2UΔpJj2 1 xJj2UΔpIj2

�

1
1

2

�
xIj1UΔpJj1 1 xJj1UΔpIj1

�

1
1

2

�
pIj2UΔxJj2 1 pJj2Ux

I
j2

�

2
1

2

�
pIj1UΔxJj1 1 pJj1UΔxIj1

�

1
�
pIJj2UΔxj22 xIJj2UΔpj2

�
2
�
pIJj1UΔxj12 xIJj1UΔpj1

�

(22.51)

in which we have been obliged to label xj and pj with I and J to distinguish the different

contributions. Thus xIj might represent the primary geometrical aberration, for example, and

xJj the chromatic aberration.

The mixed forms of (22.46) are as follows:

p
ð2Þ
j2

@xj2
@xka

2 x
ð2Þ
j2

@pj2
@xka

5
@SIJo2
@xka

1 xIj2
@pJj2
@xka

1 xJj2
@pIj2
@xka

p
ð2Þ
j2

@xj2
@xko

2 x
ð2Þ
j2

@pj2
@xko

5
@SIJo2
@xko

1 xIj2
@pJj2
@xko

1 xJj2
@pIj2
@xko

(22.52)

Note on nomenclature: We follow Rose in speaking of purely geometric aberrations of

different order, of purely chromatic aberrations of different degree and of mixed aberrations

of different rank (rank5 degree1 order).
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CHAPTER 23

The Relation Between Permitted Types
of Aberration and System Symmetry

23.1 Introduction

The nature of the aberrations of any given system is entirely determined by its symmetry.

A classification of the various system types was proposed by Sturrock (1951a) and a

detailed exploration of the relation between aberrations and symmetry is to be found in

Hawkes (1965a).

Consider a ray passing through an entirely general system, intersecting three planes (or

even surfaces) normal to the optic axis, itself in general curved. The point of intersection of

the ray with an arbitrary ‘current’ plane, z5 zc, is a function of the point of intersection

with the other two planes, which we refer to as the object plane z5 zo and the aperture

plane z5 za (Fig. 23.1). Thus

wc 5Xc 1 iYc5 f wo;wo;wa;wað Þ (23.1)

In this chapter, a bar over a symbol denotes its complex conjugate (thus w5X2 iY and

likewise for the four-digit notation for aberration coefficients introduced below). Since we

are interested in the optical behaviour of the system, and hence in rays that remain in the

vicinity of the optic axis, we expand wc as a power series:

wc 5
X

α;β;γ;δ$ 0

αβγδð Þwα
ow

β
ow

γ
aw

δ
a (23.2)

in which the complex coefficient (αβγδ) is a function of z. Suppose now that the system is

such that, on simultaneously moving the object point wo to wo exp(2πi/N) and the aperture

point wa to wa exp(2πi/N), the point wc moves to wc exp(2πi/N). We then say that the

system is N-fold symmetrical. Clearly, not all values of N and shapes of axis are

compatible, the higher symmetries only being found with a straight optic axis, for example.

From (23.2), it is readily seen that in an N-fold symmetrical system, the indices α, β, γ and

δ can take only those nonnegative integral values for which

α2β1 γ2 δ5 11 kN (23.3)
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where k is a positive or negative integer or zero. For rotationally symmetric systems, only

the values that satisfy

α2β1 γ2 δ5 1 (23.4)

are acceptable. The permitted values of α, β, γ and δ for values of N from 1 to 6 are shown

in Table 23.1 (Hawkes and Cosslett, 1962; Hawkes, 1965a).

The condition that restricts the values of α, β, γ and δ contains only the combinations

(α1 γ) and (β1 δ), and this suggests a simpler method of obtaining the permissible

members in the expansion for wc. We need consider only one of two particular pencils of

rays, either the pencil through the axial object point (0, 0, zo) or the pencil through the axial

aperture point (0, 0, za). The point wc can now be written

wc5
X
ξ;η$ 0

ξηð Þwξ
ow

η
o or wc5

X
ξ;η$ 0

ξηð Þwξ
aw

η
a (23.5)

and hence

ξ2 η5 11 kN

We now have only to replace wo or wa by wo1wa for the condition α�β1 γ�δ5 11 kN

to be automatically satisfied, since the binomial theorem ensures that α1 γ5 ξ and

β1 δ5 η. In optical terms, we have considered first two particular pencils, of which one

could be affected only by distortions, and could not produce an indistinct image, while the

other could be perturbed only by wholly aperture-dependent aberrations. To obtain the

remaining aberrations we replaced these pencils by off-axial pencils, passing through

neither the object nor the aperture origin.

As an example of this, we might consider the secondary aberrations of N5 2 systems,

which are fifth order. From Table 23.1, we see that there are 56 of these. The condition that

ξ�η5 11 2k subject to ξ1 η5 5 allows (ξη) to take the values (50), (41), (32), (23), (14)

yo ya yc

xc
xa

xo
wo=xo+iyo

wa=xa+iya

wc=xc+iyc
z

Figure 23.1
General ray intersecting the object, aperture and current surfaces at the points wo, wa and wc

respectively.
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Table 23.1: The values of α, β, γ and δ for N5 1 to N5 6 and rotational symmetry

Rotational Symmetry: (α1 γ) � (β1 δ)5 1

D �2 �1 0 1 2 3
I 1000 0010
III 2100 2001 1011 0021 0120

1110
V 3200 3002 3101 2111 0032 1220 0230

2012 1022 2210 1031
1121

In all the subsequent lists, the rotationally symmetric terms just tabulated all recur; they are therefore not
repeated in every list.

N5 6. (α1 γ) � (β1 δ)525, 1

D 25 24 23 22 21
V 0500 0005 0104 0203 0302 0401

N5 5. (α1 γ) � (β1 δ)524, 1

D 24 23 22 21
IV 0400 0004 0103 0202 0301

N5 4. (α1 γ) � (β1 δ)523, 1, 5

D 24 23 22 21
III 0300 0003 0102 0201
V 1400 1004 1103 1202 1301

5000 0014 0113 0212

0 5 4 3 2 1
V 0311 0050 1040 2030 3020 0410

4010

N5 3. (α1 γ) � (β1 δ)525, 22, 1, 4

D 25 24 23 22 21
II 0200 0002 0101
IV 1300 1003 1102 1201

4000 0013 0112
V 0500 0005 0104 0203 0302 0401

0 4 3 2 1
IV 0211 0040 1030 2020 0310

3010

N5 2. (α1 γ) � (β1 δ)5 6 1, 6 3, 6 5

D 25 24 23 22 21 0 5 4 3 2 1
I 0100 0001
III 3000 0003 1002 0012 III 0111 0030 1020 0210

0300 0102 0201 2010
1200 1101

V 5000 0005 1004 2003 2102 2201 V 1211 0050 1040 1130 0320 1310
4100 0104 0203 1202 1301 0311 0140 0041 3020 3110
2300 1103 1013 4001 3011 2030 2120 0221

1400 0014 0113 1112 0122 1031 2021
0500 0302 0401 4010

0023 0410
0212

(Continued)



and (05). Of these, (ξη)5 (50) generates six aberrations and (ξη)5 (14) generates ten

aberrations; these together are characteristic of N5 4. The term (ξη)5 (32) generates the 12

aberrations characteristic of rotationally symmetrical systems. The six aberrations

characteristic of N5 6 (which also afflict N5 3 systems, therefore) are generated by (ξη)5
(05). Finally, (ξη)5 (41) and (ξη)5 (23) generate the 22 aberrations peculiar to N5 2

systems. The full results are set out in Table 23.2.

A particularly simple way of discussing the effects of each aberration term,

αβγδð Þwα
ow

β
ow

γ
aw

δ
a, or group of aberration terms, has been explored in detail by Chako

(1957), who employed only Cartesian coordinates and considered only rotationally symmetric

Table 23.1: (Continued)

N5 1. (α1 γ)2 (β1 δ)5 0, 61, 6 2, 6 3, 6 4, 6 5

1 1 is included in this list

D 25 24 23 22 21 0 5 4 3 2 1
0 0000
I 1000 0001 I 0010

0100
II 2000 0002 0101 II 0011 0020 1010

1100 1001 0110
0200

III 3000 0003 0102 2001 III 1011 0030 1020 2010
2100 1002 0201 0111 0120 0210
1200 1101 1110
0030 0012 0021

IV 4000 0004 0103 2002 3001 IV 2011 0040 1030 2020 3010
3100 1003 0202 2101 1111 0130 1120 2110
2200 1102 1201 0211 0220 1210
1300 0013 0301 0022 0031 0310
0400 1012 1021

0112 0121
V 5000 0005 0104 2003 3002 4001 V 3011 0050 1040 2030 3020 4010

4100 1004 0203 2102 3101 2111 0140 1130 2120 3110
3200 1103 1202 2201 1211 0230 1220 2210
2300 0014 0302 1301 0311 0041 0320 1310
1400 1013 0401 1022 1031 0410
0500 0113 2012 0122 0131 2021

0212 1121
1112 0221
0023 0032

Each row contains terms for which α1β1 γ1 δ is the same (roman numeral), and each column all the terms with some
particular value of γ2 δ (arabic numeral). The column headed ‘D’ contains distortions, for which γ5 δ5 0.
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systems. Amboss (1959) used the same method with complex coordinates to examine slightly

imperfect systems. If we wish to interpret geometrically an expression of the form

wc5
X

αβγδð Þwα
ow

β
ow

γ
aw

δ
a (23.6)

we can obtain a curve that is typical of each type of aberration on a general plane in image

space by considering a pencil of rays that emerges from an object point wo5 constant and

is restricted by an annular stop in the aperture plane |wa|5 constant5 ra. These are the

curves that Chako calls ‘characteristic curves’. We can then write

wc5
X

rα1β
o rγ1δ

a jαβγδjexp i
n_αβγδ1 α2βð Þθo 1 γ2 δð Þθa

o
(23.7)

in which (αβγδ) 5 :|αβγδ| ei
_
αβγδ

. For each term, therefore, we have

wc 5 ABΓΔð Þei γ2δð ÞΘa

ABΓΔð Þ5 jαβγδjrα1β
o rγ1δ

a

Θa5 θa1
_αβγδ1 α2βð Þθo

γ2 δ

:

8>><
>>: (23.8)

Table 23.2: The values of (ξη) corresponding to each type of symmetry

ξ1η51 ξ1η52 ξ1η53 ξ1η54 ξ1η5 5

N5 1 10(R) 20 30(2) 40(3) 50(4)
01(2) 11 21(R) 31 41(2)

02(3) 12(2) 22 32(R)
03(4) 13(3) 23(2)

04(5) 14(4)
05(6)

N5 2 10(R) 30 50(4)
01 21(R) 41

12 32(R)
03(4) 23

14(4)
05(6)

N5 3 10(R) 02 21(R) 40 32(R)
13 05(6)

N5 4 10(R) 21(R) 50
03 32(R)

14
N5 5 10(R) 04 32(R)
N5 6 10(R) 05
rotational symmetry 10 21 32

The bracketed symbols indicate the symmetry class of which the corresponding aberrations are typical. R signifies
rotationally symmetric.
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If γ5 δ5 0, we can consider the pencil that passes through a fixed point in the aperture

plane and intersects the object plane in an annulus, |wo|5 ro5 constant.

Not all the coefficients (αβγδ) are independent, as we can see by considering the point

characteristic function S, which we expand as a power series in X, Xu, Y and Yu:

S5 S 0ð Þ 1 S 1ð Þ1 S 2ð Þ1?1 S rð Þ1? (23.9)

in which each group of terms, S(r), contains only products of degree r in the off-axial

coordinates. Of these groups, S(0) is a constant and will not concern us further; S(1) is zero

since the axis must also be a possible ray; the Gaussian or first-order (primordial) properties

are given by S(2) provided that N# 2 and the primary, secondary and further aberrations are

given by successive nonzero terms of S.

The function S is a definite integral of a physical quantity along a real path between two

points; it must therefore be real and must also satisfy the same symmetry conditions as the

whole system. This suggests that we might write each of the even components of S as a

quadratic or Hermitian form

S rð Þ5QT
r RQr or S rð Þ5H�

r rHr (23.10)

Q is a column matrix and QT its transpose; H is also a column matrix and H� is the
conjugate complex matrix of HT; R and r are square matrices, which we shall refer to as the

coefficient matrices.

We have already used a four-symbol notation (αβγδ) to enable the coefficients of the terms

in the series expansion of wc to be written down directly. We shall employ a similar notation

for the elements of the coefficient matrices, R and r. Each element will be denoted by a

four-figure symbol (pqrs) that is automatically associated with the term wp
ow

q
ow

r
aw

s
a. Whereas

α1β1 γ1 δ is equal to the order of the corresponding aberration, p1 q1 r1 s is equal to

the order of the terms in the characteristic function that correspond to the same aberration,

namely α1β1 γ1 δ1 1. Since S must be real, we can immediately conclude that

pqrsð Þ5 qpsrð Þ (23.11)

All the relations that connect the aberration coefficients stem from this property. In the

simplest case, that of rotational symmetry, the relation which we encounter below between

the two parts of the coma coefficient is a consequence of

1012ð Þ5 0121
� �

(23.12)

Similarly, the fact that under certain conditions, quadrupole lens systems are fully

characterized by three, and not four, aperture aberration coefficients can be deduced from

0013ð Þ5 0031
� �

(23.13)
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The condition used by de Broglie (1950, pp.131�2) to obtain the interrelations for axially

symmetric systems can be straightforwardly derived from Eq. (23.11). This relation

between the elements of the characteristic function does, however, bring out the fact that de

Broglie’s condition is a consequence of more fundamental relations which remain true,

even though the actual aberration coefficients may no longer be so simply connected.

If the N-fold symmetry of a system is reinforced by a symmetry plane, the coefficients

(pqrs) are either all real or all purely imaginary. For, if the system possesses a plane of

symmetry, S will be invariant under a change from right-handed to left-handed axes, and

hence (�1)p1q1r1s(pqrs)5 (qpsr). Since we have already shown that (pqrs)5 ðqpsrÞ,
(pqrs) must be real if p1 q1 r1 s is even, and imaginary if p1 q1 r1 s is odd.

For simplicity, we study the aberrations in field-free image space, taking z5 za as the exit

pupil of the system. Then in image space, we have

w5wa 1 z2 zað Þ @w

@z

� �
z5za

(23.14)

or

w zð Þ5
(
11

iB z2 zað Þ
A

)
wa1 2

z2 za

A

@Soa
@wa

in which we have used the fact that the terms in S(2) containing X’ and Y’ can always be

cast into the form
1

2
A X021 Y 02� �

1BðX0Y � XY 0Þ. Thus w(z) has the form

w zð Þ5Cwa 1D
@Soa
@wa

(23.15)

in which C may be complex and D is real.

It is to be noted that the analysis set out here enables us to identify all aberrations permitted

by symmetry but some of these may be forbidden for other reasons. Shao (1987a,b) and

Shao and Crewe (1987) pointed out that a 2N-pole exhibits an axial aberration similar to

that of a round lens of order 2N�3. Thus a sextupole is useful to correct the third-order

spherical aberration of a round lens (for N5 3, 2N2 35 3) but for a decapole (N5 5),

2N2 35 7 and for a 14-pole (N5 7), 2N2 35 11. This is confirmed by Rose, who

introduces the useful notion of parity (Rose, 2012, Section 8.2.1). Thus quadrupoles,

octopoles, dodecapoles (N even) have even parity: each electrode (or pole) of a multipole

has the same polarity as the electrode opposite it. Sextupoles, decapoles and 14-poles (N

odd) have odd parity: the polarity of the opposite electrode is now different.

We now consider the image formation and aberrations for each type of symmetry, as

characterized by N.
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23.2 N5 1

This is the most general case: the system is wholly arbitrary, the axis may be straight or

curved, and few generalizations can be made about the image formation. The function Sð2Þoa

is of the form1

wo

wo

wa

wa

0
BB@

1
CCA
T

2000 1100 rð Þ 1010 1001

0 2000 1001 1010

0 0 0020 0011 rð Þ
0 0 0 0020

0
BB@

1
CCA

wo

wo

wa

wa

0
BB@

1
CCA (23.16)

and using Eq. (23.15), we find that these coefficients are related to the (αβγδ) of Eq. (23.6)
thus:

1000ð Þ5D 1001ð Þ; 0100ð Þ5D 1010
� �

; 0001ð Þ5 2D 0020
� �

ℜ 0010ð Þ5D 0011ð Þ1ℜ Cð Þ; ℑ 0010ð Þ5ℑ Cð Þ

To understand what imagery such a system would produce, we consider a pencil of rays

emerging from a fixed object point and restricted by an annular stop, |wa|5 ra5 constant.

We denote (1000)wo1 (0100)wo by U, and we write (αβγδ)5 |αβγδ| exp i
_αβγδ and

w5 reiθ. We find

wc 5U1 raj0010je
i θa1
_
0010

� �
1 raj0001je

2i θa2
_
0001

� �

or

wc2Uð Þe2
1
2
i
_
00101
_
0001

� �
5 raj0001jeiΘa 1 raj0010je2iΘa (23.17)

in which

Θa5 θa1
1

2

_
00102

_
0001

� �
In general, therefore, the pencil will emerge from the system as an astigmatic bundle of

rays, which collapses to two mutually perpendicular focal lines in two particular current

planes where |0010|1 |0001|5 0 and |0010|�|0001|5 0; these focal lines are inclined to the

axes wc at an angle that depends upon the position of the object point. If a point object

approaches the system from infinity, the focal lines may execute any one of three possible

manœuvres. They may swivel round the axis of the system, turning always in the same

1 (r) indicates that the adjoining element is real.

342 Chapter 23



sense; in this case ð_00101_0001Þ changes monotonically. Systems in which the focal lines

behave in this way were called ‘gedrehte’ or ‘tordierte Systeme’ by Gullstrand, who first

discussed them (1915, p.20). Alternatively, the lines may swivel round the axis until the

object point reaches one of the two ‘orthogonal points’, beyond which they turn in the

opposite sense; when the object point reaches the second orthogonal point, the focal

lines revert to their original sense of rotation. These are Gullstrand’s ‘zurückgedrehte’

or ‘retordierte Systeme’. Finally, these two orthogonal points may coincide. Between the

two orthogonal points of the preceding type of system, the focal lines unwind through a

quarter-turn; in these ‘halbgedrehte’ or ‘semitordierte Systeme’, the focal lines turn

through the same angle instantaneously, with the result that as the object point crosses

the coincident orthogonal point, the focal lines appear abruptly to change places, but

continue to rotate in the same sense. This behaviour is also discussed by Herzberger

(1931, p. 91).

In a stigmatic system, the image of a pair of straight lines xo5 const and yo5 const will be

yi52
ℜ 100020100ð Þ
ℑ 100020100ð Þ xi1

ℜ 100010100ð Þℜ 100020100ð Þ1ℑ 100010100ð Þℑ 100020100ð Þ
ℑ 100020100ð Þ xo

(23.18a)

and

yi5
ℑ 100010100ð Þ
ℜ 100010100ð Þxi1

ℜ 100010100ð Þℜ 100020100ð Þ1ℑ 100010100ð Þℑ 100020100ð Þ
ℑ 100010100ð Þ yo

(23.18b)

which represents a pair of straight lines, no longer at right angles; a rectangle is therefore

imaged as a parallelogram.

The primary aberrations are second order, and correspond to S(3); using (pqrs)5 (qpsr), we

can write the latter in the form

Sð3Þ5

wo

wo

wa

wa

0
BB@

1
CCA
T 3000 1200 0 1020 1002 1011

1200 3000 0 1002 1020 1011

2010 2001 1110 0030 0021 0

2001 2010 1110 0021 0030 0

0
BB@

1
CCA

w2
o

w2
o

wowo

w2
a

w2
a

wawa

0
BBBBBB@

1
CCCCCCA

(23.19)

No element is necessarily real.

In an arbitrary image plane, the primary aberrations wI
c are given by Eq. (22.30); we

substitute

wc 5 1000ð Þwo 1 0100ð Þwo1 0010ð Þwa1 0001ð Þwa
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p1 1 ip25Awc
02 iBwc

and obtain

DwI
c 5 2A

0010 0001 0001 @S 3ð Þ
oc =@wa

1000 0100 0100 @S 3ð Þ
ac =@wo

0001 0010 0010 @S 3ð Þ
oc =@wa

0100 1000 1000 @S 3ð Þ
ac =@wo

����������

����������
(23.20)

Each of the elements in the fourth column is composed of 10 members. For further details,

see Hawkes (1965a).

23.2.1 N5 1. Systems with a Plane of Symmetry

The axis of the system is now a curve lying in a plane, and we shall suppose this to be the

plane which also contains the y-axis. Certain deflection systems and β-spectrometers fall

within this class. The primary aberrations are still second order, but the function S(3) must

be independent of the signs of xo and xa; it is therefore of the form

x2o
xoxa
x2a
y2o
y2a

0
BBBB@

1
CCCCA

T
2100 2001

1110 1011

0120 0021

0300 0201

0102 0003

0
BBBB@

1
CCCCA

yo
ya

� �
(23.21)

and so

kxx
I
c 5 hxc

	
2½2100�xoyo 1 2½2001�xoya 1 ½1110�yoxa 1 ½1011�xaya



2 gxc

	
1110ð Þxoyo1 1011ð Þxoya1 2 0120ð Þyoxa1 2 0021ð Þxaya



kyy

I
c 5 hycf½2100�x2o1 ½1110�xoxa 1 ½0120�x2a

1 3½0300�y2o 1 2½0201�yoya1 ½0120�y2ag
2 gycf 2001ð Þx2o1 1011ð Þxoxa1 0021ð Þx2a
1 0201ð Þy2o 1 2 0102ð Þyoya 1 3 0003ð Þy2ag

(23.22)

In a general plane, therefore, ten coefficients suffice to characterize the imagery, and in the

image plane of a stigmatic system, eight.

The aperture aberrations are of the form

xIc 5 0011ð Þxaya; yIc 5 0020ð Þx2a 1 0002ð Þy2a (23.23)
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which represents an ellipse, centred on the point (0,
1

2
{(0020)1 (0002)}r2a) with axes

1

2
r2a(0011),

1

2
r2a{(0020) � (0002)}. For a circular aperture, the envelope of this

family of ellipses is a pair of straight lines, inclined to the y-axis at an angle

arccot 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
0020ð Þ 0002ð Þ

p
= 0011ð Þ. In a stigmatic orthomorphic system, (0011)5 2(0020), and

the angle becomes arccot
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð0002= 0020ð Þ

p
or arccot

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3ð0003= 0021ð Þ

p
.

The distortions are similar in nature; the remaining aberrations are types of astigmatism, and

the aberration curve for a fixed object point and an annular aperture is a tilted centred ellipse.

The secondary aberrations are third order; the contribution from S(4) is analysed in

Hawkes (1965a).

23.3 N5 2

Systems for which N5 2 and there is no symmetry plane may consist of any combination of

round lenses and quadrupole lenses in any orientation; the lenses may be either electrostatic or

magnetic and the electrostatic lenses need not be excited symmetrically nor need they be

geometrically symmetric. The aberrations of quadrupole systems in which the azimuthal alignment

of the individual members is imperfect thus fall within this class. The Gaussian imagery is no

simpler than that of general systems, but the primary aberrations are now third order. Both the

primary and secondary (fifth-order) aberrations are analysed in detail in Hawkes (1965a).

Electron optical systems with straight axes may be orthogonal without possessing a plane of

symmetry. These are the systems which comprise Dušek’s ‘erster Hauptfall’ (1959) and since

they involve a complicated and delicate balance of electric and magnetic forces, they have as

yet found no practical employment. The surfaces in which electrons experience no expulsive

force are not planes but curved surfaces, which twist about the axis within the lens fields.

Since such systems are orthogonal, it is simpler to use Cartesian coordinates, and S(4) can

therefore be written

S 4ð Þ5

x2o
y2o
x2a
y2a
xoxa

0
BBBBB@

1
CCCCCA

T

A

x2o
y2o
x2a
y2a
xoxa

yoya

xoya

xayo

xoyo

xaya

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

(23.24)
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where

A5

4000 2200 2020 2002 3010 2101 3001 2110 3100 2011

0 0400 0220 0202 1210 0301 1201 0310 1300 0211

0 0 0040 0022 1030 0121 1021 0130 1120 0031

0 0 0 0004 1012 0103 1003 0112 1102 0013

0 0 0 0 0 1111 0 0 0 0

0
BBBB@

1
CCCCA

The aberrations associated with perturbation characteristic functions of this form resemble

the secondary aberrations of N5 1 systems.

The aperture aberrations are of the form

xIc5
hxc

kx

	½1030�x3a 1 ½1012�x2aya1 ½1012�xay2a 1 ½1003�y3a



2
gxc

kx

	
4 0040ð Þx3a1 3 0031ð Þx2aya 1 2 0022ð Þxay2a 1 0013ð Þy2a



;

yIc5
hyc

ky

	½0130�x3a 1 ½0121�x2aya1 ½0112�xay2a 1 ½0103�y3a



2
gyc

ky

	
0031ð Þx3a 1 2 0022ð Þx2aya1 3 0013ð Þxay2a1 4 0004ð Þy4a



(23.25)

When the imagery is stigmatic, the aberration curve in the stigmatic image plane simplifies

to the form

2Ah0xix
I
i 5α1x

3
a1 3βx2aya1 γxay2a 1 δy3a

2Ah0yiy
I
i 5βx3a 1 γx2aya1 3δxay2a1α2y

3
a

The secondary aberrations involve S(6).

23.3.1 N5 2. Systems Possessing a Plane of Symmetry

Systems belonging to this class are automatically orthogonal; they represent the special case

of the preceding class for which the curved orthogonal surfaces collapse into a pair of

mutually perpendicular planes (Dušek’s ‘verdrehungsfreie Orthogonalsysteme’). The

elements of such systems may be electrostatic and magnetic quadrupole lenses, and round

electrostatic lenses; all the electrodes of the electrostatic quadrupoles must lie in the same

pair of (mutually perpendicular) azimuthal planes, however, and all the polepieces of the

magnetic quadrupoles must lie in the pair of azimuthal planes that are inclined to the

electrode planes at 45�. The electrodes need be symmetrical in neither excitation nor

geometry, provided of course that any asymmetry is compatible with the symmetry plane.
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In complex notation, the presence of the symmetry plane implies that all the elements of the

coefficient matrices are real; in the Cartesian notation, S(4) and S(6) contain only even

powers of x and even powers of y. Examining Eq. (23.24), we can see that S(4) is obtained

by selecting the first six columns of the coefficient matrix, and retaining the first six

elements of the ten-element column matrix, thus:

S 4ð Þ5

x2o
y2o
x2a
y2a
xoxa

0
BBBB@

1
CCCCA

T
4000 2200 2020 2002 3010 2101

0 0400 0220 0202 1210 0301

0 0 0040 0022 1030 0121

0 0 0 0004 1012 0103

0 0 0 0 0 1111

0
BBBB@

1
CCCCA

x2o
y2o
x2a
y2a
xoxa
yoya

0
BBBBBB@

1
CCCCCCA

(23.26)

The primary aberrations in a general plane are therefore given by

kxx
I
c5 hxc

	
4½4000�x30



1 2½2200�xoy2o1 ½1030�x3a1 ½1012�xay2a

1xa 3½3010�x20 1 ½1210�y20
� �

1 2½2101�xoyoya
12½2020�xox2a1 2½2002�xoy2a1 ½1111�yoxayag
2gxcfð3010Þx3o 1 ð1210Þxoy2o 1 4ð0040Þx3a 1 2ð0022Þxay2a
1xað2ð2020Þx2o 1 2ð0220Þy2oÞ1 ð1111Þxoyoya
13ð1030Þxox3a1 ð1012Þxoy2a1 2ð0121Þyoxayag

kyy
I
c5 hycf2½2200�x2oyo1 4½0400�y3o 1 ½0121�x2aya1 ½0103�y3a

1yað½2101�x2o1 3½0301�y2oÞ1 2½1210�xoyoxa
12½0220�yox2a1 2½0202�yoy2a1 ½1111�xoxayag
2gycfð2101Þx2oyo 1 ð0301Þy3o 1 2ð0022Þx2aya 1 4ð0004Þy3a
1yað2ð2002Þx2o 1 2ð0202Þy2oÞ1 ð1111Þxoyoxa
1ð0121Þyox2a 1 3ð0103Þyoy2a1 2ð1012Þxoxayag

(23.27)

In a stigmatic system, there exists an image plane in which hx(zi)5 hy(zi)5 0; as we have

remarked earlier, the aperture aberrations are then described by only three coefficients:

Ah0xix
I
i 52 4 0040ð Þx3a2 2 0022ð Þxay2a

Ah0yiy
I
i 52 2 0022ð Þx2aya 2 4 0004ð Þy3a

provided the slopes of hx(z) and hy(z) are equal at the image plane. S(6) is given by

Sð6Þ5 ðx3o y3o x3a y3a xoyoxa xoyoya xoxaya yoxayaÞ
VI x3o y3o x3a y3a x2oyo x2oxa x2oya y2oxo y2oxa y2oya
�

x2axo x2ayo x2aya y2axo y2ayo y2axa xoyoxa xoyoya xoxaya yoxayaÞT
(23.28)
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and

VIT 5

6000 0 0 0 0 0 0 0

0 0600 0 0 0 0 0 0

3030 0 0060 0 0 0 0 0

0 0303 0 0006 0 0 0 0

0 2400 0 2103 0 0 0 0

5010 0 2040 0 0 0 0 0

0 2301 0 2004 0 0 0 0

4200 0 1230 0 0 0 0 0

3210 0 0240 0 0 0 0 0

0 0501 0 0204 0 0 0 0

4020 0 1050 0 0 0 0 0

0 0420 0 0123 0 0 0 0

0 0321 0 0024 0 0 0 0

4002 0 1032 0 0 0 0 0

0 0402 0 0105 0 0 0 0

3012 0 0042 0 0 0 0 0

0 1410 0 1113 2220 0 0 0

4101 0 1131 0 0 2202 0 0

0 1311 0 1014 2121 0 2022 0

3111 0 0141 0 0 1212 0 0222

0
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCA

(23.29)

23.4 N5 3

Systems for which N5 3 may contain any number of round lenses, together with elements

of a new kind; these latter may consist of a diaphragm with a triangular opening, for

example, or of a symmetric sextupole. Such a device has been employed by Amboss (1959)

in an attempt to combat ‘anticoma’. If the system does contain round lenses, then the first-

order properties will be those of an ordinary rotationally symmetric system and the primary

aberrations will be due to the three-fold symmetric element alone. If the system consists

only of sextupolar elements, the properties of lowest order arise from S(3) and the primary

aberrations from S(4).

When both sextupole elements and round lenses are present, the image-forming properties

of the system are described by

wc5 1000ð Þwo1 0010ð Þwa (23.30)

in which (1000) is real, and equal to g(z), and (0010), also real, is equal to h(z).

348 Chapter 23



The component S(3) of S is of the form

S 3ð Þ5

w2
o

w2
o

w2
a

w2
a

0
BB@

1
CCA
T

3000 0 2010 0

0 3000 0 2010

1020 0 0030 0

0 1020 0 0030

0
BB@

1
CCA

wo

wo

wa

wa

0
BB@

1
CCA (23.31)

so that

DwI
c 5 h

@S 3ð Þ
ac

@wo

2 g
@S 3ð Þ

oc

@wa

5 h
	
3½3000�w2

o 1 2½2010�wowa1 ½1020�w2
a



2 g

	
2010
� �

w2
o 1 2 1020

� �
wowa 1 0030

� �
w2
a



(23.32)

In the Gaussian image plane, h(z) vanishes. In any plane, however, there are three primary

aberrations: a distortion, (0200)w2
o, where

0200ð Þ5 h

D
3½3000�2 g

D
2010
� �

(23.33a)

an aperture aberration, (0002) w2
a,

0002ð Þ5 h

D
½1020�2 g

D
3 0030
� �

(23.33b)

and an astigmatism, (0101)wowa,

1010ð Þ5 h

D
2½2010�2 g

D
2 1020
� �

(23.33c)

We have so far made no assumptions about the alignment of the triangular elements, and

the aberration coefficients can therefore all be complex. If there is only one such

element, however, or if corresponding points of different elements all lie in the same

meridian plane, then all the coefficients will be imaginary, provided the y-axes (say) lie

in this plane.

The secondary aberrations will be the same as the primary aberrations of the round

lenses, in nature at least; their values will be modified, however, by the presence of

the second-order (primary) aberrations. This property, to which Hawkes drew attention

in 1965, is exploited to correct the spherical aberration of round lenses

(see Chapter 41).

If no round lenses are present, we obtain a system from which all the familiar

characteristics of a lens system have vanished. The effect of lowest order is no longer a
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combination of anisotropic magnification, defocusing and astigmatism, as in the most

general cases of N5 1 and N5 2 systems. Instead we find

wc5 0200ð Þw2
o1 0002ð Þw2

a1 0101ð Þwowa (23.34)

so that even if (0002) and (0101) can be reduced simultaneously to zero, the magnification

is not linear.

The primary aberrations will be third order and the secondary aberrations fourth.

23.5 N5 4

Apart from rotationally symmetric lenses, the system may contain any number of

electrostatic or magnetic octopoles, in any orientation. The Gaussian imagery is identical

with that of ordinary round systems, and the primary aberrations are now third order. The

corresponding component of S, namely S(4), is most compactly written as the Hermitian

form

S 4ð Þ5

w2
o

w2
o

w2
a

w2
a

wowa

0
BBBB@

1
CCCCA
T 2200 4000 2002 2020 2101

4000 0 0 0 3010

2002 0 0022 0040 1012

2020 0 0040 0 1030

2101 3010 1012 1030 1111

0
BBBB@

1
CCCCA

w2
o

w2
o

w2
a

w2
a

wowa

0
BBBB@

1
CCCCA (23.35)

The aberrations in a general plane are therefore given by

DwI
c 5 hc

@S 4ð Þ
ac

@wo

2 gc
@S 4ð Þ

oc

@wa

5 h

w2
o

w2
o

w2
a

w2
a

wowa

0
BBBBBB@

1
CCCCCCA

T 2½2200� ½2101�
4½4000� 3½3010�
2½2002� ½1012�
2½2020� ½1030�
2½2101� ½1111�

0
BBBBBB@

1
CCCCCCA

wo

wa

� �

2 g

w2
o

w2
o

w2
a

w2
a

wowa

0
BBBBBB@

1
CCCCCCA

T 2101ð Þ 2 2002ð Þ
3010
� �

2 2020
� �

1012
� �

2 0022ð Þ
3 1030
� �

4 0040
� �

1111ð Þ 2 1012
� �

0
BBBBBB@

1
CCCCCCA

wo

wa

� �

(23.36)

There are therefore two aperture aberrations: (0003)w3
a and the ordinary spherical aberration

of round lenses, (0021)w2
awa; two distortions: (0300)w3

o and the round lens distortion,
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ð2100Þw2
owo; two astigmatisms: (0201)w2

owa and the round lens astigmatism, (2001) w2
owa;

the round lens coma terms (1011)wowawa and (0120)wow
2
a together with an ‘anticoma’ term

(0102)wow
2
a; and finally, the round lens field curvature, (1110)wowowa.

If all the elements are aligned in such a way that the system possesses a plane of

symmetry—this implies that one electrode of each electrostatic element lies in a single

azimuthal plane, and a polepiece of each magnetic element in a plane which is inclined to

the electrode plane at 22 1
2

�
—all the elements of the coefficient matrix will be real.

The secondary aberrations are fifth order. S(6) can be written as a Hermitian form:

S 6ð Þ5

w3
o

w3
a

wow
2
o

wow
2
a

w2
owa

waw
2
a

wowowa

wowawa

0
BBBBBBBBBBBB@

1
CCCCCCCCCCCCA

T

A

w3
o

w3
a

w2
owo

wow
2
a

w2
owa

w2
awa

wowowa

wowawa

0
BBBBBBBBBBBB@

1
CCCCCCCCCCCCA

(23.37)

where

A5

3300 rð Þ 3003 5100 3120 5001 3021 4110 4001

3003 0033 rð Þ 2130 1005 2031 0051 1140 1041

5100 2130 0 3102 3201 2112 0 0

3120 1005 3102 1122 rð Þ 0 1023 0 2013

5001 2031 3201 0 2211ðrÞ 0 0 0

3021 0051 2112 1023 0 0 0 0

4110 1140 0 0 0 0 0 0

4011 1041 0 2013 0 0 0 0

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

The derivatives of S(6) with respect to wo and wa can each be written in the form

w3
o

w3
a

wow
2
o

wow
2
a

w2
owa

waw
2
a

wowowa

wowawa

0
BBBBBBBBBBBB@

1
CCCCCCCCCCCCA

T

ϒ

w2
o

w2
o

w2
a

w2
a

wowa

0
BBBBB@

1
CCCCCA (23.38)
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For @Sð6Þac =@wo,

ϒ 5

½5100� 3½3300� ½3120� ½3102� ½4110�
½2130� 3½3003� ½1005� ½1023� ½1140�

0 5½5100� 3½3102� 3½3120� 3½3201�
0 0 ½1122� ½1140� ½2112�
0 5½5001� 0 3½3021� 0

0 0 0 ½1041� 0

2½3201� 4½4110� 2½2112� 2½2130� 2½2211�
0 4½4011� 2½2013� 2½2031� 0

0
BBBBBBBBBB@

1
CCCCCCCCCCA

and for @S 6ð Þ
oc =@wa;

ϒ 5

5001ð Þ 3201ð Þ 3021ð Þ 3 3003ð Þ 4011ð Þ
2031ð Þ 2013

� �
0051ð Þ 3 0033ð Þ 1041ð Þ

0 4110
� �

2112
� �

3 2130
� �

2211ð Þ
0 0 3 1023ð Þ 5 1005ð Þ 3 2013ð Þ
0 4011

� �
0 3 2031

� �
0

0 0 0 5 0051
� �

0

2 3102ð Þ 2 3120
� �

2 1122ð Þ 4 1140
� �

2 2112ð Þ
0 2 3021

� �
2 1023
� �

4 1041
� �

0

0
BBBBBBBBBBB@

1
CCCCCCCCCCCA

(23.39)

These aberrations are all members of the class N5 2, and we shall therefore discuss them

no further.

23.6 N5 5 and 6

(a) N5 5. A system possessing this symmetry would consist of ‘decapole’ elements: these

could be produced in the form of ordinary lenses with pentagonal openings instead of round

ones, or as elements with ten poles (or electrodes) symmetrically disposed about the axis.

Round lenses could of course be present also, and since the function of the decapole

element would probably be to correct or diminish aberrations, the primordial properties and

primary aberrations of any practical N5 5 system would be most likely to be those of a

round lens system. The secondary aberrations arising from the decapole unit would then be

fourth order and, just as the quadrupole action of a stigmator is used to annul the parasitic

astigmatism of round lens systems, these fourth-order aberrations are potentially capable of

combating either the seventh-order axial aberrations of an axially symmetric system, or

certain mechanical aberrations due to constructional shortcomings of the system. Note that

for N5 5, 2N � 35 7.

We shall not discuss this case in any detail; we simply state that the component S(5) which

leads to these fourth-order aberrations is of the form
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S 5ð Þ5

w4
o

w2
ow

2
a

w4
a

w4
o

wow
2
a

w4
a

0
BBBBBB@

1
CCCCCCA

T
5000 4010 0 0

3020 2030 0 0

1040 0050 0 0

0 0 5000 4010

0 0 3020 2030

0 0 1040 0050

0
BBBBBB@

1
CCCCCCA

wo

wa

wo

wa

0
BB@

1
CCA (23.40)

so that

@S 5ð Þ
ac =@wo5 5½5000�w4

o 1 4½4010�w3
owa 1 3½3020�w2

ow
2
a

1 2½2030�wow
3
a 1 ½1040�w4

a

and

@S 5ð Þ
oc =@wa 5 4010

� �
w4
o1 2 3020

� �
w3
owa 1 3 2030

� �
w2
ow

2
a

1 4 1040
� �

wow
3
a 1 5 0050

� �
w4
a

(23.41)

(b) N5 6. The same general remarks also apply to these systems; the aberrations are the

same as certain of those which afflict systems for which N5 3.

23.7 Systems with an Axis of Rotational Symmetry

The primordial properties and primary aberrations of these systems have been very

thoroughly studied. The primary aberrations, which are third order, are most simply derived

from the Hermitian form

S 4ð Þ5
w2
o

wowa

w2
a

0
@

1
AT 2200 rð Þ 2101 2002

2101 1111 rð Þ 1012

2002 1012 0022 rð Þ

0
@

1
A w2

o

wowa

w2
a

0
@

1
A (23.42)

The secondary aberrations are fifth order; the function S(6) can be written

S 6ð Þ5

w3
o

w2
owa

wow
2
a

w3
a

0
BB@

1
CCA
T

3300 rð Þ 3201 3102 3003

3201 2211 rð Þ 2112 2013

3102 2112 1122 rð Þ 1023

3003 2013 1023 0033 rð Þ

0
BB@

1
CCA

w3
o

w2
owa

wow
2
a

w3
a

0
BB@

1
CCA (23.43)

so that

@S 6ð Þ
ac

@wo

5
w2
o

wowa

w2
a

0
@

1
AT 3½3300� 3½3201� 3½3102� 3½3003�

2½3201� 2½2211� 2½2112� 2½2013�
½3102� ½2112� ½1122� ½1023�

0
@

1
A

w3
o

w2
owa

wow
2
a

w3
a

0
BB@

1
CCA (23.44a)
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and

@S 6ð Þ
oc

@wa

5
w2
o

wowa

w2
a

0
@

1
AT 3201ð Þ 2211ð Þ 2112

� �
2013
� �

2 3102ð Þ 2 2112ð Þ 2 1122ð Þ 2 1023
� �

3 3003ð Þ 3 2013ð Þ 3 1023ð Þ 3 0033ð Þ

0
@

1
A

w3
o

w2
owa

wow
2
a

w3
a

0
BB@

1
CCA (23.44b)

In the stigmatic image plane, the contribution to the secondary aberrations that arises from

S(6) contains the following terms:

distortion: 3200ð Þ 52
3201ð Þ
Ah0i

aperture aberration: 0032ð Þ 52 3
0033ð Þ
Ah0i

; real

astigmatism and field curvature: 2210ð Þ 52
2211ð Þ
Ah0i

; real

ð3101Þ 52 2
3102ð Þ
Ah0i

comas: 1220ð Þ 52
2112
� �
Ah0i

ð2111Þ 52 2
2112ð Þ
Ah0i

ð3002Þ 52 3
3003ð Þ
Ah0i

terms in r3a: 0230ð Þ 52
2013
� �
Ah0i

ð1121Þ 52 2
1122ð Þ
Ah0i

; real

ð2012Þ 52 3
2013ð Þ
Ah0i

terms in r4a: 0131ð Þ 52 2
1023
� �
Ah0i

ð1022Þ 52 3
1023ð Þ
Ah0i

(23.45)

In an electrostatic system, all the coefficients are real, and the aberrations resemble those of

glass lenses. If, however, the system is magnetic, ‘anisotropic aberrations’ also appear as

we should expect, by which we mean that certain of the aberration coefficients are complex

numbers.
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Consider, for example, the terms in the first power of the aperture coordinates, (2210) and

(3101), the astigmatisms:

wII
c 5 2210ð Þw2

ow
2
owa1 3101ð Þw3

owowa

or

wII
c e

iϕ 5 r4ora
	
2210ð ÞeiΘa 1 j3101je2iΘa



in which

ϕ52
1

2

_
31011 θo

� �
and Θa 5 θa 2

1

2

_
31011 θo

� �

which represents a tilted ellipse, with semiaxes r4ora {(2210)6 |3101|}.

Likewise, the comas produce an overall effect

wII
c 5Awow

2
ow

2
a 1 2Aw2

owowawa1Bw3
ow

2
a

or

wII
c e

iϕ=r3or
2
a 5 2Aei θo1ϕð Þ1 jAje2iΘa 1 jBje2iΘa

where now

ϕ52 θo2
1

2
~A1 ~B

� �
and Θa 5 θa 2 θo1

1

4
~A2 ~B

� �
which represents a family of ellipses for different values of ra, centred on the line

wII
c 5 2r3or

2
aAe

iθo

with semi-axes r3or
2
aðjAj6 jBjÞ. ~A and ~B denote the arguments of A and B respectively.

The terms in r4a give

wII
c 5 2Awow

3
awa1 3Awow

2
aw

2
a

or

wII
c =ror

4
a 5 2jAje2iΘa 1 3Aeiθo

in which Θα5 θa 1
1

2
~A2 θo

� �
, which represents a family of circles, centred on the line

wII
c 5 3ror

4
aAe

iθo , radii 2ror
4
ajAj:

Finally, the terms in r3a lead to

wII
c 5 3Aw2

owaw
2
a1Aw2

ow
3
a1Bwowow

2
awa
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or

wII
c =r

2
or

3
a 5 3jAjei A12θo22θað Þ1 jAjei 2A22θo13θað Þ1Beiθa

The terms in |A| can be written as

e2iϕ	3jAje2iΘa 1 jAje3iΘa



in which ϕ52
1

2
~A2 θo and Θa 5 θa2 θo2

1

2
~A and if we write υ5wII

c e
iϕ=r2or

3
ajAj5

x0 1 iy0, we have

x0 5 4 cos3θ; y0 52 4sin3θ

which represents an astroid.

23.8 Note on the Classification of Aberrations

We see from the earlier parts of this chapter that although the number of aberration coefficients

needed to characterize complex systems may be large, the aberrations form families, the

importance of which is often very different in different components. In electron microscopes,

for example, the objective lens suffers from the same aberrations as the final projector but for

the former only the aperture aberrations and coma are important, whereas for the latter all but

the distortions are negligible. We therefore introduce a convenient nomenclature, which brings

together members of the same family of aberrations for any optical element. Each aberration is

associated with a term of the form xpoy
q
ox

r
ay

s
a and in the case of stigmatic imagery and primary

aberrations, these can be related back to particular terms of SI.

With the inclusion of aberration correctors in electron microscopes, the literature of

parasitic aberrations has grown rapidly and several notations for the numerous coefficients

have been introduced, These are tabulated in Section 31.6.

23.8.1 Terms Independent of xo, yo (p5 q5 0): Aperture Aberrations

For these aberrations, the aberration figure is independent of the choice of object point and,

in particular, their effects do not vanish or become small if the latter lies on the optic axis.

They are known generically as aperture defects or aperture aberrations and include as

important special cases the spherical aberration of round lenses and the aperture aberrations

of quadrupoles. The defocus also belongs to this group, since an image formed on a plane

that is not conjugate to the object plane is blurred in an aperture-dependent way. The axial

astigmatism associated, for example, with imperfect roundness of a lens intended to be

rotationally symmetric and the primary (axial) chromatic aberration are also aperture

defects.
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23.8.2 Terms Independent of xa, ya (r5 s50): Distortions

These are at the other extreme from aperture aberrations, for they depend only on the

position of the object point. Hence all rays from a given object point will be displaced by

the same amount from their paraxial points of arrival and, if the latter lie in a stigmatic

image plane, such terms will shift the paraxial image point but not blur it. These aberrations

are known as distortions and include the isotropic and anisotropic distortions of round

lenses and the chromatic aberrations other than the axial term.

23.8.3 Intermediate Terms

The intermediate terms may be classified into those linear in xo or yo; those linear in xa and

ya; and any others. The former may be regarded as comas, by analogy with the primary

coma of round lenses. Terms linear in xa and ya form the group of field curvatures and

astigmatism. The others, which arise when we consider fourth and higher order aberrations,

have acquired a variety of names (see Chapter 31, Parasitic Aberrations).

23.8.4 Phase Shifts

If we are considering a pair of conjugate planes in an imaging system, any terms in SI that

are independent of xa and ya will not contribute to the aberrations, which are determined by

@SI/@xa and @SI/@ya. Such terms become important when we consider the dependence of the

aberration coefficients on object and aperture position in Chapter 25 and will reappear in

Volume 3 in connection with the wave theory of aberrations.

23.8.5 Parasitic Aberrations

With the incorporation of aberration correctors in electron microscopes, the literature of

parasitic aberrations has exploded and names have been chosen for many of the axial

aberrations: star aberration, three-lobe aberration, fourfold, fivefold and sixfold astigmatism,

pentacle and chaplet aberration for example. These are defined in Section 31.6.
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CHAPTER 24

The Geometrical Aberrations
of Round Lenses

24.1 Introduction

We now obtain explicit formulae for the aberration coefficients of systems of round

magnetic and electrostatic lenses in which the fields may overlap. In order to avoid

repetition, we deal with the real aberrations expressed in terms of object and aperture

coordinates in detail, then describe briefly the changes necessary to convert these

coefficients when position and gradient in the object plane are used. We then show

(in Chapter 25, Asymptotic Aberration Coefficients) how a similar calculation yields the

asymptotic aberrations. These calculations will be based on the eikonal method but the

main stages in the reasoning when the trajectory method is employed are also given.

Within this overall plan, certain decisions remain to be taken: the most important concerns

the use of reduced coordinates (Eq. 15.40). If these are employed, as they are by Sturrock

(1955), the expressions for the various coefficients are very different in appearance from

those obtained in conventional coordinates, so different indeed that Glaser (1952) believed

them to be wrong. (In fact, they can be shown to be equivalent but the demonstration is

undeniably laborious.) We have chosen to use conventional coordinates but we list one

form of the coefficients in reduced coordinates for reference purposes (Section 24.8).

The other decision concerns the use of complex coordinates. There is no doubt that these give

the analysis a more compact appearance, but expressions involving the third and fourth powers

of complex coordinates are much less easy to picture than those involving first and second

powers, which we have met in the paraxial domain. We therefore retain a certain flexibility,

giving some important formulae in both forms; we avoid repeating very similar equations for x

and y by the use of suffix notation, as in Chapter 22, Perturbation Theory: General Formalism.

24.2 Derivation of the Real Aberration Coefficients

The paraxial ray equations for round lenses were obtained in Section 15.2 by writing down

the Euler equations corresponding to the variational relation δ
Ð
M(2)dz5 0. If we retain the

next higher order terms, M(4) in the series expansion for M and again write down the Euler
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equations, we obtain the inhomogeneous second-order equations from which the aberrations

are obtained in the trajectory method; alternatively, we may set M(p)5M(4) and use the

perturbation theory of Chapter 22, Perturbation Theory: General Formalism. In both cases,

we need M(4). Substituting terms of higher order for Φ and Ax, Ay into (Eq. 15.23), we find

Mð4Þ5
1

128φ̂
1=2

�
γφð4Þ2

φ002

φ̂

�
ðX21Y2Þ2

2
γφ00

16φ̂
1=2

ðX21 Y2ÞðX02 1 Y 02Þ

2
φ̂
1=2

8
ðX021Y 02Þ2

1
ηB00

16
ðX21 Y2ÞðXY 0 2X0YÞ

(24.1)

and introducing the rotating coordinate system (x, y, z) with the aid of Eq. (15.26)

Mð4Þ52
1

4
L1ðx21y2Þ22 1

2
L2ðx21 y2Þðx021 y02Þ

2
1

4
L3ðx021y02Þ22Rðxy02x0yÞ2

2Pφ̂
1=2ðx2 1 y2Þðxy0 2 x0yÞ

2Qφ̂
1=2ðx021 y02Þðxy02 x0yÞ

(24.2)

in which

L15
1

32φ̂
1=2

�
φ002

φ̂
2 γφð4Þ 1

2γφ00η2B2

φ̂
1

η4B4

φ̂
2 4η2BB00

�

L25
1

8φ̂
1=2

ðγφ001 η2B2Þ

L35
1

2
φ̂
1=2

P5
η

16φ̂
1=2

�
γφ00B

φ̂
2B001

η2B3

φ̂

�

Q5
ηB

4φ̂
1=2

R5
η2B2

8φ̂
1=2

(24.3)
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Note that in purely electrostatic lenses, P, Q and R vanish, and that in purely magnetic

lenses, L25R; Q is half the rate of rotation (Eq. 15.9) of the rotating frame (x, y, z).

24.2.1 The Trajectory Method

We now write

δ
ð
ðMð2Þ1Mð4ÞÞdz5 0 (24.4)

or

d

dz

@Mð2Þ

@x0j

 !
2

@Mð2Þ

@xj
52

d

dz

@Mð4Þ

@x0j

 !
1

@Mð4Þ

@xj
(24.5)

Here and elsewhere, j5 1, 2; x15 x and x25 y. Substituting for M(2) and M(4) we find

d

dz
ðφ̂1=2

x0jÞ1
γφ001 η2B2

4φ̂
1=2

xj5Λj (24.6)

where

Λ1 :¼ ðx2 1 y2Þf2 L1x1 L02x
0 1 L2x

002 ðPφ1=2Þ0y2 2Pφ1=2y0g
1 ðx021 y02Þf2 L2x1 L03x

0 1 L3x
002 ðQφ1=2Þ0y2 2Qφ1=2y0g

1 2ðxy0 2 x0yÞf2Pφ1=2x1 ðQφ1=2Þ0x0 1Qφ1=2x002R0y2 2Ry0g
1 2ðxx0 1 yy0ÞðL2x0 2Pφ1=2yÞ
1 2ðx0x001 y0y00ÞðL3x0 2Qφ1=2yÞ
1 2ðxy002 x00yÞðQφ1=2x0 2 2RyÞ

(24.7)

and Λ2 is obtained by writing x - y, y - �x. Eq. (24.6) is solved by replacing x and y by

their paraxial expressions on the right-hand side, which thereby becomes a known function

of z, and employing the method of variation of parameters. Suppose that a(z) and b(z) are

two linearly independent solutions of the homogeneous equation, which is also the paraxial

equation. We seek a solution of the inhomogeneous equation (24.6) of the form

xjðzÞ5AjðzÞaðzÞ1BjðzÞbðzÞ (24.8)

Selecting Aj(z) and Bj(z) in such a way that

A0
ja1B0

jb5 0 (24.9)

and substituting Eq. (24.8) into (24.6), we obtain

φ̂
1=2ðA0

ja
0 1B0

jb
0Þ5Λj (24.10)
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Solving Eqs. (24.9, 24.10) for A0
j and B0

j yields

A0
j52

Λjb

φ̂
1=2ðab02 a0bÞ

52
Λjb

W

B0
j5

Λja

φ̂
1=2ðab02 a0bÞ

5
Λja

W

(24.11)

where W denotes the constant Wronskian (15.51)

W 5 φ̂
1=2ðab0 2 a0bÞ (24.12)

Hence

AjðzÞ5Ajðz1Þ2
1

W

ðz
z1

Λjb dζ

BjðzÞ5Bjðz2Þ1
1

W

ðz
z2

Λja dζ

(24.13)

We have retained the possibility of using different lower limits in the integrals appearing in

Eq. (24.13) because we need to study two sets of boundary conditions; when these govern

ray position in two different planes, this extra flexibility is indispensable.

If the aberrations are expressed in terms of position coordinates in two planes, the object

and aperture planes z5 zo and z5 za, then the aberration terms vanish there. Introducing the

paraxial solutions s(z), t(z),

aðzÞ.sðzÞ;
bðzÞ.tðzÞ;

sðzoÞ5 tðzaÞ5 1

sðzaÞ5 tðzoÞ5 0
(24.14)

we find

xjðzÞ5Ajðz1ÞsðzÞ1Bjðz2ÞtðzÞ2
sðzÞ
Ws

ðz
z1

Λjt dζ1
tðzÞ
Ws

ðz
z2

Λj sdζ (24.15)

where Ws :¼ φ̂
1=2ðst02 s0tÞ5 φ̂

1=2

o t0o 52 φ̂
1=2

a s0a is the Wronskian for the choice (24.14).

In z5 zo, xj5 xjo so that Aj(z1)5 xjo, z15 zo. In z5 za, xj5 xja and hence Bj(z2)5 xja,

z25 za. Finally,

xjðzÞ5 xjosðzÞ1 xjatðzÞ

1
1

Ws

tðzÞ
ðz
za

Λjs dζ2 sðzÞ
ðz
zo

Λjt dζ

8<
:

9=
; (24.16)
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In the image plane, z5 zi, t(z) is again zero and s(zi)5M. It is usual to refer the aberrations

back to the object plane by considering the quantity {xj(zi)2Mxjo}/M:

xjðziÞ2Mxjo

M
¼:Δxji52

1

Ws

ðzi
zo

Λjt dz (24.17)

The individual aberration coefficients are then extracted by substituting xj(z)5 xjos(z) 1 xja t(z)

in the Λj and collecting terms of various degree in xo, yo, xa and ya. We shall perform

this step in detail below when using the eikonal method.

If the aberrations are expressed in terms of position and gradient in the object plane, we use

the pair of paraxial solutions denoted by g(z) and h(z) (Eq. 15.56):

aðzÞ.gðzÞ;
bðzÞ.hðzÞ;

gðzoÞ5 h0ðzoÞ5 1

g0ðzoÞ5 hðzoÞ5 0
(24.18)

and now

xjðzÞ5Ajðz1ÞgðzÞ1Bjðz2Þh zð Þ

1
1

Wg

2gðzÞ
ðz
z1

Λjh dζ1 hðzÞ
ðz
z2

Λjg dζ

8<
:

9=
; (24.19)

where Wg:¼ φ̂
1=2ðgh02 g0hÞ5 φ̂

1=2

o is the Wronskian for Eq. (24.18). In z5 zo, xj(zo)5 xjo
and x0jðzoÞ5 x0o so that as before Aj(z1)5 xjo, z15 zo; now, however, z2 is also equal to zo
and Bj(z2)5 x0jo:

xjðzÞ5 xjog zð Þ1 x0joh zð Þ

1
1

Wg

hðzÞ
ðz
zo

Λjg dζ2 gðzÞ
ðz
zo

Λjh dζ

8<
:

9=
; (24.20)

or in the image plane, h(zi)5 0,

xji2Mxjo

M
5Δxji52

1

Wg

ðzi
zo

Λjh dz (24.21)

Despite their formal resemblance, there is an important difference between Eqs. (24.17) and

(24.21) or (24.16) and (24.19). Since both t(z) and h(z) vanish in the object and image

planes, these paraxial solutions are proportional, t(z)~ h(z). The rays s(z) and g(z), though

of course linearly related, are not proportional:

gðzÞ5 sðzÞ1 gðzaÞtðzÞ5 s zð Þ2 s0ðzoÞ
t0ðzoÞ

tðzÞ

sðzÞ5 gðzÞ1 s0ðzoÞhðzÞ5 gðzÞ2 gðzaÞ
hðzaÞ

hðzÞ
(24.22)
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With the aid of Eq. (24.17), therefore, the effect of aperture position on the aberration

coefficients can be explored.

24.2.2 The Eikonal Method

Instead of using M(4) to derive Eq. (24.6), we can equally well use perturbation theory,

regardingM(2) as the unperturbed refractive index and setting M(4)5M(p) For round lenses, the

formulae of Chapter 22, Perturbation Theory: General Formalism, reduce to a much simpler

form since M(2) (15.29) contains terms in (x21 y2) and (xu21 yu2) only so that paraxially,

pj5 φ̂
1=2

x0j (24.23)

For the boundary conditions (22.24), we have xj5 xjog1 x0joh and hence

@xjðzÞ
@xko

5 gðzÞδjk
@pjðzÞ
@xko

5 φ̂
1=2ðzÞg0ðzÞδjk

@xjðzÞ
@pko

5
h zð Þ
φ̂o

1=2
δjk

@pjðzÞ
@pko

5 h0ðzÞδjk
(24.24)

and (22.28) become

@SI12
@xjo

5 p
ð1Þ
j2 gðz2Þ2 x

ð1Þ
j2 φ̂

1=2ðz2Þg0ðz2Þ

φ̂
1=2

o

@SI12
@pjo

5 p
ð1Þ
j2 hðz2Þ2 x

ð1Þ
j2 φ̂

1=2ðz2Þh0ðz2Þ
(24.25)

Solving for x
ð1Þ
j ðz2Þ and p

ð1Þ
j ðz2Þ, we find

Wgx
ð1Þ
j ðz2Þ5 hðz2Þ

@SI12
@xjo

2 φ̂o

1=2
gðz2Þ

@SI12
@pjo

Wgp
ð1Þ
j ðz2Þ5 φ̂

1=2ðz2Þ h0ðz2Þ
@SI12
@xjo

2 φ̂o

1=2
g0ðz2Þ

@SI12
@pjo

( ) (24.26)

or using Eq. (24.23),

Wgxj
ð1Þðz2Þ5 hðz2Þ

@SI12
@xjo

2 gðz2Þ
@SI12
@x0jo

(24.27a)

Wgpj
ð1Þðz2Þ

φ̂
1=2ðz2Þ

5 h0ðz2Þ
@SI12
@xjo

2 g0ðz2Þ
@SI12
@x0jo

(24.27b)
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Eq. (24.27a) gives the aberrations of position in z5 z2. We have already mentioned that the

boundary condition p
ð1Þ
jo 5 0 is not equivalent to x

0ð1Þ
j0 5 0; in order to obtain the aberrations

of gradient, additional manipulations are required. We pursue these in full in Chapter 25,

Asymptotic Aberration Coefficients.

If the aberrations are to be expressed in terms of position in the object and aperture planes,

we use Eq. (22.30) with xj(z)5 xjos(z)1 xjat(z) so that

@SIo2
@xja

5 p
ð1Þ
j2 tðz2Þ2 x

ð1Þ
j2 φ̂2

1=2
t0ðz2Þ

@SIa2
@xjo

5 p
ð1Þ
j2 sðz2Þ2 x

ð1Þ
j2 φ̂2

1=2
s0ðz2Þ

(24.28)

with solution

Wsx
ð1Þ
j ðz2Þ5 tðz2Þ

@SIa2
@xjo

2 sðz2Þ
@SIo2
@xja

Wsp
ð1Þ
j ðz2Þ5 φ̂2

1=2
t0ðz2Þ

@SIa2
@xjo

2 s0ðz2Þ
@SIo2
@xja

( ) (24.29)

The final stage of the calculation involves substituting the paraxial solutions for xj(z) into

M(4) and reorganizing the result into convenient groups of terms. We reintroduce x and y,

setting

x1ðzÞ5 xosðzÞ1 xatðzÞ
x2ðzÞ5 yosðzÞ1 yatðzÞ (24.30)

whereupon M(4) Eq. (24.2) takes the form

Mð4Þ52
1

4
ðL1s41 2L2s

2s02 1 L3s
04Þðx2o1y2oÞ2

2
1

4
ðL1t41 2L2t

2t02 1 L3t
04Þðx2a1y2aÞ2

2

�
L1s

2t2 1 2L2ss
0tt0 1 L3s

02t022Rðst02s0tÞ2
�
ðxoxa1yoyaÞ2

2
1

2

�
L1s

2t21 L2ðs2t02 1 s02t2Þ1 L3s
02t02

1 2Rðst02s0tÞ2
�
ðx2o 1 y2oÞðx2a 1 y2aÞ

2 L1s
3t1 L2ss

0ðstÞ01 L3s
03t0
�ðx2o1 y2oÞðxoya 1 yoyaÞ

�
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2
�
L1st

31 L2ðstÞ0tt01 L3s
0t03
�ðx2a1 y2aÞðxoya 1 yoyaÞ

2WsðPs21Qs02Þðx2o1 y2oÞðxoya 2 xayoÞ
2 2WsðPst1Qs0t0Þðxoxa 1 yoyaÞðxoya 2 xayoÞ
2WsðPt21Qt02Þðx2a 1 y2aÞðxoya2 xayoÞ

(24.31)

We write1

A5
1

W

ð
L1s

2t2 1 2L2ss
0tt0 1 L3s

02t02 2R st02s0tð Þ2
n o

dz

C5
1

W

ð
L1t

4 1 2L2t
2t021 L3t

04� 	
dz

D5
1

W

ð
L1s

3t1 L1ss
0ðstÞ01 L3s

03t0
� 	

dz

F5
1

W

ð �
2L1s

2t21 L2 st01s0tð Þ2 1 2L3s
02t02 1R st02s0tð Þ2

�
dz

E5
1

W

ð
L1s

4 1 2L2s
2s02 1 L3s

04� 	
dz

K5
1

W

ð �
L1st

3 1 L2ðstÞ0tt0 1 L3s
0t03
�
dz

a5 2

ð
Pst1Qs0t0ð Þdz

d5

ð
Ps2 1Qs02
� 	

dz

k5

ð
Pt21Qt02
� 	

dz

(24.32)

It is clear both on general symmetry grounds and from Eq. (24.31) that the quantities xo, yo,

xa and ya can occur in SI only as the rotationally invariant groups ro, ra, V and υ, where

r2o :¼ x2o1 y2o5 uou
�
o

r2a :¼ x2a1 y2a5 uau
�
a

V :¼ xoxa 1 yoya 5 roracos ϕa 2ϕo

� 	
5

1

2
uou

�
a 1 u

�
oua

� 	
υ :¼ xoya 2 xayo 5 rorasin ϕa2ϕo

� 	
5

i

2
uou

�
a 2 u

�
oua

� 	
(24.33a)

1 The notation adopted here is not that widely encountered in the literature, notably in Glaser (GdE, HdP), but

is mnemonically superior: we shall see that A and a are associated with astigmatism, C with spherical

aberration, D and d with distortion, F with field curvature and K and k with coma.
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with xo¼: ro cos ϕo, yo ¼: ro sin ϕo and similarly for xa, ya; the complex numbers

uo5 xo1 iyo and ua5 xa1 iya are those defined in Eq. (15.11). It will also be convenient to

write

ϕ :¼ ϕa 2ϕo (24.33b)

The quantities S1a2 and SIo2 have the following generic form, only the lower limit of

integration changing:

2
SI

W
5

E

4
r40 1

C

4
r4a 1

A

2
V2 2 υ2
� 	

1
F

2
r2or

2
a 1Dr2oV 1Kr2aV

1 υ dr2o 1 kr2a 1 aV
� 	

5
1

4
Cr4a 1 r3aro K cos ϕ1 k sin ϕð Þ

1
1

2
r2ar

2
o A cos 2ϕ1 a sin 2ϕð Þ1 1

2
Fr2ar

2
o

1 rar
3
o D cos ϕ1 d sin ϕð Þ1 1

4
Er2o

5

u
�2
o

u
�
ou

�
a

u
�2
a

0
B@

1
CA
T

E=4 D2 idð Þ=2 A2 iað Þ=4
D1 idð Þ=2 F=2 K2 ikð Þ=2
A1 iað Þ=4 K1 ikð Þ=2 C=4

0
B@

1
CA

u2o

uoua

u2a

0
B@

1
CA

(24.34)

We add the suffix o to the coefficients A, C, . . ., d, k when the integration runs from zo to

an arbitrary plane z2; we add a when the lower limit is za; when no suffix is added, the

integrals run from the object plane zo to the image plane z5 zi.

In a general plane

x 1ð Þ zð Þ5 r2o

�
xo Dos2Eatð Þ1 xa Fos2Aos2Datð Þ2 yodos

�

1 r2a

�
xo Kos2Fat1Aatð Þ1 xa Cos2Katð Þ

2 yo kos1 aatð Þ2 yakat

�
1V

�
2xo Aos2Datð Þ1 2xa Kos2Aatð Þ
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2 yo aos1 datð Þ
�

1 υ
�
x0 aas2 3datð Þ1 2xa k0s2 aatð Þ

� (24.35a)

y 1ð Þ zð Þ5 r2o

n
yo Dos2Eatð Þ1 ya Fos2Aos2Datð Þ1 xodos

o
1 r2a

n
yo Kos2Fat1Aatð Þ1 ya Cos2Katð Þ

1 xo kos1 aatð Þ1 xakat
o

1V
n
2yo Aos2Datð Þ1 2ya Kos2Aatð Þ

1 xo aos1 datð Þ
o

1 υ
�
yo aas2 3datð Þ1 2ya kos2 aatð Þ

o

(24.35b)

or

u 1ð Þ zð Þ5
r2o
r2a
V

υ

0
BBB@

1
CCCA
T

Do1 idoð Þs2Eat Fos2Aos2Dat

Ko1 ikoð Þs2 Fa 2Aa2 iaað Þt Cos2 Ka 2 ikað Þt
2Ao 1 iaoð Þs2 2Da2 idað Þt 2 Kos2Aatð Þ
aos2 3dat 2 kos2 aatð Þ

0
BBB@

1
CCCA uo

ua

� �
(24.35c)

In the image plane, where t(z) vanishes and s(zi)5M,

x 1ð Þ zið Þ
M

¼: Δxi5 xa Cr2a 1 2KV1 2kυ1 F2Að Þr2o
� 	

1 xo Kr2a 1 2AV1 aυ1Dr2o
� 	

2 yo kr2a 1 aV1 dr2o
� 	

y 1ð Þ zið Þ
M

¼: Δyi5 ya Cr2a 1 2KV1 2kυ1 F2Að Þr2o
� 	

1 yo Kr2a 1 2AV1 aυ1Dr2o
� 	

1 xo kr2a 1 aV1 dr2o
� 	

(24.36)

Setting

Δui :¼
Δxi1 iΔyi

M
(24.37)
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the pair of equations (24.36) can be combined into the compact expression

Δui5
u
�
o

2u
�
a

 ! D1 id F K2 ik

1

2
A1 iað Þ K1 ik

1

2
C

0
B@

1
CA

u2o

uoua

u2a

0
BB@

1
CCA (24.38a)

which could have been derived directly from Eq. (24.34) since @/@x1 i@/@y5 2@/@u�.
Eq. (24.38a) may also be written in the form

Δui5Cr2aua spherical aberrationð Þ
1 2 K1 ikð Þr2auo 1 K2 ikð Þu2au

�
o comað Þ

1 A1 iað Þu2ou
�
a astigmatismð Þ

1Fr2oua field curvatureð Þ
1 D1 idð Þr2ouo distortionð Þ

(24.38b)

5Cr2aua

1 2 K1 ikð Þr2aroeiϕo 1 K2 ikð Þr2aroei 2ϕa2ϕoð Þ
1 A1 iað Þr2oraei 2ϕo2ϕað Þ1Fr2orae

iϕa

1 D1 idð Þr3oeiϕo

(24.38c)

The numerous terms of which Δxi and Δyi are composed depend in different ways on the

object and aperture coordinates and are in practice of unequal importance. We have

indicated in Eq. (24.38b) the names by which they are commonly known and in Sections

24.3�24.6, we consider each in turn, pointing out general properties and other features of

interest. Formulae for particular field or potential models and information about the

dependence of the various coefficients on lens geometry and excitation will be found in

Part VII.

The perturbation characteristic function SI has hitherto appeared as an accessory that

enables us to obtain the aberrations Δxi and Δyi by differentiation. We saw in Section 5.3,

however, that pencils of rays propagate in such a way that they are always orthogonal to the

surfaces S5 const, p(r)5 grad S(r) (5.12) or in the absence of magnetic field, g(r)5 grad S(r).

This relationship enables us to interpret Eq. (24.34) in physical terms and sheds additional

light on the origin of the various types of aberration.

For simplicity, we assume that object and image are in field-free space (or virtual) and we

introduce the entrance and exit pupils at z5 zao and z5 zai. These are the images of the true

aperture by the parts of the lens that precede and follow it, respectively. Fig. 24.1 shows the

two pairs of conjugate planes, object and image and the two pupils; in the paraxial

approximation, the point Po is conjugate to Pi and the latter is shifted by aberrations to Pi.
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Consider now a ray from Po that intersects the entrance pupil at P
0
o and the image pupil at

P0
i. In the absence of aberrations, all rays from Po are orthogonal to a set of spheres centred

on Po; the action of the lens converts the incident sphere into a sphere centred on Pi, and

the rays in image space are all orthogonal to a set of spheres likewise centred on Pi. In the

presence of aberrations, these spheres in image space are replaced by aspheric surfaces, and

the distance between the paraxial spheres and the aberration surfaces is measured by SI.

Fig. 24.2 shows the spherical surface So centred on Pi that intersects the axis at the exit

pupil and the aspheric surface S to which the electron trajectories are orthogonal in the

presence of aberrations; we have again chosen the member of the set of such surfaces that

intersects the axis at the exit pupil. The ray connecting P0
i to Pi cuts the reference sphere So

at Qo and the aspheric surface S at Q. The distance S(Q, Qo) is given by SI (24.34) and we

therefore associate each term of the latter with a particular distortion of the surface S. We

return to this interpretation of S briefly in each of the following sections2.

y

y

Po
P'o

P 'i
Pi

P
x

z

i

0 'o

x

Object plane

Plane of
entrance pupil

Plane of
exit pupil

Gaussion image
plane

Figure 24.1
The object and image planes are conjugate as are the pupil planes. In the paraxial approximation,

Pi is the image of Po; aberrations shift Pi to Pi.

2 Readers familiar with similar treatments of the aberrations in light optics, Sections 5.1�5.3 of Born and Wolf

(1959, 2002) for example, may note that the role of the radius of the Gaussian reference sphere (R in Born

and Wolf), which occurs in the aberration formulae, is absorbed into the Wronskian in electron optics. Thus

(5.1.10) of Born and Wolf is exactly equivalent to (24.29a) for t(z2)5 0.
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24.3 Spherical Aberration (Terms in xa and ya only)

We first examine the spherical or aperture aberration, of the greatest importance in the

first (objective) lens of magnifying systems and in the final lens of probe-forming systems.

From Eq. (24.36), we see that a pencil of rays from some object point (xo, yo) intersects the

image plane not at the Gaussian image point (Mxo, Myo) but at points (xi, yi) such that

xi5M xo1Cxa x2a1 y2a
� 	� �

yi5M yo1Cya x2a1 y2a
� 	� � (24.39)

Hence Δxji5Cxjar
2
a (j5 1, 2). Each Gaussian image point is replaced by an aberration

figure, as explained in Chapter 23, The Relation Between Permitted Types of Aberration

and System Symmetry. If the beam is confined within a circular aperture, radius rA, so that

x2a1 y2a# r2A, the aberration figure is circular

Δxið Þ21 Δyið Þ2� �1=2
#Cr3A (24.40)

Thus all rays from a fixed object point that intersect the aperture around a circle of radius

ra intersect the image plane around a circle, centred on the Gaussian image point, of radius

MCr3a . These rays intersect in a plane distant ζ from the Gaussian image plane. For

simplicity, we consider an axial object point (Fig. 24.3); a ray in the neighbourhood of the

image plane may be written

x zi1 ζð Þ5 xat zi1 ζð Þ1MCxar
2
a

� xat
0 zið Þζ1MCxar

2
a

(24.41)

Pi

Pi
P 'i

So
S

Plane of
exit pupil

Image
plane

Q
Qo

Figure 24.2
The reference sphere So is centred on Pi. Aberrations distort So into the aspheric surface S.
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and likewise for y(zi1 ζ). This ray crosses the axis in the plane for which

ζ52
MC

t0i
r2a (24.42)

and clearly all rays for which ra is constant intersect the axis at this point. The coefficient

MC=t0i may be written WsC=φ̂
1=2

i t02i ; it therefore has the same sign as CWs and hence as the

integral in the expression for C (24.32b). We shall see that this integral is never negative,

and so ζ is always negative (24.42). Axial rays affected by spherical aberration intersect

the axis before reaching the image plane (Fig. 24.3). The value of ζ corresponding to rA is

known as the longitudinal spherical aberration:

ζ i :¼ 2
MC

t0i
r2A52

M2C

t0o

φ̂i

φ̂o

 !1=2

r2A (24.43a)

or referred back to object space,

ζo :¼ 2
ζ i
M2

5
C

t0o

φ̂i

φ̂o

 !1=2

r2A (24.43b)

Another way of picturing the fact that ζ i is always negative is to say that rays far from the

axis are focused more strongly than those closer to it.

ra

Gaussion
image
plane

MCra
3

ζ i

ζ o

Figure 24.3
Spherical aberration. In the Gaussian image plane, the image of a point object is a circular disc of
radius MCr3a . The outermost ray intersects the axis at a distance ζ i from the Gaussian image plane.
The axial object point of which this point of intersection is the Gaussian image is distant ζo from

the original object plane.
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It is frequently more convenient to measure the size of the spherical aberration disc in terms

of the range of ray gradients at the object instead of the radius of the aperture. Rather than

return to the formula for aberration coefficients expressed in terms of position and gradient

at the object, we can simply transform (24.39) by recalling that the rays of the pencil from

an object point (xo, yo) are described by x5 xos1 xat, y5 yos1 yat so that x0o5 xos
0
o1 xat

0
o,

y0o5 yos
0
o 1 yat

0
o. Thus

Δxi5Cxaðx2a 1 y2aÞ5
C

t0o
3
x0oðx02o 1 y0

2

o Þ1mixed terms

Δyi5Cyaðx2a 1 y2aÞ5
C

t0o
3
y0oðx0o21 y0o

2Þ1mixed terms
(24.44)

in which the mixed terms contribute to other aberrations but none of the latter contributes to

spherical aberration. The coefficient C=t03o is usually denoted by Cs, (the suffix recalling the

‘spherical’ origin of this defect in the case of glass lenses):

Δxi ¼: Csx
0
oðx02o 1 y02o Þ

Δyi ¼: Csy
0
oðx02o 1 y02o Þ

(24.45)

and from Eq. (24.32), we see that

Cs5
1

φ̂o

1=2

ðzi
zo

ðL1h41 2L2h
2h021 L3h

04Þdz (24.46)

in which we have used the fact that h(z)5 t(z)/t0o. In works on aberration correction, Cs is

often denoted by C3 (the next higher order axial aberration being denoted by C5).

The radius of the spherical aberration disc in the Gaussian image plane is MCr3A. Is it

smaller in any neighbouring plane? We return to Eq. (24.41), which we now write

xðzi2 ζÞ52 xat
0
iζ1MCxar

2
a (24.47)

The ray that is most distant from the axis in the image plane intersects the aperture plane

around the circle x2A1 y2A5 r2A; for a given magnification, this ray and a general ray are

equidistant from the axis in some plane z5 zi2 ζ if x(zi2 ζ)52 xAt
0
iζ1MCxAr

2
A or

ζt0iðxA2 xaÞ5MCðx3A2 x3aÞ
or again

ζ5MCðx2A1 xAxa1 x2aÞ=t0i (24.48)

(in which we have set ya5 0 to simplify the calculation—no generality is lost). In this plane

xðzi2 ζÞ52MCðxa1 xAÞxaxA (24.49)
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and this is smallest in the plane for which dx(zi2 ζ)/dxa5 0, namely, that in which

xa5 2 xA/2. For this value, Eq. (24.48) tells us that

ζ5
3

4

MC

t0i
x2A5

3

4
jζ ij (24.50)

and the beam radius is

xðzi2 ζÞ5 1

4
MCx3A (24.51)

Thus the radius of this disc of least confusion is only one quarter of that of the spherical

aberration disc in the Gaussian image plane; the disc is formed in a plane three-quarters of

the way from the Gaussian image plane to the plane of the marginal focus.

In practice, the spherical aberration coefficient is tabulated for the case of greatest interest,

objective lenses, used either as the first lens beyond the specimen in a magnifying system

or as the final lens just before the target in a demagnifying (probe-forming) system. How

are these values related? We shall discuss such relations in detail in the case of asymptotic

aberrations in Chapter 25, Asymptotic Aberration Coefficients, but a simple argument

enables us to relate the values of the real spherical aberration coefficient in the two

situations. When the aberration is expressed in terms of aperture coordinates, the question is

almost trivial since the only ray occurring in the integral in C is t(z), which is unaffected by

interchanging zo and zi. The size of the aberration disc, referred back to the particular object

plane, is governed by W and hence by t0o and φ̂
1=2

o only. When the aberration is expressed in

terms of gradient ðx0o; y0oÞ, however, confusion may arise. Consider the situation illustrated in

Fig. 24.4A, which shows three rays; ray 1 is a paraxial ray connecting the axial object and

image points Po and Pi. Ray 2 sets out from Po but strikes the image plane at Piðxi; yiÞ,
owing to the spherical aberration; ray 3, also affected by spherical aberration, passes

through Pi and must hence have set out from some point Po off the axis. Rays 1 and 2 have

the same gradient at Po, and rays 1 and 3 at Pi. We have PiPi5MCðoiÞ
s θ3o and

PoPo 5CðioÞ
s θ3i =M, where CðoiÞ

s and C
ðioÞ
3 are the values of Cs for the cases in which the

electron travel from Po towards Pi and the reverse, respectively. From Eqs. (24.39, 24.45),

however, we see that

05MPoPo 1MCðoiÞ
s θ3o

or

PoPo52CðoiÞ
s θ30 (24.52)

Hence

1

M
CðioÞ
s θ3i 52CðoiÞ

s θ30
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or

CðioÞ
s 52M

θo
θi

� �3
CðoiÞ
s 5M4 φ̂i

φ̂o

 !3=2

CðoiÞ
s (24.53)

or for magnetic lenses

CðioÞ
s 5M4CðoiÞ

s (24.54)

The forward and backward spherical aberration coefficients are thus very different.

Eq. (24.54) is an obvious consequence of the relation between Cs and C (24.44). Figs 24.4B

1

2
3

Source

Object Image
Field distribution

Field distribution Target
or

probe

θ θp

Cs θp
3

MCsθ3

Piθiθ

θ

o

P

(A)

(B)

(C)

iPo

Po

Figure 24.4
Forward and backward aberration coefficients. (A) Calculation of the relation between the

coefficients. (B) Aberration disc (|M| c 1). (C) Probe size (|M| { 1).
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and C depict a field distribution used as a magnifying and demagnifying system.

Eq. (24.52) shows that if the spherical aberration coefficient for the magnifying situation is

Cs, the radius of the corresponding probe will be given by Csθ3p, where θp denotes the
angular aperture at the probe. That this is consistent with Eq. (24.53) is easily seen from the

fact that the probe radius rp is given by

rp 5MðioÞCðioÞ
s θ3

5
1

M
M4 φ̂i

φ̂o

0
@

1
A

3=2

CðoiÞ
s

1

M3

φ̂o

φ̂i

0
@

1
A

3=2

θ3p

5CðoiÞ
s θ3p

(24.55)

In practice, these relations are often required for magnetic lenses alone, and the important

result is then Eq. (24.54). In the study of electron guns, however, Eq. (24.53) is

indispensable.

We mentioned at the end of Section 24.2 that each aberration can be associated with a

characteristic distortion of the surfaces S5 const. For the spherical aberration, we have

SI=W 52
1

4
Cr4a and so, as shown in Fig. 24.5, the true surface S (including aberrations) is

everywhere closer to the image plane than the reference sphere So, except at the axis where

the two touch. Since the curvature of S is greater than that of So, it is immediately obvious

that outer rays will be more strongly focused than those close to the axis and hence the

marginal focus retreats towards the lens as the aperture is opened more widely.

So

Pi
(o)

S

Z

Figure 24.5
Spherical wave surface So centred on the Gaussian image point and aspherical wave surface S
distorted by spherical aberration. As the aperture is widened, the image point corresponding to

the outermost rays, or wave-normals, retreats towards the lens.
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We now turn to the coefficient itself, C or Cs. The formulae for these can be rewritten in

numerous ways, very different in appearance but otherwise equivalent. These expressions

can be obtained either by partial integration using the paraxial equations to replace second

derivatives of the paraxial rays s and t or g and h whenever they occur, or by an ingenious

differential technique introduced by Seman (1951, 1954, 1955a�c, 1958b) and exploited

extensively by Hawkes (1966/7b, 1967b). Seman in fact applied his method not to

individual aberration coefficients but to the characteristic function SI, as we explain in

Section 24.9. We introduce it now, however, as it provides an extremely convenient way of

analysing individual coefficients for which a formula is already available, without returning

to the characteristic function. We set out from Eq. (24.46),

Cs5
1

φ̂
1=2

o

ð
ðL1h41 2L2h

2h021 L3h
04Þdz

in which L1, L2 and L3 are given by Eq. (24.3). Retention of the relativistic terms in the

electrostatic case always renders the calculation extremely heavy, however, and we shall

therefore apply the method to the nonrelativistic form of Cs, obtained by setting ε5 0,

φ̂5φ in Eq. (24.3). The relativistic results are merely listed.

We begin by noticing that the quantities φ, B and h and the operator (d/dz) occur in only a

few combinations in the integrand of Cs, namely (d/dz)2 (B2/φ1/2)h4 and (d/dz)4 φ1/2h4. A set

of terms with comparable structure is obtained by differentiating once all the terms

generated by (d/dz)(B2/φ1/2)h4 and (d/dz)3φ1/2h4, eliminating hv as necessary with the aid of

the paraxial equation, hv52(φu/2φ)hu � (φv1 η2B2)h/4φ. The first term generates

BB0

φ1=2
h4;

B2φ0

φ3=2
h4; and

B2

φ1=2
h3h0

and the other,

φ000

φ1=2
h4;

φ0φ00

φ3=2
h4;

φ03

φ5=2
h4;

φ00

φ1=2
h3h0;

φ02

φ3=2
h3h0;

φ0

φ1=2
h2h02; and φ1=2hh03

(24.56)

Each of these is differentiated and then formally integrated; the term in φ1/2hh’3, for

example, yields
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d

dz
ðφ1=2hh03Þ5 φ0

2φ1=2
hh031φ1=2h04

2 3φ1=2hh02
φ0

2φ
h0 1

φ001 η2B2

4φ
h

 ! (24.57a)

so that

φ1=2hh03
h izi

zo
1

ðzi
zo

φ0

φ1=2
hh03 1

3

4

φ001 η2B2

φ1=2
h2h02 2φ1=2h04

� �
dz � 0 (24.57b)

In all we have ten such identities. After first multiplying each by an arbitrary constant pj,

j5 1�10, these are all added to the integral in Cs, giving

32φ1=2
o Cs5

ðzi
zo

φ1=2



h04ð161 p1Þ1 h03h

φ0

φ
ð2 p11 2p2Þ

1 h02h2
(
φ00

φ
82

3

4
p1 1 p2 1 3p3

 !
1

φ0

φ

 !2

2
3

2
p2 1 3p4

 !

1
η2B2

φ
82

3

4
p1 1 3p5

 !)

1 h0h3
(
φ000

φ
ðp31 4p6Þ1

φ00φ0

φ2
2
1

2
p22 p3 1 2p41 4p7

 !

1
φ0

φ

 !3

ð2 2p4 1 4p8Þ1
η2B2φ0

φ2
2
1

2
p2 2 p5 1 4p9

 !

1
η2BB0

φ
ð2p5 1 4p10Þ

)

1 h4

(
φð4Þ

φ
ðp62 1Þ1 φ000φ0

φ2
2
1

2
p6 1 p7

 !

1
φ00

φ

 !2

12
1

4
p3 1 p7

 !
2

5

2

φ0

φ

 !4

p8

1
φ00φ02

φ3
2
1

4
p4 2

3

2
p7 1 3p8

 !
1

η2B2φ00

φ2
22

p3

4
2

p5

4
1 p9

 !

1
η2B2φ02

φ3
2
1

4
p42

3

2
p9

 !
1

η2BB0φ0

φ2
2p92

1

2
p10

 !
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1
η4B4

φ2
12

1

4
p5

 !
1

η2BB00

φ
�
2 41 p10

	
1

η2B02

φ
p10

)#
dz

2

"
φ1=2

�
p1hh

031 p2
φ0

φ
h2h021 p3

φ00

φ
h3h0

1 p4
φ02

φ2
h3h0 1 p5

η2B2

φ
h3h01 p6

φ000

φ
h4

1P7

φ00φ0

φ2
h41 p8

φ03

φ3
h41 p9

η2B2φ0

φ2
h4

1p10
η2BB0

φ
h4

#zi
zo

(24.58)

Since the multipliers pi are arbitrary, we may choose them in any self-consistent way to

eliminate terms that are for some reason undesirable. For numerical work, for example, we

usually eliminate high derivatives of φ and B; if a field model that permits the integrals to be

evaluated in closed form is being studied, we may well prefer to have as few terms to integrate

as possible. Again, we might wish to establish whether Cs can change sign, in which case we

enquire whether or not the integrand can be written as a sum of squared terms. The integrated

terms all vanish since h(z) appears undifferentiated in each of them. They must not, however,

be completely forgotten, for they can affect the thin-lens approximation, examined below.

In practice, the simultaneous presence of electrostatic and magnetic fields is rare and we

therefore list a number of forms of Cs for the two separate cases, B5 0 and φ5 const. The

mixed forms may be obtained by manipulating Eq. (24.58).

24.3.1 Electrostatic case (B5 0, φ 6¼ const)

General Relativistic Expression

32φ̂
1=2

0 Cs5

ð
ðA0h

41 2A1h
3h0 1 2A2h

2h02

1 2A3hh
03 1A4h

04Þdz
(24.59)

in which

A0 5
γφð4Þ

φ̂
1=2

ðp6 2 1Þ1 φ002

φ̂
3=2

�
2
p3

4
1 1

�
γ2 1 p7

( )

2 4ε
φ002

φ̂
1=2

ð11 p07Þ1
φ0φ000

φ̂
3=2

�
2
1

2
γ2p6 1 p7

�

2 4ε
φ0φ000

φ̂
1=2

�
p07 2

1

2
p6

�
2 γ

φ02φ00

φ̂
5=2

�
23p81

3

2
p71

1

4
p4

�
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2 2ε
φ02φ00

φ̂
3=2

p0101 εφ p011 2 γðp07 1 p05Þ
� �

2
5

2

γ2φ04

φ̂
7=2

p81
εφ04

φ̂
5=2

ðγp0101 2p8 1 γεφ p011Þ

2
2

3

ε2φ04

φ̂
3=2

p011

(24.60a)

A1 5
γφ000

φ̂
1=2

1

2
p3 1 2p6

 !
2

φ00φ0

φ̂
3=2

(�
1

2
p3 1

1

4
p2

�
γ2

2 ð2p71 p4Þ
)
2

εφ0φ00

φ̂
1=2

ð8p07 1 8p05 2 p3Þ

1
γφ03

φ̂
5=2

ð2p82 p4Þ2
4εφ03

φ̂
3=2

p010
3

2 p05

 !

2
8ε2φφ03

φ̂
3=2

1

6
p0112 p05

 !

(24.60b)

A25
γφ00

φ̂
1=2

41
3

2
p31

1

2
p2 2

3

8
p1

 !

1 3
φ02

φ̂
3=2

1

2
p42 γ2

p2

4

 !

2
4εφ02

φ̂
1=2

3p05 2
1

4
p2

 !
(24.60c)

A35
γφ0

φ̂
1=2

p2 2
1

2
p1

� �
(24.60d)

A45 φ̂
1=2ðp1 1 16Þ (24.60e)

380 Chapter 24



The nonrelativistic forms of these are as follows:

A0
0 :¼ A0ðε-0Þ5 φð4Þ

φ1=2
ðp6 2 1Þ1 φ002

φ3=2
12

p3

4
1 p7

 !

1
φ0φ000

φ3=2
p72

1

2
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 !
2

φ02φ00

φ5=2

1

4
p41

3

2
p72 3p8

 !

2
5

2

φ04

φ7=2
p8

A0
1 :¼ A1ðε-0Þ5 φ000

2φ1=2
ðp31 4p6Þ2

φ00φ0

φ3=2

1

2
p3 1

1

4
p2 2 2p7 2 p4
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1
φ03
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ð2p8 2 p4Þ
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41

3

2
p31

1

2
p2 2

3

8
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 !
1 3

φ02

φ3=2

1

2
p42

p2

4

 !

A0
3 :¼ A3ðε-0Þ5 φ0

φ1=2
p2 2

1

2
p1

 !

A0
4 :¼ A4ðε-0Þ5φ1=2ðp1 1 16Þ

General Nonrelativistic Expression

32φ1=2
o Cs5

ð
φ1=2



h04ð161 p1Þ1 h03h

φ0

φ
ð2 p11 2p2Þ

1 h02h2
(
φ00

φ
82

3

4
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 !
1
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φ

 !2
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 !)
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φ
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2
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1
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ð2 2p41 4p8Þ
)
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1 h4
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φ
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p71 3p8

�)#
dz
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�
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031p2
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φ00

φ
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φ02
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φ0
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φ000
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" )#zi
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(24.61)

Numerous forms are to be found in the literature, all of which correspond to various choices of

the coefficients pi. For example, eliminating all terms involving h’(z) from Eq. (24.61), we find

32φ1=2
0 Cs5

ð
φ1=2 2

φ000φ0

2φ2
1 2

φ002

φ2
1 5

φ0

φ

� �4
2 5

φ00φ02

φ3

 !
h4dz (24.62)

which may also be written in terms of

ψðzÞ :¼ φ0ðzÞ=φðzÞ (24.63)

as

64φ1=2
o Cs5

ð
φ1=2ð4ψ02 1 3ψ4 2 5ψ2ψ0 2ψψ00Þh4dz (24.64)

24.3.2 Magnetic case (φ5 const, B 6¼0)

General Relativistic Case

32Cs 5

ð (
h04ð161 p1Þ1 h2h02

η2B2

φ̂

�
82

3

4
p11 3p5

�

1 h3h0
η2BB0
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ð2p51 4p10Þ1 h4
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2

�
12

1

4
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�

1 h4
η2BB00

φ̂
ð2 41 p10Þ1 h4

η2B02
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dz

2 p1hh
031p5

η2B2

φ̂
h3h01p10

η2BB0

φ̂
h4

2
4

3
5
zi

zo

(24.65)
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All derivatives of h can be eliminated by writing p15216, p55220/3 and p105 10/3,

giving

Cs5
1

48

ð �
5
η2B02

φ̂
2

η2BB00

φ̂
1 4

η4B4

φ̂
2

�
h4dz (24.66)

Other useful forms are as follows:

Cs5

ð �
η4B4

32φ̂
2
2

η2BB00

8φ̂

�
h4 1

η2B2

4φ̂
h2h02 1

1

2
h04

( )
dz (24.67a)

5

ð �
η4B4

32φ̂
2
2

η2BB00

8φ̂

�
h4 1

5η2B2

8φ̂
h2h02

( )
dz (24.67b)

5

ð �
3η4B4

32φ̂
2
1

η2B02

8φ̂

�
h4 2

η2B2

8φ̂
h2h02

( )
dz (24.67c)

5

ð
η4B4

16φ̂
2
h4 1 ðhB01h0BÞ2 η

2h2

8φ̂
1

η2B2

8φ̂
h2h02

( )
dz (24.67d)

5
1

2

ð
h022

η2B2

4φ̂
h2

� �2
1

η2h2

4φ̂
2Bh01B0hð Þ2

( )
dz (24.67e)

24.3.3 Scherzer’s Theorem

One of the aims of the designers of the first electron lenses was to find combinations of

lens geometry and excitation for which the aberration coefficients, especially Cs, were

small, preferably zero. It was not, however, long before Otto Scherzer (1936b)

demonstrated that the formula for Cs can be written as the integral of a sum of squared

terms, so that unless all these vanish, we can at best find the lens that corresponds to a

minimum value of Cs. Scherzer’s expression was nonrelativistic but Rose (1967/8) has since

derived the relativistic expression3:

Cs5
1

32

ðzi
zo

�
φ̂
φ̂o

�1=2
Ch4dz

where

3 The expression in Rose (1967/8) and reproduced in the first edition of this book contained an error, pointed

out by Preikszas and Rose (1995). Equation 24.68 is essentially the same as Eq. (13) of Preikszas and Rose

(1995) and Eq. (8.66) of Rose (2012), apart from notation.
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(24.68)

This expression does not however collapse to Scherzer’s formula in the nonrelativistic limit.

There is thus more than one positive-definite form of the nonrelativistic integrand; it is not

known whether this is also true of the relativistic integrand.

Scherzer’s original formula is given by Eq. (24.58) if we set

p152 16; p2 52 8; p3 52 4; p4 52 5=2; p5 52 4;
p6 5 1; p7 5 1=2; p8 52 13=8; p952 4; p105 4

(24.69)

The nonrelativistic version of Eq. (24.68) is obtained by replacing p8 in Eq. (24.69) by

243/24 and p9 by 22; the other values of pj are unaltered. The electrostatic part of the

relativistic expression given by Rose corresponds to the following values of the pi given in

Eqs. (24.59, 24.60):

p1 52 16; p2 52 8; p3 52 4; p4 52 5=2; p05 5 1;
p6 5 1; p7 5 1=2; p8 52 43=24; p07 5 0; p010 5 3;
p0115 6

(24.70)

For magnetic lenses, the appropriate formula is (24.67d). We note in passing that the list

contains two positive-definite forms of the integrand, (24.67d and e), the latter

recommended by Lenc (1992).

This result has had an immense influence on electron optical studies. It is true provided that

the derivations of the various expressions are correct, which requires that the lens be round,

static and free of space charge; furthermore, φ(z) and its derivatives must be continuous and

the object and image must be real. Scherzer himself (1947) proposed methods of correcting

spherical aberration by relaxing one or other of these conditions: the use of components
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with lower symmetry, such as quadrupoles and octopoles; the introduction of space charge

or a potential discontinuity; excitation of the electrodes of an ‘electrostatic’ lens at high

frequency. We shall return to these various possibilities in Chapter 41 of Volume 2.

Meanwhile, Glaser (who constantly sought loopholes in Scherzer’s proof, see HdP p.227

footnote and GdE, p.677 n.163) had the ingenious idea of seeking a magnetic lens for

which Cs5 0 by solving the differential equation obtained by setting the integrand in Cs (in

the form 24.66) equal to zero (Glaser, 1940a; recalled in Lenz, 1982b and Hawkes, 1986);

this failed because the resulting field distribution proved to be incapable of producing a real

image of a real object (Rebsch, 1940) but was found useful in β-ray spectroscopy

(Siegbahn, 1946). Recknagel (1941) analysed the electrostatic lens integrand in the same

way. Rather later, Tretner established the minimum value of Cs as a function of the various

lens parameters. His work and the complementary analysis of Moses is examined in Part

VII. Fresh attempts to overturn Scherzer’s result continue to appear (e.g., Nomura (2008),

refuted by Hawkes (2009c) and Garg (1982), Scherzer’s rebuttal of which (1982) ended

with the word ‘Sorry!’)

24.3.4 Thin-Lens Approximation

If the lens is assumed to be thin, in the sense discussed in Section 17.4, each of the

aberration coefficients collapses to a simpler form. For the spherical aberration, we set out

from (24.66) in the magnetic case. An expression may likewise be derived for electrostatic

lenses (Riedl, 1937) but has been little used in practice, no doubt because the potential

distribution in the latter is rarely as narrow as the field distribution in many magnetic

lenses. Hawkes (1987) shows that the thin-lens approximations to the various coefficients

explain the empirical findings of Renau and Heddle (1986a,b, 1987). The corresponding

expressions are listed at the end of Chapter 25, Asymptotic Aberration Coefficients.

Eq. (24.66) gives straightforwardly

Cs5 z4o
η4

12φ̂
2

ðN
2N

B4ðzÞdz1 η2

8φ̂

ð
dB

dz

� �2
dz

( )
(24.71)

in which zo is the distance of the object from the lens centre but it is usual to rewrite this in

terms of dimensionless quantities by scaling distances with respect to some characteristic

length of the lens, such as the gap between the polepieces, S. Writing

z=S ¼: ζ (24.72)

and setting B(z)5B0b(z), where B0 is the maximum value of B(z), Eq. (24.71) becomes
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5 S4ζ4o

 
η4B4

0

12φ̂
2
τ4 1

η2B2
0

8S2φ̂
τ0

!
(24.73)

in which

ζo 5
zo

S

τ4 :¼
ðN
2N

b4ðζÞdζ

τ0 :¼
ðN
2N

db

dζ

 !2

dζ

(24.74)

in agreement with the expression given by Glaser (1952, Eq.124.7) for high magnification,

zo5 f. Approximate expressions for (24.73) as a function of a parameter characterizing the

lens geometry have been derived by Der-Shvarts (1970) and Der-Shvarts and Makarova

(1972, 1973); these are analysed in Hawkes (1980b) and at greater length in Hawkes et al.

(1995), where formulae proposed by Crewe (1991a�c) and Kanaya et al. (1966) are also

examined. Several early papers discuss these thin and/or weak lens approximations; see, for

example, Scherzer (1936a), Rebsch and Schneider (1937), Gratsiatos (1937), Voit (1939)

and Marschall (1939).

24.4 Coma (Terms Linear in xo, yo)

For lenses such as objectives and probe-forming elements, in which the rays are inclined to

the axis at a relatively steep angle, the coma is the next most important aberration after the

spherical aberration. If we consider a pencil of rays intersecting the aperture around a circle

of radius ra, the corresponding aberration figure will be given by

Δui2 2ðK1 ikÞr2aroeiϕo 5 ðK2 ikÞr2aroeið2ϕa2ϕoÞ (24.75)

in which we have transferred the term independent of ϕa to the left-hand side since it

merely shifts the image point by a distance 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K21 k2

p
r2aro along a line inclined at an angle

arctan (k/K) to the radius vector of the Gaussian image point. The term on the right-hand

side causes the image point to rotate around a circle, centred on the shifted image point, of

radius
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K21 k2

p
r2aro. The circle is described twice as ϕa varies from zero to 2π. This

behaviour may also be seen by multiplying each side of Eq. (24.75) by its complex

conjugate, which gives

fΔx22r2aðKxo2kyoÞg2 1 fΔy22r2aðKyo1kxoÞg2
5 ðK21 k2Þr4ar2o

(24.76)

This clearly represents a circle of radius ðK21k2Þ1=2r2aro centred on the point

ð2r2aðKxo2 kyoÞ; 2r2aðKyo1 kxoÞÞ The tangents to this circle from the origin are inclined to
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the line joining the origin to the centre at an angle ψ and sin ψ5 1=2 hence ψ5 30�. For
different values of ra, we obtain a family of circles, the centres of which lie on a straight

line, all tangent to the pair of straight lines inclined to the line of centres at 6 30�

(Fig. 24.6). A beam filling the aperture will therefore generate a comet-shaped aberration

figure, from which the aberration takes its name.

Coma is characterized by two coefficients, K and k; if k5 0, the line of centres passes

through the Gaussian image point and the origin in the image plane: the coma is radial and

is exactly analogous to that of glass lenses; K is thus known as the isotropic coma

coefficient. If, on the other hand, K5 0 but k 6¼ 0, then the line of centres is perpendicular

to the line joining the origin to the Gaussian image point: the coma is sagittal (or

tangential) and has no analogue in light optics; k is known as the anisotropic coma

coefficient, and is peculiar to magnetic lenses.

Like every aberration, the coma may be interpreted in terms of the corresponding distortion

of the surface S5 const; we have

�SI=W 5 r3aro K cos ϕ1 k sin ϕð Þ5 r3aro
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2 1 k2

p
cos ðϕ� ϕkÞ; tan ϕk :¼ k=K

and the surface S is therefore partly on the image side of the reference sphere So, partly on

the object side. It is not so easy to relate the distortion of S to the aberration figure as in the

case of spherical aberration; Fig. 24.7 shows the difference between S and So.

The coefficients K and k may be written in numerous forms. The relativistic expressions for

mixed lenses (24.32 with 24.3) in terms of object and aperture coordinates are

0

C '1

C '2

C1

C2

I
z

Figure 24.6
Coma. Rays from an object point O intersect the aperture plane around concentric circles C1, C’1

and subsequently intersect the image plane around non-concentric circles C2, C’2.
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ðzi
zo

ðL1st3 1 L2ðstÞ0tt0 1 L3s
0t03Þdz

k5

ðzi
zo

ðPt21Qt02Þdz
(24.77)

By substituting xa 5 x0o=t
0
o � xos

0
o=t

0
o and likewise for ya in the complete expressions for Δxi,

Δyi and using the relations g5 s2 s0ot=t
0
o, h5 t=t0o, it is readily shown that the coma

coefficients have the same form as Eq. (24.77), namely

K5
1

Wg

ð
ðL1gh31 L2ðghÞ0hh01 L3g

0h03Þdz

k5

ð
ðPh21Qh02Þdz

(24.78)

in terms of position and gradient in the object plane; note that both the spherical aberration

and the coma contribute when making the substitutions. In the following expressions,

therefore, s and t may be replaced by g and h at will.

For electrostatic lenses, the general relativistic expression for K is

32φ̂
1=2

o K5
1

t0o

ðzi
zo

�
A0st

31
1

2
A1 3s0t21 st02
� 	

t

1A2 st1 s0t0ð Þtt0 1 1

2
A3 s0t2 1 3st02
� 	

t0

1A4s
0t03
�
dz

2
p1

4
φ̂
1=2

o t0o t02i 2 t0
2

o

� �
(24.79)

where the Ai are given by Eq. (24.60). The corresponding nonrelativistic form is obtained

by setting A0
i Eq. (24.60’) in place of Ai.

–SI/W

Kro ra
3

Kro ra
3

0

x2

x1

Figure 24.7
Coma. The distance between S and So as measured by 2 SI/W. The axes are such that x1

corresponds to ϕ2ϕk5 0 and x2 to ϕ2ϕk5π/2.
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For magnetic lenses, we find
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(24.80)

Eliminating the term in tu2 from k gives

k5
1

16

ð �
ηB00

φ̂
1=2

1
2η3B3

φ̂
3=2

�
t2dz (24.81)

(The general form of k, set out in Hawkes (1980b), is of less interest.)

24.4.1 Thin-Lens Formulae

Some care is needed in deriving the thin-lens formula for K. Choosing the pi in such a way

that terms involving the discontinuous function tu vanish in the integrand, we apparently

find that K5 0; the presence of this discontinuity at za means, however, that the integrated

term in ½s0tt02�zizo is not zero, even though s0tt02 vanishes at the endpoints. We now have

1

t0o
s0tt02
� �zi

zo
5

1

t0o
s0tt02
� �za2

zo
1

1

t0o
s0tt02
� �zi

za1

52 t02o 1 t0
2

i

5
1

z2o

�
1

M2
2 1

� (24.82)

and with p452
1

2
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K-
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z2o

1

M2
2 1

� �
(24.83)

or if the aberrations are expressed in terms of position and gradient at the object plane

K-
1

2

1

M2
2 1

� �
(24.84)

This integrated term is neglected by Glaser (1952, eq. 124.30), who thus finds K - 0.

For the anisotropic coefficient, we find

k-
η3B3

0S

16φ̂
3=2

τ31
ηB0S

8φ̂
1=2

τ1 t02o 1 t0
2

i

� �
(24.85)

in which

τ1 :¼
ðN

2N

b ζð Þdζ

τ3 :¼
ðN

2N

b3 ζð Þdζ
(24.86)

(cf. 24.74). Here too, we do not agree with Glaser (1952, Eq.124.31); for further discussion,

see Hawkes (1980b).

24.5 Astigmatism and Field Curvature (Terms Linear in xa, ya)

These aberrations are usually the least important of the third-order defects of electron

lenses. The corresponding aberration figure is obtained as usual by considering rays from

an object point that intersect the aperture plane around a circle of radius ra. We have

Δui5 A1 iað Þr2oraei 2ϕo2ϕað Þ1Fr20rae
iϕa (24.87)

The term in F resembles a defocus term; returning to the paraxial approximation,

u5 uos1 uat, we see that in a plane close to the image plane zi, z5 zi1 ζ, say, we have

u(zi1 ζ) � u(zi)1 ζuat0i. Hence u(zi1 ζ)2 u(zi)� ζuat0i. The term in F therefore resembles

the blur caused by a defocus ζ , ζ ~ Fr2o. After reading Chapter 31, Parasitic Aberrations, it

will be apparent that the term in A and a is the third-order analogue of the paraxial

astigmatism of imperfectly round lenses.

Eq. (24.87) is the parametric representation of a tilted ellipse, as we can see by suitably

rotating the coordinate frame. With an angle of rotation χ, we have

Δuie
2iχ 5 A1 iað Þr2oraei 2ϕo2ϕa2χð Þ1Fr2orae

i ϕa2χð Þ

5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A21 a2

p
r2orae

i 2ϕo2ϕa1ϕA2χð Þ1Fr2orae
i ϕa2χð Þ (24.88)
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where A1 ia ¼:
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A21 a2

p
exp(iϕA). On choosing χ so that the exponents are equal and

opposite, for which

χ5ϕo1
1

2
ϕA (24.89)

we have

Δxi1 iΔyi :¼Δui :¼Δuie
2iχ

5Fr2orae
i ϕa2ϕo2ϕA=2ð Þ1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 1 a2

p
r2orae

2i ϕa2ϕo2ϕA=2ð Þ

5 F1
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 1 a2

p� �
r2ora cos ϕa 2ϕo 2ϕA=2

� 	
1 i F2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A21 a2

p� �
r2ora sin ϕa2ϕo2ϕA=2

� 	
(24.90)

Hence

Δxi

a1

� �2
1

Δyi
a2

� �2
5 1; a1;25 r2ora F6

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 1 a2

p� �
(24.91)

For a fixed object point, therefore, the beam that fills the aperture {xa, ya|x
2
a 1 y2a # r2A}

occupies an ellipse in the image plane, centred on the Gaussian image point, with semi-axes

a1 and a2. The major and minor axes are inclined to the line joining the origin to the image

point. Some typical aberration figures are shown in Fig. 24.8.

z

Figure 24.8
Astigmatism. Cross-section of an initially circular beam at various planes in the neighbourhood of
the Gaussian image plane. To simplify the drawing, the ellipses are shown vertical or horizontal

relative to the principal ray.
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The aberration characterized by F is known as the field curvature while the coefficients A

and a describe the isotropic and anisotropic astigmatism. The last vanishes in the absence

of any magnetic field. The third-order astigmatism is often known as the Seidel astigmatism

(as in light optics), to distinguish it from the parasitic paraxial astigmatism, which we shall

meet in Chapter 31.

The field curvature is so called from the observation that it vanishes if the image is studied

not in the Gaussian image plane but on a curved surface tangent to the latter. In order to see

why this is so, we now enquire how the foregoing reasoning would be modified if the

object and image points lay not on planes but on curved surfaces, tangent to the object and

image planes at the axis. We examine only the case of spherically curved surfaces, So and

Si in Fig. 24.9.

We consider a ray from the object point Po(xo, yo), intersecting So at Po xo; yo
� 	

, Si at

Pi xi; yi
� 	

and the Gaussian plane at Pi(xi, yi). The distances ζo and ζ i are the sagittae of the

chords through Po and Pi respectively, normal to the optic axes, and are hence given by

ζo5
x2o 1 y2o
2ρo

� x2o 1 y2o
2ρo

5
r2o
2ρo

ζ i52
x2i 1 y2i
2ρi

� 2
x2i 1 y2i
2ρi

52
M2

2ρi
x2o 1 y2o
� 	

52
M2r2o
2ρi

(24.92)

The sign convention is such that ρo and ρi are regarded as positive if z(Co). zo and z(Ci), zi,

as is the case in Fig. 24.9; ζo clearly has the same sign as ρo and ζ i the opposite sign to ρi.

Pi

ρ
i

ρ
o

P

Optic
axis

Gaussion image
plane z = ziObject

plane
z = zo

i

Si
So

Po
Po

z (Co )

z (Ci) ζ i
ζ o

Figure 24.9
Field curvature. Notation used when the object and image surfaces may be curved.
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In the Gaussian approximation, we have

xo 5 xos zo1 ζð Þ1 xat zo 1 ζð Þ

5 xo 1
s0o
2ρo

xor
2
o 1

t0o
2ρo

xar
2
o

yo 5 yo 1
s0o
2ρo

yor
2
o 1

t0o
2ρo

yar
2
o

(24.93)

and similarly

xi5 xos zi1 ζ i
� 	

1 xat zi1 ζ i
� 	

� xi1 xos
0
iζ i1 xat

0
iζ i

5 xi2
M2s0i
2ρi

xor
2
o 2

M2t0i
2ρi

xar
2
o

yi5 yi2
M2s0i
2ρi

yor
2
o 2

M2t0i
2ρi

yar
2
o

(24.94)

Thus

Δxi :¼
xi

M
2 xo 5

xi

M
2 xo2

Ms0i
2ρi

1
s0o
2ρo

 !
xor

2
o

2
Mt0i
2ρi

1
t0o
2ρo

 !
xar

2
o

Δyi5Δyi2
Ms0i
2ρi

1
s0o
2ρo

 !
yor

2
o 2

Mt0i
2ρi

1
t0o
2ρo

 !
yar

2
o

(24.95)

Returning to Eq. (24.87), and considering first the terms in F only, we have

Δxi52
Ms0i
2ρi

1
s0o
2ρo

� �
xor

2
o 1 F2

Mt0i
2ρi

2
t0o
2ρo

� �
xar

2
o (24.96)

with a similar expression for Δyi. The term in xor
2
o is a distortion and will be dealt with in

the next section. For a plane image surface, ρi - N, the last term vanishes if ρo is chosen
so that

ρo5
t0o
2F

(24.97)

If now we retain all the terms of Eq. (24.87), again postponing discussion of the term in

xor
2
o, we obtain expressions for Δxi and Δyi identical with those given by Eq. (24.90)

The Geometrical Aberrations of Round Lenses 393



except that F2Mt0i=2ρi2 t0o=2ρo replaces F. The axes of the ellipse corresponding to

particular values of xo, yo and are

a1;2 5 rAr
2
o F2

Mt0i
2ρi

2
t0o
2ρo

6 A21a2
� 	1=2� �

(24.98)

If ρi takes the value ρ
1ð Þ
i such that

Mt0i
2ρ 1ð Þ

i

5F2
t0o
2ρo

1 A21a2
� 	1=2

(24.99)

the semi-axis a1 is zero and the ellipse then collapses to a line of length 4(A21 a2)1/2r2orA;

likewise, for ρi5 ρð2Þi such that

Mt0i
2ρi 2ð Þ 5F2

t0o
2ρo

2 A21a2
� 	1=2

(24.100)

a2 is zero and the ellipse collapses to a line of the same length. These lines are known as

the tangential or meridional and sagittal line foci and the corresponding values of ρi as the
tangential and sagittal field curvatures. For an intermediate value ρi of ρi, the ellipse

becomes a circle; here, |a1|5 |a2| or

Mt0i
2ρi

5F2
t0o
2ρo

or

1

ρi
5

1

2

1

ρ 1ð Þ
i

1
1

ρ 2ð Þ
i

 !
(24.101)

This is sometimes known as the mean field curvature and the corresponding circle is again

called a ‘circle of least confusion’; it is essential to mention that the confusion caused by A,

a and F is intended.

We have not mentioned ρo in the foregoing reasoning since microscope objects and

microprobe targets are usually (assumed to be) flat; it is, however, necessary to consider it

in some devices, especially those involving electron emission from surfaces.

Finally, we note that to each ρi corresponds a value of ζi. Writing Eq. (24.92)

ζ 1;2ð Þ
i :¼ 2

M2r2o

2ρ 1;2ð Þ
i

(24.102)
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we have

Δζ :¼ ζ 2ð Þ
i 2 ζ 1ð Þ

i 52
M2r2o
2

1

ρ 2ð Þ
i

2
1

ρ 1ð Þ
i

0
@

1
A

5
2Mr2o
t0i

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 1 a2

p
(24.103)

Similarly,

ζ :¼ 2
M2r2o
2ρi

5
Mr2o
t0i

F2
t0o
ρi

� �
(24.104)

which vanishes if F5 0 and ρi-N: the circle of least confusion due to astigmatism alone

lies in the Gaussian image plane. The quantity Δζ is known as the astigmatic difference.

Fig. 24.10 illustrates the geometrical meanings of ζ i
(1,2) and Δζ .

In terms of the distortion of the surfaces S5 constant, the astigmatism and field curvature

have different effects. We have 2 SI/W5
1

2
r2ar

2
o(A cos 2ϕ1 a sin 2ϕ) and 2 SI/W5

1

2
Fr2ar

2
o.

Thus field curvature, like spherical aberration, shifts the surface S uniformly away from the

reference sphere So towards the image plane (F . 0) by an amount that now varies with the

distance of the object point from the axis.

Ray from

(xo,yo)

Gaussion
image
plane

Δζ

ζ(1)
ζ(2)ρ(1)

ρ(2)

Figure 24.10
Notation used in connection with a curved image surface.
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For the astigmatism, we write 2SI=W 5
1

2
r2ar

2
o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A2 1 a2

p
cos ð2φ2φAÞ; tan φA :¼ a=A and

we see that the distance from So to S is now described by a saddle-shaped surface

(Fig. 24.11), S being shifted towards the image around ϕ2ϕA/25 0, π and away from it in

the neighbourhood of ϕ2ϕA/25π/2, 3π/2. The formation of line foci is readily understood.

The coefficients F, A and a are given by the following formulae:

F5
1

Ws

ðzi
zo

2L1s
2t2 1 L2 st01s0tð Þ21 2L3s

02t021R st02s0tð Þ2
n o

dz (24.105)

A5
1

Ws

ðzi
zo

L1s
2t21 2L2ss

0tt01 L3s
02t022R st02s0tð Þ2

n o
dz (24.106)

a5 2

ðzi
zo

Pst1Qs0t0ð Þdz (24.107)

Replacing s by g and t by h, we obtain the expressions in terms of position and gradient in the

object plane; spherical aberration, coma and the expressions for F and A now all contribute.

The structures of F and A are very similar; we see that

F2 2A5Ws

ðzi
zo

L2 1 3R

φ̂
dz

5Ws

ðzi
zo

γφ001 4ηB2

8φ̂
3=2

dz

(24.108)

which is a function of φ(z) and B(z) only and does not contain s(z) or t(z) except in the

Wronskian. This quantity is known as the Petzval coefficient (Petzval, 1843); it can be

–SI/W

–Ay2
o

x2

x1
0

Figure 24.11
The effect of isotropic astigmatism on the wave surface.
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shown that it is the only linear combination of the third-order aberration coefficients that

possesses this property.

For electrostatic lenses the general relativistic expressions for F and A are

32φ̂
1=2

o A5
1

t0o

ð �
A0s

2t2 1A1stðstÞ0 1A3s
0t0ðstÞ0

1A4s
02t02 1

1

2
A5 s2t021 s02t2
� 	

1A6ss
0tt0
�
dz

2
1

2
p1 φ̂

1=2
ss0t02

h i
1

p02 2 p2

4

γφ0

φ̂
1=2

s2t02
" #

(24.109)

32φ̂
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o F5
2

t0o

ð �
Aos

2t2 1A1stðstÞ0 1A3s
0t0ðstÞ0

1A4s
02t02 1

1

4
A6 st01s0tð Þ2 1A5ss

0tt0
�
dz

2 p1 φ̂
1=2

ss0t02
h i

2
p02 1 p2

4

"
γφ0

φ̂
1=2

s2t02
# (24.110)

in which

A5 :¼
γφ00

φ̂
1=2

p3 1
1

2
p22 p02
� 	

2
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4
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( )

1
φ02
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3=2

p4 2
3

4
γ2 p22 p02
� 	( )

2
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(24.111)
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γφ00
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φ02
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� 	( )
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16p052 p2 1 p02
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(24.112)
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For magnetic lenses, we have
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(24.113)

F5 2A1
η2t0o
2φ̂

ð
B2dz (24.114)

using Eq. (24.108), and

a5
1

8

ðzi
zo

2
η3B3

φ̂
3=2

1
ηB00

φ̂
1=2

 !
st dz1

1

8

ηB

φ̂
1=2

st0
" #zi

zo

(24.115)

Lenz (1986) has pointed out a curious feature of the Petzval coefficient. Eq. (24.114) shows

that astigmatism and field curvature cannot both vanish. If, however, we evaluate F � 2A

in the fixed (not rotating) coordinate system, additional terms appear, showing that the

‘fixed’ Petzval coefficient can vanish provided that the object plane lies within the

magnetic field. Lenz illustrates this by considering a uniform field, B(z)5 const.

24.5.1 Thin-Lens Formulae

For magnetic lenses, the isotropic and anisotropic astigmatism both vanish,

A-0; a-0 (24.116)
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and the field curvature is hence equal to the Petzval coefficient:

F-
η2t0o
2φ̂

ð
B2dz5

η2B2
0τ2

2φ̂ζo
(24.117)

Glaser (1952, Eqs.124.29,31) also finds a-0 but his expression for A, and hence that for F,

does not agree with ours. Der-Shvarts and Makarova (1973) find the same thin-lens

expression for F but do not agree that A-0. (Note that these authors do not adopt the

definitions of field curvature and astigmatism employed here.)

24.6 Distortion (Terms in xo and yo only)

These aberrations are of most importance in lenses in which the rays are comparatively far

from the axis at the object plane. They are usually negligible in microscope objectives,

therefore, but are the dominant geometrical defects of projectors. They can be kept

acceptably small either by careful design of the column of a conventional instrument or by

employing a very compact type of lens, which we describe in Part VII. As their name

indicates, distortions do not blur the image but merely destroy the proportionality between

image and object coordinates.

From Eq. (24.36), we see that

Δxi5 r2o Dxo 2 dyoð Þ
Δyi5 r2o Dyo 1 dxoð Þ (24.118)

and to avoid repetition, we modify these expressions to include the terms that arise if the

object and image surfaces are curved (spherical), as in Section 24.5; this gives

Δxi5

�
D2

Ms0i
2ρi

2
s0o
2ρo

� �
xo 2 dyo

�
r2o (24.119a)

Δyi5 D2
Ms0i
2ρi

2
s0o
2ρo

� �
yo 1 dxo

�
r2o

�
(24.119b)

or

Δui5 ~D1 id
� 	

r2o e
iφo

with ~D5D � Ms0i=2ρi2 s0o=2ρo Writing

Δui ¼: eiϕo Δro 1 iroΔϕo

� 	
(24.120)

we see that

Δro 5 ~Dr3o Δϕo 5 dr2o (24.121)
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so that ~D shifts the image point radially relative to its Gaussian position whereas d shifts it

azimuthally. Consider now a square grid in the object plane, xo5m ~x for all yo and yo5 n ~y
for all xo, m, n5 0, 1, . . . (Fig. 24.12A). For d5 0, the grid will be shrunk, as shown in

Fig. 24.12B if ~D , 0; this is known as barrel distortion. If ~D . 0, the grid is distended as

in Fig. 24.12C; we then speak of pincushion distortion.

The coefficient D is the isotropic distortion coefficient. If D5 0 but d 6¼0, the grid is

warped as shown in Fig. 24.12D. The coefficient d is known as the anisotropic distortion

(A)

(B)

(C)

(D)

Figure 24.12
Distortion. (A) Square grid in the object plane. (B) Image with barrel distortion. (C) Image with

pincushion distortion. (D) Image with anisotropic or ‘spiral’ distortion.
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coefficient and vanishes in the absence of magnetic fields. It is often referred to as the

spiral distortion or occasionally (Sturrock, 1955) as the pocket-handkerchief distortion.

In terms of the shape of the surfaces S5 const, the distortion has a very simple effect. We have

2SI=W 5 rar
3
o D cos ϕ1 d sin ϕð Þ5 rar

3
o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D21 d2

p
cos ðϕ2ϕDÞ

with tan ϕD5 d/D and the distance between So and S is therefore represented by a plane.

The sphere So may thus be pictured as being shifted bodily so that the Gaussian image point

is shifted by an amount that is constant for each object point but different (~ r3o) for object

points at varying distances from the axis. This is exactly the behaviour we have already

described as characteristic of distortion. The coefficients D and d are given in general by

D5
1
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ðzi
zo

�
L1s

3t1 L2ss
0ðstÞ0 1 L3s

03t0
�
dz
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(24.122)

For electrostatic lenses, the general expression is
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(24.123)

For magnetic lenses,
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(24.125)

24.6.1 Thin-Lens Formulae

For magnetic lenses, we find

D5 0

d5
ηBoτ1

4φ̂
1=2

Sζ2o
(24.126)

Glaser (1952, 124.30) likewise finds that the isotropic distortion coefficient vanishes but,

unlike us, he also finds d5 0 (123.31); the origin of this disagreement lies in his use of a

partially integrated expression.

24.7 The Variation of the Aberration Coefficients with Aperture Position

The aberration coefficients clearly vary with the position of the object and aperture. In the

case of the real aberration coefficients, with which we are concerned here, it is principally the

aperture dependence that is important, since objective and probe-forming lenses are mostly

operated with the specimen close to a focus. Furthermore, it is not possible to enunciate
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general laws about the dependence of the aberration coefficients on object position when the

latter lies within the field owing to the fact that zo is the lower limit of integration in SIoi Their

dependence on the aperture position can, however, be studied as we now show, and it will

transpire that some aberration coefficients can be made to vanish by choosing za suitably.

Each of the integrands appearing in the aberration coefficients consists of one or more

terms of the form f ðzÞsps0qtrt0s, p1 q5m, r1 s5 32m, in which, we recall, s(z) and t(z)

correspond to some particular aperture position. For this choice, we have (24.36)
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with a similar expression for Δyi (x-y, y-2 x). For another choice of aperture position,

we should have

Δxi5
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xa
yo

0
@

1
A
T

D K 2A a

F2A C 2K 2k

2 d 2 k 2 a 0

0
@

1
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V

v

0
BB@

1
CCA (24.128)

with

r2a :¼ x2a1 y2a

V :¼ xoxa 1 yoya

v :¼ xoya 2 xayo

(24.129)

In Eq. (24.128), the coefficients must have the same overall structure as those of Δxi but

contain s and t satisfying sðzoÞ5 tðzaÞ5 1; sðzaÞ5 tðzoÞ5 0. Setting

s zð Þ5 s zð Þ1σt zð Þ
t zð Þ5 τt zð Þ (24.130)

we see that

σ52
s zað Þ
t zað Þ

τ5
1

t zað Þ
(24.131)

and

st02 s0t5 τ st0 2 s0tð Þ
Ws5 τWs

(24.132)
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From the expressions for A, C, . . ., k, it is a simple matter to show that
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1
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(24.133)

A number of general conclusions about the various aberrations can be drawn from

Eq. (24.133). Disappointingly, there is no privileged aperture position so far as the spherical

aberration is concerned: Eq. (24.133) merely confirms the obvious result that since the

aberration is expressed in terms of aperture coordinates, the closer the aperture is to the

image, the smaller will the coefficient be — but xa and ya will be large!

The expression for K shows that if σ can be chosen so that

K1σC5 0 (24.134)

the coma will vanish. The existence of a coma-free point has long been known in optics:

see Herzberger (1931, 1958) for extensive discussion and Czapski and Eppenstein (1924)

for the earlier history.

The isotropic astigmatism vanishes if

A1 2σK1σ2C5 0 (24.135)

There will be two astigmatism-free aperture positions if K2.AC, one if it so happens that

K25AC (the Finsterwalder condition, see Finsterwalder 1892), and otherwise none. In the

case K25AC, we have σ52K/C, so that the coma too vanishes. Similar reasoning can be

applied, not very profitably, to the field curvature and distortion.

Turning to the anisotropic aberrations, we see that the coma (k) cannot be eliminated by

choosing the aperture position suitably; the astigmatism vanishes if σ52a/2k, and the

distortion if σ5 {2 a6 (a22 4dk)}/2k. If a25 4dk, astigmatism and coma vanish

simultaneously for σ52a/2k.

Of these results, only the existence of a coma-free aperture position has found any practical

application, notably in aberration corrector design (Chapter 41 of Volume 2).

We perceive that relations identical with Eq. (24.133) are obtained if, instead of replacing s

and t by s and t, as we have done, we write xa :¼ x(za)5 xos(za)1 xat(za) and use this to

replace xa by xa and likewise ya by ya in the expressions for Δxi and Δyi. Although this

404 Chapter 24



leads to the same result with less effort, it is not immediately obvious that the boundary

conditions, Δx5Δy5 0 in the object and aperture planes, are satisfied. In fact, both

techniques are legitimate, as the agreement between the results confirms.

24.8 Reduced Coordinates4

For reference purposes, we reproduce the expression for each aberration coefficient in terms

of reduced coordinates (Section 15.3.1), as derived by Sturrock (1951c,d, 1955). Note that

not only is υ(z) related to u(z) by Eq. (15.40) but that the paraxial solutions satisfy the

reduced equation (15.38). This has been a pitfall in the past (Glaser, 1952, p.676; Kuyatt,

1978).

The forms of the coefficients A, C, . . . k listed in Sturrock (1955) are as follows; these are a

generalization of the earlier expressions, for electrostatic and magnetic lenses separately, to

be found in Sturrock (1951c). The functions σ(z) and τ(z) are the solutions of the reduced

paraxial equations satisfying the boundary conditions σ(zo)5 τ(za)5 1, σ(za)5 τ(zo)5 0,

and Wσ is the corresponding Wronskian, Wσ5 τ’(zo)5�σ’(za).
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Wσ
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φ̂
3

a

φ̂oφ̂
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τ2 Pτ02 1Qτ2
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�
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2
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�
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φ02
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γ
2

φ00

φ̂
1

η2B2

φ̂

�
σ2

4 For those unfamiliar with Gaussian units, a c.g.s. system employing both electromagnetic units (e.m.u.) and

electrostatic units (e.s.u.), we note that Sturrock’s units may be converted to SI by writing Φ[Sturrock] -

2εφ[SI]; p[St] - 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
εφ 11 εφð Þ

p
5 2 εφ̂
� �1=2

[SI]; H[St] - (1/100)(e/m0c)B[SI]. Note that when converting

Sturrock’s formulae, centimetres must be replaced by metres, particularly in derivatives. The presence of the

factor (1/100) above is an instance of this.
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(24.136)

in which

P zð Þ :¼ 3
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�
φ0

φ̂

�2
11
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3
εφ̂

 !
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32φ̂

Q zð Þ :¼ 2
59
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φ̂
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1
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�
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13
εφ̂
�
γφ02ϕ00
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3
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φ̂
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11

12εφ̂
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φ02ηB

φ̂
5=2

2
γ
32

φ00ηB

φ̂
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32

φ0ηB0
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5
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�
11
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5
εφ̂
��

φ0

φ̂

�2
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3
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η2B2

φ̂

(24.137)

Groves (2015) revives the use of such units (which he refers to as ‘natural units’).

24.9 Seman’s Transformation of the Characteristic Function

We have seen how useful is the technique introduced by Seman for performing partial

integration on aberration coefficients in a systematic fashion. Originally, however, it was not

the individual coefficients but the perturbation characteristic SI to which the technique was

applied, thus generating a set of coefficients all possessing similar characteristics, such as

absence of high order derivatives of φ(z) or B(z). Seman considered electrostatic and magnetic

round lenses. The idea behind his method is to be found in two early notes (Seman, 1951,

1954) and a full account appeared shortly afterwards (Seman, 1955a�c, 1958b). We illustrate

the power and simplicity of the technique in the case of orthogonal systems consisting of

suitably orientated magnetic and electrostatic quadrupoles and round electrostatic lenses.

Only the main steps in the reasoning are presented here; for additional details, see Hawkes

(1966/7b). This discussion is limited to the nonrelativistic approximation but the relativistic

case has been explored in detail for round electrostatic lenses (see Hawkes, 1977a).
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It is convenient to introduce the vectors x :¼ (x, y), ~x :¼ (x, 2 y), whereupon M(2) and M(4)

may be written

M 2ð Þ52
φ00

8φ1=2
x21

1

4
Q xU~xð Þ1 1

2
φ1=2x02

M 4ð Þ5
�

φ 4ð Þ

128φ1=2
2

φ002

128φ3=2
2

1

2
O

�
x4

1

�
2

p22

32φ3=2
1O

�
xU~xð Þ2

1

�
p2φ00

32φ3=2
2

p002
48φ1=2

1
ηQ00

2

48

�
x2 xU~xð Þ

2
φ00

16φ1=2
x2x02 1

p2

8φ1=2
xU~xð Þx02 2 φ1=2

8
x04

1
ηQ0

2

16
xU~xð Þx20 2 x2ðxU~xÞ0� �

(24.138)

in which

Q :¼ p2

φ1=2
2 2ηQ2

O :¼ 1

24

�
p4

φ1=2
2 2ηQ4

� (24.139)

and x2 and x4 denote (x � x) and (x � x)2 respectively.

The individual terms of M(4) fall into groups, which have the following ‘dimensions’:

φ1=2
h i

x2
� �2

d=dz
� �4

p4=φ1=2 or Q4

h i
x2
� �2

and p4=φ1=2 or Q4

h i
xU~x½ �2

p2=φ1=2 or Q2

h i
x2
� �

xU~x½ � d=dz� �2
φ21=2
h i

p2=φ1=2 or Q2

h i
xU~x½ �2

(24.140)

Since SI5
Ð
M(4) dz, the terms of SI are generated by quantities with one lower power of

d/dz than Eq. (24.140); the only terms in which d/dz survives are therefore

½φ1=2� x2� �2
d=dz
� �3

p2=φ1=2 or Q2

h i
½x2�½xU~x� d=dz� � (24.141)
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These generate 16 terms possessing the appropriate dimensions, eight involving φ alone

(r12 r8), three each involving p2 alone (e1 � e3) and Q2 alone (m1 � m3) and two mixed

terms (r9 and r10):

r15φ1=2ðx2Þ0x02 r65
φ000

φ1=2
x4

r25
φ0

φ1=2
ðx2Þ0� �2

r7 5
φ00φ0

φ3=2
x4

r3 5
φ0

φ1=2
x2x02 r85

φ03

φ5=2
x4

r4 5
φ00

φ1=2
x2ðx2Þ0 r9 5

p2φ0

φ3=2
x2 xU~xð Þ

r5 5
φ02

φ3=2
x2ðx2Þ0 r105

ηQ2φ0

φ
x2 xU~xð Þ

e1 5
p2

φ1=2
ðx2Þ0 xU~xð Þ m15 ηQ2ðx2Þ0 xU~xð Þ

e2 5
p2

φ1=2
x2ðxU~xÞ0 m25 ηQ2x

2ðxU~xÞ0

e3 5
p02
φ1=2

x2 xU~xð Þ m35 ηQ0x2 xU~xð Þ

(24.142)

The terms r1, r1, . . . r8 are identical with eight of Seman’s terms ij, those not containing

the magnetic field.

The refractive index can be altered in form without affecting the eikonal by adding to it

expressions that vanish; such expressions are obtained by differentiation of each of the

quantities mj, ej and rj and elimination of x" with the aid of the paraxial equations. We find

r011
1

2
R171

1

4
R221R23 2 2R242E52

1

2
E61 2M51M6 5 0

r021R132 2R151 4R191
3

2
R21 2R222 4R235 0

r031
1

4
R132

1

2
R16 2R171

3

2
R181R202R235 0

r041
1

2
R32R6 1 2R91R132R142 2R17 2R225 0

r051
1

2
R22R7 1 2R101 2R122 2R132 2R182R215 0
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r06 1
1

2
R4 2R52 2R14 5 0

r07 1
3

2
R2 2R32R42 2R135 0

r08 1
5
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R1 2 3R2 2 2R125 0
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1
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m0
2 1

1

2
r9 1

1

2
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m0
3 2M12M2 2M75 0

(24.143)

in which

R1 5
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x4 R13 5
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R9 5 η
Q2φ00

φ
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Q2φ02

φ2
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p002
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2x
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p2Q2

φ
xU~xð Þ2 M85 η

p2Q2

φ
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(24.144)

Each of the identities (24.143) is now weighted by an arbitrary multiplier, ρj, εj and μj, and

added to the expression for
Ð
M(4) dz which has the primitive form

SI 5

ð
M 4ð Þdz

5
1

2

ð
O 2x4 1 2 xU~xð Þ2� �

dz

1
1

128

ð �
2R3 1R51 4R6 2 8R172 16R24

2 4E3 1 16E52
8

3
E71 8M12 8M21

8

3
M7

�
dz

(24.145)
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The general form of SI is thus as follows:

128SI 2 64
Ð
O
n
2x4 1 2 xU~xð Þ2

o
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ð �
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�
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�
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1 82μ12μ3

� 	
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(24.146)
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From this very general expression, many useful forms of SI and hence of the aberration

coefficients can be derived. These are exhaustively analysed in Hawkes (1966/7b) and we

say no more about them here. Before leaving this topic, we should, however, mention that not

quite all possible forms of the eikonal or aberration coefficients emerge from the foregoing

expression. Further transformations, which are in practice very often simplifications, can be

made by recalling that the Wronskian is a constant. Thus φ1=2(stu � sut) or its square may be

differentiated, weighted and added to the aberration integrals; this frequently enables us to

eliminate otherwise persistent but unwanted terms.

24.10 Fifth-Order Aberrations

We list here a set of formulae for the fifth-order geometrical aberration coefficients of

round lenses. Such a list was published by Hawkes (1965) but a more convenient form has

been derived by Liu and it is these that are reproduced here (Liu, 2004a). They include a

few corrections provided by the author and are hence are not quite identical with those in

the original publication. The notation is defined by the following expression for the

aberration in the Gaussian image plane, referred back to the object plane as usual:

Δr5 5 ðC5r
0
o1 c5r

0� Þðr0oUr0oÞ2
1 ðK51ro 1 k51ro

� Þðr0oUr0oÞ2 1 ðK52r
0
o 1 k52r

0� Þðr0oUr0oÞðroUr0oÞ
1 ðS51ro 1 s51ro

� Þðr0oUr0oÞðroUr0oÞ1 ðS52r0o 1 s52r
0� Þðr0oUr0oÞðroUroÞ

1 ðS53r0o 1 s53r
0� ÞðroUr0oÞ2

1 ðT51ro 1 t51ro
� Þðr0oUr0oÞðroUroÞ1 ðT52ro 1 t52ro

�ÞðroUr0oÞ2
1 ðT53r0o 1 t53r

0� ÞðroUr0oÞðroUroÞ
1 ðA51ro 1 a51ro

� ÞðroUr0oÞðroUroÞ1 ðA52r
0
o 1 a52r

0� ÞðroUroÞ2
1 ðD5ro1 d5ro

� ÞðroUroÞ2

(24.147)

The coefficients denoted by capital letters are isotropic aberrations, those denoted by lower-

case letters are anisotropic. C5 and c5 characterize the fifth-order spherical aberration; K5

and k5 are coma-like; A5 and a5 resemble astigmatism and field curvature and D5 and d5 are

distortions. The others, which depend on (angle)3.(position)2 and (angle)2.position)3, S, s

and T, t respectively, have no simple analogues in third-order. r5 (x,y) and r� 5 (2 y,x)

Each of the analytical expressions for the aberration coefficients can be written in the

unified form,

X52
1

φ1=2
o

ðzi
zo

Xi2
1

φ1=2
o

ðXc0 1Xc1h
21Xc2gh1Xc3g

2Þ
( )

dz (24.148)

where X stands for each individual aberration coefficient and is a function of Flmn and F
�
lmn

(24.174�24.176).
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24.10.1 Isotropic Aberration Coefficients

C5i5 6F030

C5c052 12ðF011ε0202F020ε0112 4F020;oF020Þ

C5c152 3
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φ
φo

�1=2
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F2
020

(24.149)
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� �
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�
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(24.150)

K52i5 4K51i
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�
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(24.151)
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�
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� �
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(24.155)
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T53c0 5 2½16F020ε0022 2ð2F1101F002Þε1101 3F011ε101
2F101ε0112 2F110ε0021F

�
010ε

�
1002 3F

�
100ε

�
010

2F
�
001ε

�
0011 2F011;oF1101 4F101;oF020

1 2ð2F110;o 1F002;oÞF0111 4F
�
001;oF

�
0101F

�
010;oF

�
001�

T53c1 5 2T51c1

T53c2 5 2T51c2

T53c3 5 2T51c3

(24.157)

A51i5 2F102

A51c0 5 2½8F011ε2002 2F101ε1101 ð2F1101F002Þε101
2 3F101ε0021 2F

�
100ε

�
0011 2F002;oF1101 2F101;oF011

1 2ðF110;o1F002;oÞF0022 2F
�
100;oF

�
010�

A51c1 52 8

�
φ
φo

�1=2
ðF2

1011 2F200F0022F
�2
100Þ

A51c2 5 4

�
φ
φo

�1=2
2ð2F0021F110ÞF1011 4F200F0112 3F

�
100F

�
001

� �

A51c3 52 4

�
φ
φo

�1=2
F101F0111 ð2F1101F002ÞF0022F

�
100F

�
010

� �

(24.158)

416 Chapter 24



A52i5 2F210

A52c0 5 8F011ε2002 2F101ε1102 2F110ε1011F
�
001ε

�
100

2 3F
�
100ε

�
0011F110;oF1101 2F101;oF011

1 6F
�
100;oF

�
0101F

�
001;oF

�
001

A52c1 52

�
φ
φo

�1=2
ð16F200F1101F2

1011 9F
�2
100Þ

A52c2 5 8

�
φ
φo

�1=2
ðF110F1011F200F0111F

�
100F

�
001Þ

A52c3 52

�
φ
φo

�1=2
ð4F2

1101 2F101F0111 6F
�
100F

�
0101F

�2
001Þ

(24.159)

D5i5F201

D5c05 8ðF1101F002Þε2002 3F101ε1011F
�
100ε

�
100

1 2F101;oF1101 2F101;oF0021F
�
100;oF

�
001

D5c152 12

�
φ
φo

�1=2
F200F101

D5c25

�
φ
φo

�1=2
8ðF1101F002ÞF2001 3F2

1012F
�2
100

� �

D5C352

�
φ
φo

�1=2
2ðF1101F002ÞF1011F

�
100F

�
001

� �

(24.160)

24.10.2 Anisotropic Aberration Coefficients

c5i5 0

c5c0 52 4ðF�
010ε0201F020ε

�
010Þ

c5c1 5 0

c5c2 5 0

c5c3 5 0

(24.161)

k51i5 5F
�
020

k51c0 52 8F
�
001ε0201 3F

�
010ε0112 7F011ε

�
0101 12F020ε

�
001

1 36F
�
010;oF0201 24F020;oF

�
010

k51c1 52 5

�
φ
φo

�1=2
ð2F110F

�
0101F011F

�
001Þ

k51c2 5 20

�
φ
φo

�1=2
ðF011F

�
0101F020F

�
001Þ

k51c3 52 60

�
φ
φo

�1=2
F020F

�
010

(24.162)
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k52i52
4

5
k51i

k52c05 4ð2F
�
010ε0111F011ε

�
0102 4F020ε

�
0012 8F

�
010;oF020

2 4F020;oF
�
010Þ

k52c152
4

5
k51c1

k52c252
4

5
k51c2

k52c352
4

5
k51c3

(24.163)

s51i5 4F
�
011

s51c0 5 2½4F�
010ε1102 4F

�
100ε0202 3F

�
001ε0111 3F

�
010ε002

1 12F020ε
�
1002 ð4F1101 5F002Þε�

0101F011ε
�
001

1 12F
�
001;oF0201 8F

�
010;oF0111 8F011;oF

�
010

1 4F020;oF
�
001�

s51c1 52 8

�
φ
φo

�1=2
F011F

�
1001F101F

�
0101 ð2F1101F002ÞF�

001

� �

s51c2 5 8

�
φ
φo

�1=2
4F020F

�
1001 2ðF1101 2F002ÞF�

0101 3F011F
�
001

� �

s51c3 52 32

�
φ
φo

�1=2
ðF011F

�
0101F020F

�
001Þ

(24.164)

s52i52
1

4
s51i

s52c052 6F
�
010ε1102 4F

�
100ε0201F

�
001ε0112 12F020ε

�
100

2 2ðF1102 2F002Þε�
0102F011ε

�
0012 4F

�
001;oF020

2 6F
�
010;oF0112 2F011;oF

�
0102 4F020;oF

�
001

s52c152
1

4
s51c1

s52c252
1

4
s51c2

s52c352
1

4
s51c3

(24.165)
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s53i52
1

2
s51i

s53c0 5 4½2F
�
010ε0022 4F020ε

�
1001 ð2F1101F002Þε�

010

2F011ε
�
0012 4F

�
001;oF0202 2F

�
010;oF011

2 2F011;oF
�
010�

s53c1 52
1

2
s51c1

s53c2 52
1

2
s51c2

s53c3 52
1

2
s51c3

(24.166)

t51i5 3F
�
110

t51c0 52 2F
�
001ε1101 3F

�
010ε1012 3F

�
100ε0111 3F011ε

�
100

2 3F101ε
�
0102 2F110ε

�
0011 6F

�
010;oF1101 12F

�
100;oF020

1 2F
�
001;oF0111 12F110;oF

�
0101F011;oF

�
001

t51c1 52 3

�
φ
φo

�1=2
ð6F110F

�
1001 4F200F

�
0101F101F

�
001Þ

t51c2 5 12

�
φ
φo

�1=2
ðF011F

�
1001F101F

�
0101F110F

�
001Þ

t51c3 52 3

�
φ
φo

�1=2
ð4F020F

�
1001 6F110F

�
0101F011F

�
001Þ

(24.167)

t52i5 3F
�
002

t52c0 5 4ð2F�
010ε1012F

�
100ε0112F

�
001ε0021 2F011ε

�
100

2F101ε
�
0102F002ε

�
0011 2F

�
001;oF0111F

�
010;oF002

1 2F
�
002;oF

�
0101F011;oF

�
001

t52c1 52 12

�
φ
φo

�1=2
ðF002F

�
1001F101F

�
001Þ

t52c2 5 12

�
φ
φo

�1=2
ðF011F

�
1001F101F

�
0101 2F002F

�
001Þ

t52c3 52 12

�
φ
φo

�1=2
ðF002F

�
0101F011F

�
001Þ

(24.168)
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t53i52
2

3
ðt51i1 t52iÞ

t53c0 5 2½2 3F
�
010ε1012F

�
100ε0111F

�
001ε0022 7F011ε

�
100

1 3F101ε
�
0101F002ε

�
0012 2F

�
010;oF110

2 4F
�
100;oF0202 4F

�
001;oF0112 2F

�
010;oF002

2 2ð2F110;o 1F002;oÞF�
0102F011;oF

�
001�

t53c1 52
2

3
ðt51c1 1 t52c1Þ

t53c2 52
2

3
ðt51c2 1 t52c2Þ

t53c3 52
2

3
ðt51c1 1 t51c2Þ

(24.169)

a51i5 2F
�
101

a51c0 5 2½8F�
010ε2002 2F

�
100ε1102 3F

�
100ε0021 ð2F110

1F002Þε�
1002 2F101ε

�
0011 2F

�
001;oF1101 2F

�
100;oF011

1F
�
001;oF0021 2F101;oF

�
0101 ðF110;o1F002;oÞF�

001�

a51c1 52 16

�
φ
φo

�1=2
ðF101F

�
1001F200F

�
001Þ

a51c2 5 4

�
φ
φo

�1=2
2ðF1101 2F002ÞF�

1001 4F200F
�
0101 3F101F

�
001

� �

a51c3 52 4

�
φ
φo

�1=2
ðF011F

�
1001F101F

�
0101 ð2F1101F002ÞF�

001Þ

(24.170)

a52i52
1

2
a51i

a52c052 8F
�
010ε2002 2F

�
100ε1101F

�
001ε101

2 2ð3F1101 2F002Þε�
1001 3F101ε

�
0012 2F

�
001;oF110

2 2F
�
100;oF0112F

�
001;oF0022 2F101;oF

�
010

2 2F110;oF
�
001

a52c152
1

2
a51c1

a52c252
1

2
a51c2

a52c352
1

2
a51c3

(24.171)
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d5i5F
�
200

d5c05 4F
�
001ε2002 3F

�
100ε1012F101ε

�
1001 2F

�
100;oF110

1F101;oF
�
001

d5c152 12

�
φ
φo

�1=2
F200F

�
100

d5c25 4

�
φ
φo

�1=2
ðF101F

�
1001F200F

�
001Þ

d5c352

�
φ
φo

�1=2
ð2F110F

�
1001F101F

�
001Þ

(24.172)

In these equations we have written

εlmn 5
ðz
zo

Flmndz
l;m; n5 0; 1; 2 l1m1 n5 2

l;m; n5 0; 1; 2; 3 l1m1 n5 3

� �

ε
�
lmn 5

ðz
zo

F
�
lmndz

l;m; n5 0; 1 l1m1 n5 1

l;m; n5 0; 1; 2 l1m1 n5 2

� � (24.173)

The quantities Flmn are as follows:

F2005FLMNðg4; g2g02; g04Þ

F1105 2FLMN h2g2;
h2g021 h02g2

2
; h02g02

 !
2Rφo

F1015 4FLMNðhg3;
hgg02 1 h0g0g2

2
; h0g03Þ

F0205FLMNðh4; h2h02; h04Þ

F0115 4FLMN h3g;
hgh021 h0g0h2

2
; h03g0

 !

F0025 4FLMNðh2g2; hgh0g0; h02g02Þ1Rφo

(24.174)

F
�
1005FPQðg2; g02Þ

F
�
0105FPQðh2; h02Þ

F
�
0015 2FPQðgh; g0h0Þ

(24.175)
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F3005FLðg6; g4g02; g2g04; g06Þ

F2105 3FL



g4h2;

g2ðg2h02 1 2g02h2Þ
3

;
g02ðg02h21 2g2h02Þ

3
; g04h02

�

1FNðg2; g02Þ

F2015 6FL



g5h;

g3g0ðgh0 1 2g0hÞ
3

;
gg03ðg0h1 2gh0Þ

3
; g05h0

�

F1205 3FL



g2h4;

h2ðh2g02 1 2g2h02Þ
3

;
h02ðg2h021 2g02h2Þ

3
; g02h04

�

1FNðh2; h02Þ

F1115 12FL



g3h3;

ghðh2g02 1 ghg0h0 1 g2h02Þ
3

;
g0h0ðg02h2 1 ghh0g01 g2h02Þ

3
; h03g03

�

1 2FNðgh; g0h0Þ

F1025 12FL



g4h2;

g2hg0ðg0h1 2gh0Þ
3

;
gh0g02ðgh0 1 2g0hÞ

3
; g04h02

�

2FNðg2; g02Þ
F0305FLðh6; h4h02; h2h04; h06Þ

F0215 6FL



gh5;

h3h0ðg0h1 2gh0Þ
3

;
hh03ðgh0 1 2g0hÞ

3
; g0h05

�

F0125 12FL



g2h4;

gh2h0ðgh0 1 2g0hÞ
3

;
g0hh02ðg0h1 2gh0Þ

3
; h04g02

�
2FNðh2; h02Þ

F0035 8FLðg3h3; g2h2g0h0; ghg02h02; g03h03Þ2 2FNðgh; g0h0Þ

F
�
2005FMðg4; g2g02; g04Þ

F
�
1105 2FMðh2g2;

h2g021 h02g2

2
; h02g02Þ2R3φ3=2

o

F
�
1015 4FMðhg3;

ghg02 1 g0h0g2

2
; h0g03Þ

F
�
0205FMðh4; h2h02; h04Þ

F
�
0115 4FMðh3g;

ghh02 1 g0h0h2

2
; h03g0Þ

F
�
0025 4FMðg2h2; ghg0h0; g02h02Þ1R3φ3=2

o

(24.176)
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Here,

FLMN 52
L1

4
x12

L2

4
x22

L3

4
x3

FPQ 5φ1=2
o ð2Px1 2Qx2Þ

FL 52 L4x1 2 L5x2 2 L6x3 2 L7x4

FM 5φ1=2
o ð2M1x1 2M2x2 2M3x3Þ

FN 5φoð2N1x12N2x2Þ

(24.177)

in which

L452
1

9216φ5=2
9η6B6 1 9η4φ00B42 9η2ðφ0022φφð4ÞÞB2
�

2 12η2φ2Bð4ÞB2 9φ003 1 9φφ00φð4Þ2 2φ2φð6Þ�

L552
3η4B4 1 2η2φ00B22φ002 1φφð4Þ

256φ3=2

L652
3η2B2 1φ00

64φ1=2

L752
φ1=2

16

M152
η½9η4B5 1 6η2φ00B32 3ðφ0022φφð4ÞÞB2 2φ2B4�

768φ5=2

M252
ηBð3η2B2 1φ00Þ

323=2

M352
3ηB

16φ1=2

N152
η2B2ð3η2B21φφ00Þ

64φ5=2

N252
3η2B2

16φ3=2

R352
η3B3

16φ5=2

(24.178)
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For the definitions of L1, L2, L3, P, Q and R, see Eq. (24.3). Finally, we note that Flmn;o

denotes the value of Flmn at the object plane; for F200, for example, we have

F200;o 5F200jz5zo 52
1

4
Ljz5zo 52

1

128φ1=2
o

ðφ00
o1η2B2

oÞ2
φo

2φð4Þ
o 2 4η2BoB

00
o

� �
(24.179)

Related formulae. The fifth-order aberration coefficients have also been studied by U

[Russian transliteration of Wu] (1957), Ximen (1990a, b, 1991), Li and Ni (1988), Li et al.

(1995, 2002), Mu et al. (1999) and Liu (2002). Liu has also performed an extremely

thorough investigation of the chromatic aberrations (Liu, 2007) in which the role of

MATHEMATICA is presented in detail and the correctness of the formulae is verified by

comparison with results obtained with the aid of differential algebra (Section 34.8); his

formulae are reproduced at the end of Section 26.1. The work of Li and Ni, and Li et al.

and Mu et al. on the model field (36.92) must be read with caution: we have seen that there

are two contributions to the fifth-order coefficients, one arising from MII5M(6), the other

from a combination of the third-order solution and the paraxial trajectories (22.38�22.44);

these authors retain only the M(6) term. Ximen and Liu (1997) have calculated these terms

separately for Glaser’s bell-shaped field (36.8) and found that the M(6) term is dominant.

The values of the axial aberration coefficients for a uniform magnetic field have been

calculated by ray tracing, by solution of the exact ray equation and by evaluating the

formulae listed above (Lencová et al., 2008). The agreement was exact. This comparison

drew attention to the need for care when defining the aberrations: when expressed in terms

of the tangent of the angle at the object plane (α) instead of the angle itself, different values

are obtained (Rose, 1968). If we write

Csα3 1 ðC51 ic5Þα5 � Cs tan
3 α1 ðC5 1 ic5Þ tan5 α

we see that

Cs5Cs; C5 5C51Cs; c5 5 c5

as found by Lencová et al.
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CHAPTER 25

Asymptotic Aberration Coefficients

For most lenses, projectors and condensers in particular, the ‘object’ is in fact an

intermediate image of the specimen or the source created by the lenses upstream, so that the

entire lens field participates in the image formation. We are thus interested in the

coordination between incident and emergent asymptotes, as explained in Chapter 16,

Gaussian Optics of Rotationally Symmetric Systems: Asymptotic Image Formation, and the

corresponding aberrations are hence said to be asymptotic. They were first thoroughly

studied by Lenz (1956, 1957), using the trajectory method; the correct form of the

characteristic function is to be found in Sturrock (1955) and this was later employed by

Hawkes (1968, 1970b,c) to explore them in more detail. Just as for the real aberrations, we

must distinguish between aberrations expressed in terms of position and gradient at the

(asymptotic) object and in terms of position in the (asymptotic) object plane and real

aperture plane (or the entrance pupil). The former are generally more useful and we deal

with them first.

In order to introduce the boundary conditions xð1Þo 5 yð1Þo 5 x0ð1Þo 5 y0ð1Þo 5 0 directly, we need

the relation between p(1), q(1), x0ð1Þ and y0ð1Þ; to the paraxial approximation, we have

p :¼ pðpÞ5 φ̂
1=2

x0 q :¼ qðpÞ5 φ̂
1=2

y0 (25.1)

while to the third-order approximation,

p :¼ pðpÞ1 pð1Þ5 φ̂
1=2

x0 12
x021 y02

2

 !

q :¼ qðpÞ1 qð1Þ5 φ̂
1=2

y0 12
x021 y02

2

 ! (25.2)

Setting x05 x0ðpÞ1 x0ð1Þ and y0 5 y0ðpÞ1 y0ð1Þ we obtain

pð1Þ5 φ̂
1=2

x0ð1Þ2
1

2
x0ðpÞ x0ðpÞ21 y0ðpÞ2
� �( )

qð1Þ5 φ̂
1=2

y0ð1Þ2
1

2
y0ðpÞ x0ðpÞ21 y0ðpÞ2
� �( ) (25.3)
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Thus if we impose the condition x0ð1Þ5 y0ð1Þ5 0 in the object plane, the quantities

pð1Þo and qð1Þo must take the values

pð1Þo 52
1

2
φ̂
1=2

o x0o x02o 1 y02o
� �

qð1Þo 52
1

2
φ̂
1=2

o y00 x02o 1 y02o Þ
� (25.4)

in that plane, where we have dropped the index (p). Substituting this into the expression for

SIo2 (22.23), we find

ΔSIo25 p
ð1Þ
2 UΔx2 1 q

ð1Þ
2 UΔy22 x

ð1Þ
2 UΔp21 y

ð1Þ
2 UΔq2

� �
1

1

2
φ̂
1=2

o x0oUΔxo1 y0oUΔyo
� �

x02o 1 y02o
� � (25.5)

Substituting x(z)5 xoG(z)1 x0oH(z), y(z)5 yoG(z)1 y0oH(z) from (16.1), with

lim
z-2N

G zð Þ5 1 lim
z-2N

H zð Þ5 z2 zo (25.6)

we find

xð1Þ z2ð Þ5 1

φ̂
1=2

o

~H2

@SIo2
@xo

2 ~G2

@SIo2
@x0o

 !
2

1

2
~H2x

0
oθ

2
o

yð1Þ z2ð Þ5 1

φ̂
1=2

o

~H2

@SIo2
@yo

2 ~G2

@SIo2
@y0o

 !
2

1

2
~H2y

0
oθ

2
o

(25.7a)

and

x0ð1Þ z2ð Þ5 1

φ̂
1=2

o

~H0
2

@SIo2
@xo

2 ~G0
2

@SIo2
@x0o

 !
2

1

2
~H0 x0oθ

2
o1

1

2
x0θ22

y0ð1Þ z2ð Þ5 1

φ̂
1=2

o

~H0 @S
I
o2

@yo
2 ~G0

2

@SIo2
@y0o

 !
2

1

2
~H0 y0oθ

2
o1

1

2
y0θ22

(25.7b)

in which ~G2 and ~H2 denote the asymptotes to G(z) and H(z) in image space and we extend

(24.33a) by writing

θ2o :¼ x0
2

o
1 y02o Vo5 xox

0
o1 yoy

0
o

υo 5 xoy
0
o2 x0oyo

(25.8)
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These formulae are exactly analogous to Eq. (24.27) and by following the same reasoning

as we employed for the real aberrations, aberration integrals involving B, φ, G and H

similar in appearance to those listed in Chapter 24, The Geometrical Aberrations of Round

Lenses, are obtained. Before doing this, it is advantageous to replace the ray H(z), which

varies with object position, by the ray GðzÞ introduced in Chapter 16, Gaussian Optics of

Rotationally Symmetric Systems: Asymptotic Image Formation, which does not. In this

way, we obtain aberration integrals that are characteristic of the distribution B(z) or φ(z),
irrespective of the working conditions. Another choice is often adopted when studying

aberrations; it may be possible to eliminate some of these by exploiting symmetry

properties and for this, it is helpful to use a first ray that is symmetric and a second ray that

is antisymmetric about some symmetry plane (Hawkes, 1987a,b).

The ray GðzÞ is, we recall, defined by the boundary condition (16.1) limz-N GðzÞ5 1 and

hence

H zð Þ52
fo

M
G zð Þ1 foG zð Þ

52 fo mG2G
� � (25.9)

where

m :¼ 1

M
(25.10)

is the reciprocal magnification (not to be confused with the demagnification, the term

commonly employed to describe a magnification |M| less than unity).

The characteristic function now consists of three branches (Fig. 25.1). We write

SIoi ¼: SI zo; 2Nð Þ1 SI 2N;Nð Þ1 SI N; zið Þ (25.11a)

SI (∞,zi)
SI (zo,–∞)

SI (–∞,∞)

zo zi
z

Figure 25.1
Branches of SIoi. The asymptotic branches SI (zo,2N) and SI (N, zi) are straight lines,

the asymptotes to SI (2N, N).
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The contribution SI (2N, N) is given by

SI 2N;Nð Þ5
ðN

2N

Mð4Þdz (25.11b)

into which we must substitute

x zð Þ5 xoG zð Þ1 x0oH zð Þ5 xo � fox
0
om

� �
G zð Þ1 fox

0
oG zð Þ

and similarly for y(z). The other two contributions are ‘virtual’. In them, φ(z)5 const and

B(z)5 0 and the rays G(z) and H(z) or GðzÞ are replaced by their asymptotes. Thus

SI zo; 2Nð Þ52
φ̂
1=2

o

8
θ4o lim

z-2N
z2 zoð Þ

52
φ̂
1=2

0

8
θ4o lim

z-2N
z2 zFoð Þ2 fom

� � (25.11c)

SI N; zið Þ52
φ̂
1=2

i

8

r20
f 2i

22
V0

fiM

φ̂o

φ̂i

 !1=2

1
θ2o
M2

φ̂o

φ̂i

2

lim
z-N

zFi2 zð Þ2 fiM

���8<
: (25.11d)

The reason for introducing zFo and zFi will become clearer below but we can anticipate that

the convergence of integrals involving G04 and G04 will be easier to understand in

combination with the limit terms in Eq. (25.11c,d).

Substituting for x(z) and y(z) in M(4), we find

SIoi

φ̂
1=2

o

52
u
�2
o

u
�
ou

�0
o

u
�02
o

0
@

1
A

T
E=4

D1 idð Þ=2
A1 iað Þ=4

D2 idð Þ=2
F=2

K1 ikð Þ=2

A2 iað Þ=4
K2 ikð Þ=2
C=4

0
@

1
A u2o

uou
0
o

u02o

0
@

1
A (25.12)

as in Eq. (24.33) or (24.34). The nine magnification-dependent quantities A, C, . . . k
can now be expressed in terms of nine integrals, six for the isotropic aberration

coefficients (i1�i6) and three for the anisotropic coefficients (i7�i9), that are independent

of the magnification: they are properties of the lens, determined by its geometry and

excitation but unaffected by the working conditions. The dependence of the coefficients

A, C, . . . k on magnification is expressed by a set of polynomials in reciprocal

magnification m in which the coefficients of the various powers of m are simple

multiples of the integrals ij (j5 1�9).
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25.1 Spherical Aberration

C5C4m
4 1C3m

31C2m
2 1C1m1C0 (25.13)

C4 5 i1f
4
o

C3 52 4i2f
4
o 2

1

2
r2fo

C2 5 2 i3 1 i4ð Þf 4o
C1 52 4i5f

4
o 2

1

2
fo

Co 5 i6f
4
o

g (25.14)

25.2 Coma

K5K3m
3 1K2m

21K1m1K0 (25.15)

K3 52 i1f
3
o

K2 5 3i2f
3
o 1

1

2
r2

K1 52 i31 i4ð Þf 3o
K0 5 i5f

3
o

g (25.16)

k5 k2m
21 k1m1 k0 (25.17)

k2 5 i7f
2
o

k1 52 i8f
2
o

k0 5 i9f
2
o

g (25.18)

25.3 Astigmatism and Field Curvature

A5A2m
21A1m1A0 (25.19)

F5F2m
21F1m1F0 (25.20)
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A2 5
1

2
F25 i1f

2
o

A1 5
1

2
F152 2i2f

2
o 2

r2

2fo

A0 5 i3f
2
o F0 5 i4f

2
o

g (25.21)

a5 a1m1 a0 (25.22)

a1 52 2i7fo
a0 5 i8fo g (25.23)

25.4 Distortion

D5D1m1D0 (25.24)

D152 i1 fo

D05 i2fo 1
1

2f 2i g (25.25)

d5 d0 5 i7 (25.26)

where

r :¼ φ̂o

φ̂i

 !1=2
5

fo

fi
(25.27)

25.5 Aberration Matrices and the Integrals ij

More compactly

C

K

A

F

D

0
BBBB@

1
CCCCA5Q

m4

m3

m2

m

1

0
BBBB@

1
CCCCA

k

a

d

0
@

1
A5 q

m2

m

1

0
@

1
A (25.28)

with

Q5

i1f
4
o 24i2f

4
o 2 r2fo=2 2 i31 i4ð Þf 4o 24i5f

4
o 2 fo=2 i6f

4
o

0 2i1f
3
o 3i2f

3
o 1 r2=2 2 i3 1 i4ð Þf 30 i5f

3
o

0 0 i1f
2
o 22i2f

2
o 2 r=2fo i3f

2
o

0 0 2i1f
2
o 24i2f

2
o 2 r=fo i4f

2
o

0 0 0 2i1fo i2fo 1 1=2f 2i

0
BBBBBBB@

1
CCCCCCCA

(25.29)

and
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q5

i7f
2
o 2i8f

2
o i9f

2
o

0 22i7fo i8fo

0 0 i7

0
B@

1
CA (25.30)

The integrals i1�i9 can as usual be cast into a host of different forms, which can be

established without difficulty by the methods explained in Section 24.3. We list here the

primitive form, on which no partial integration has been performed, and two particularly

simple forms, one for magnetic lenses (φ5 const) and the other for electrostatic lenses

(B5 0). Another set of (nonrelativistic) integrals for electrostatic lenses, well suited for

numerical work, is to be found in Kuyatt et al. (1974).

i15
1

φ̂
1=2

o

ðN
2N

L1G
4 1 2L2G

2G021 L3G
04� �

dz1
1

2f 3i fo
lim
z-N

zFi2 zð Þ

-
ϕ5 const

ðN
2N

ΛmG
4 dz

-
B5 0

ðN
2N

ΛeG
4 dz

i2 5
1

φ̂
1=2

o

ðN
2N

�
L1G

3G1 L2GG
0ðGGÞ0 1 L3G

03G0
�
dz

-
ϕ5 const

ðN
2N

ΛmG
3Gdz2

1

8f 3

-
B5 0

ðN
2N

ΛeG
3Gdz2

1

8fof
2
i

i35
1

φ̂
1=2

o

ðN
2N

L1G
2G

2
12L2GG

0GG01L3G
02G02

� �
dz2

1

8f 2o

ðN
2N

φ̂o

φ̂

0
@

1
A
1=2

η2B2

φ̂
dz

-
ϕ5 const

ðN
2N

ΛmG
2G

2
2

1

6f 2

ðN
2N

η2B2

φ̂
dz

-
B2 0

ðN
2N

ΛeG
2G

2
2

φ̂
1=2

o

24f 2o

ðN
2N

γφw

φ̂
3=2

dz
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i45
1

φ̂
1=2

o

ðN
2N

�
2L1G

2G
2
1 L2ðGGÞ02 1 2L3G

02G02
�
dz

1
1

8f 2o

ðN
2N

φ̂o

φ̂

0
@

1
A
1=2

η2B2

φ̂
dz

-
φ5 const

2

ðN
2N

ΛmG
2G

2
1

1

6f 2

ðN
2N

η2B2

φ̂
dz

-
B5 0

2

ðN
2N

ΛeG
2G

2
1

ϕ̂1=2
o

24f 2o

ðN
2N

γϕv

φ̂
3=2

dz

i5 5
1

φ̂
1=2

o

ðN
2N

�
L1GG

3
1 L2ðGGÞ0GG0 1 L3G

0G03
�
dz

-
φ5 const

ðN
2N

ΛmGG
3
dz2

1

8f 3

-
B5 0

ðN
2N

ΛeGG
3
dz2

1

8f 3o

i6 5
1

φ̂
1=2

o

ðN
2N

L1G
4
1 2L2G

2
G02 1 L3G

04
� �

dz

1
1

2f 4o
lim

z-2N
z2 zFoð Þ

-
φ5 const

ðN
2N

ΛmG
4
dz

-
B5 0

ðN
2N

ΛeG
4
dz

i7 5

ðN
2N

PG21QG02� �
dz

-
φ5 const

ðN
2N

ΛaG
2 dz
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i85 2

ðN
2N

PGG1QG0G0� �
dz

-
φ5 const

2

ðN
2N

ΛaGG dz

i95 2

ðN
2N

PG
2
1QG02

� �
dz

-
φ5 const

ðN
2N

ΛaG
2
dz

(25.31)

In these integrals, the functions L1, L2, L3, P and Q are given by Eq. (24.3) and Λm, Λe and Λa by

Λm :¼
1

48

4η4B4

φ̂
2

1
5η2B02

φ̂
2

η2BBv
φ̂

0
@

1
A

Λe :¼
1

192φ̂
1=2

o

(
4 315εφ̂
� � φv2

φ̂
3=2

2ð314εφ̂Þφ
0φw

φ̂
3=2

230 11εφ̂
� �γφ02φv

φ̂
5=2

12 2γ4111γ212
� � φ04

φ̂
7=2

Λa :¼
1

16

ηBv

φ̂
1=2

1
2η3B3

φ̂
3=2

0
B@

1
CA

(25.32)

(For Λm, see Jandeleit and Lenz (1959) and for Λe, see Hawkes (1985b).)

For symmetric lenses (or lens combinations), GðzÞ5Gð2 zÞ if the origin is set in the

symmetry plane, and hence

i1 5 i6 i25 i5 i75 i9 (25.33)

The asymptotic Petzval coefficient is given by F � 2A, which is simply Fo � 2Ao (25.21)

or f 2o ði42 2i3Þ. Thus

F2 2A5

ðN
2N

 
φ̂o

φ̂

!1=2
γφv1 4η2B2

8φ̂
dz

-
φ5 const

ðN
2N

η2B2

2φ̂
dz

-
B5 0

ðN
2N

 
φ̂o

φ̂

!1=2
γφv
8φ̂

dz

(25.34)
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25.6 Dependence on Object Position or Magnification

Expressions (25.13�25.28) for the aberration coefficients as polynomials in reciprocal

magnification m are convenient in that any symmetries in the lens are immediately reflected

in the coefficients. For design purposes, it may be convenient to replace m by the object (or

image) position, which is easily done with the aid of Eq. (16.25). Again, we might wish to

know the magnitudes of the coefficients for a specific value of the magnification (or object

position), given those for some other value. The appropriate formulae have been derived

from first principles by Ade (1973, 1982). They can also be read off from the polynomial

expressions (25.28), see Hawkes (1984a). Thus suppose that C, K, A, F and D are known

for some inverse magnification m and that the latter is altered to m1μ, so that for the

spherical aberration, for example,

C m1μð Þ5
X4
j50

Cj m1μð Þj

and likewise for the other coefficients. Clearly,

C m1μð Þ5
X4
j50

C0
jμ

j (25.35)

where

C0
4 5C4

C0
3 5 4C4m1C3

C0
2 5 6C4m

2 1 3C3m1C2

C0
1 5 4C4m

3 1 3C3m
2 1 2C2m1C1

C0
0 5C mð Þ

(25.36)

But

4C4m1C3 5 4i1f
4
o m2 4i2f

4
o 2

1

2
r2fo

52 4f 4o i22 i1mð Þ2 1

2
r2fo

52 4f 3o

n
D mð Þ2 1

2f 2i

o
2

1

2
r2fo

52 4f 3o D mð Þ1 3

2

f 3o
f 2i

(25.37)

The remaining coefficients C’i and their counterparts for all the other aberrations can

likewise be expressed in terms of the known coefficients A(m) . . . k(m) plus one extra
quantity, i1, with the following results. Recalling that the change in inverse magnification μ
corresponds to a shift Δzo52foμ in object position with the sign convention employed by

Ade (1982), these expressions are identical with those derived by him.
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C m1μð Þ
K m1μð Þ
A m1μð Þ
F m1μð Þ
D m1μð Þ

0
BBBB@

1
CCCCA5Qμ

μ4

μ3

μ2

μ
1

0
BBBB@

1
CCCCA (25.38a)

k m1μð Þ
a m1μð Þ
d m1μð Þ

0
@

1
A5 qμ

μ2

μ
1

0
@

1
A (25.38b)

where the elements of Qμ are as follows:

Qμ115 f 4o i1; Qμ12 52 4f 3o D1 3r2fo=2

Qμ135 2f 2o A1Fð Þ1 3r2fom=2; Qμ1452 4foK1 fo r2m22 1
� �

=2

Qμ155Cμ; Qμ2252 f 3o i1; Qμ235 3f 2o D2 r2

Qμ2452 fo A1Fð Þ2 r2m=2; Qμ255K; Qμ335 f 2o i1

Qμ3452 2foD1 r2=2fo; Qμ355A; Qμ435 2f 2o i1

Qμ4452 4foD1 r2=fo; Qμ455F; Qμ5452 foi1; Qμ555D

Qμ215Qμ315Qμ32 5Qμ415Qμ425Qμ515Qμ525Qμ53 5 0

(25.39a)

and

qμ5
f 2o 2foa k

0 22fod a

0 0 d

0
@

1
A (25.39b)

25.7 Dependence on Aperture Position

One other situation remains to be examined1: hitherto the aberrations have been expressed

in terms of position and gradient in the asymptotic object plane but, in practice, the effect

of the real aperture will often be important; in projectors, for example, where the dominant

geometrical aberration is distortion, the sign of the coefficient can be changed by varying

the aperture position, since the aperture selects different pencils of rays from the beam at

the asymptotic object as its position is altered. We therefore consider the situation

illustrated in Fig. 25.2, which shows that we shall be concerned with the aberrations of the

asymptotic image of an asymptotic object with boundary conditions requiring aberrations of

position to vanish in two planes (cf. 24.14, 24.18): the asymptotic aberrations must vanish

in the asymptotic object plane and the real aberrations in the real aperture plane. We shall,

1The following account is confined to magnetic lenses; it can be extended straightforwardly to electrostatic

lenses if needed.
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however, find it useful to introduce the entrance and exit pupils associated with the real

aperture; these are the asymptotic images of the latter formed by the part of the lens field

before the real aperture (entrance pupil) and the part beyond it (exit pupil). This in turn

introduces the important notion of pupil magnification, the magnification between these two

pupil planes, which are (asymptotically) conjugate.

Fig. 25.2 shows two paraxial solutions, analogous to s(z) and t(z), which we here denote

S(z) and T(z); these satisfy the conditions

lim
z-2N

S zð Þ ¼: σo zð Þ5σ0
o z2 zaoð Þ (25.40a)

lim
z-N

SðzÞ ¼: σi zð Þ5σ0
i z2 zoið Þ (25.40b)

lim
z-2N

T zð Þ ¼: τo zð Þ5 τ0o z2 zoð Þ (25.40c)

lim
z-2N

T zð Þ ¼: τi zð Þ5 τ0i z2 zið Þ (25.40d)

Virtual
object

S(z)

Entrance
pupil

Aperture
plane

Exit
pupil

Image
 plane

1

1

σ
o
(z)

σ
i
(z)

τ
o
(z)

τ
i
(z)P

ZiT(Z)

M

ZaZo
ZaiZao

Po

Figure 25.2
The rays S(z) and T(z) have asymptotes σo(z) and τo(z) in object space and σi(z) and τ(zi) in

image space. The object�image magnification M and the pupil magnification N are defined in
terms of these asymptotes.
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and

S zað Þ5 0

σ zoð Þ5 1
(25.41)

Clearly, z5 zao and z5 zai are the entrance and exit pupil planes, respectively. From the

Wronskian, we see that

τ0o 52 S0aTa 5Mτ0i52σ0
oτao (25.42)

It is convenient to denote the pupil magnification by N, and we write

N5NoNi (25.43)

where No is the magnification between the entrance pupil and the real aperture and Ni that

between the latter and the exit pupil:

S0a
σ0
o

5
1

No

σ0
i

S0a
5

1

Ni

(25.44)

We have not yet fully specified T(z), for we see from Eq. (25.40c) that the object asymptote

τo intersects the entrance pupil at τo(zαo)5 τ0o(zao � zo) so that from Eq. (25.40�25.42)

τao52
τ0o
σ0
o

5
S0aTa
σ0
o

(25.45)

or

τao5
Ta

No

(25.46)

By choosing

T zað Þ5No (25.47)

so that

τao5 1 (25.48)

we express the aberrations in terms of asymptotic object coordinates (in z5 zo) and

entrance pupil coordinates (in z5 zao). (If we had set T(za)5 1, τao5 1/No, the aberrations

would have been expressed in terms not of entrance pupil coordinates but of real aperture

coordinates, which is not so convenient; the important point is that the aberrations do

actually vanish in z5 za.) These relations and some simple consequences of them are listed

in Table 25.1
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The general paraxial solution is now

x zð Þ5 xoS zð Þ1 xaT zð Þ
y zð Þ5 yoS zð Þ1 yaT zð Þ (25.49)

in which xa, ya are position coordinates in the entrance pupil plane. (They should strictly

speaking be denoted xao, yao, but we drop the second suffix since no confusion should

arise.) With the boundary conditions already explained, the asymptotic aberrations at the

image plane zi are given by

Δxi52
1

τ0o

@SIoi
@xa

Δyi52
1

τ0o

@SIoi
@ya

(25.50)

and the various coefficients can hence be written down immediately. Our purpose here is to

enquire how they vary when the (real) aperture and (asymptotic) object are shifted, and how

this variation compares with the simple polynomial forms obtained earlier.

Let us suppose that the image magnification is initially M1 and the pupil magnification N1;

we add the label 1 to the other relevant quantities, S1, T1 in particular. After moving object

and aperture, the magnifications become M2 and N2 and the new fundamental paraxial

solutions, S2 and T2, are linear combinations of their predecessors,

S2 5λsS11λtT1
T2 5μsS11μtT1

(25.51)

Table 25.1: Relations between the asymptotes to S(z) and T(z) and various paraxial properties:

pupil magnification, N; magnification, M; focal length, f; and others

σo zð Þ5σ0
o z2 zoð Þ1 15σ0

o z2 zaoð Þ σi zð Þ5σ0
i z2 zið Þ1M5σ0

i z2 zaið Þ
τo zð Þ5 τ0o z2 zoð Þ5 τ0o z2 zaoð Þ1 1 τ i zð Þ5 τ0i z2 zið Þ5 τ0i z2 zaið Þ1N

σ0
o 5 � 1

zao 2 zo
5

1

f m2mað Þ σ0
i 5

M

zi 2 zai
5

σ0
o

N

τ0o 5
1

zao 2 zo
5 2

1

f m2mað Þ τ0i 5
τ0o
M

5
N

zai 2 zi

Ta 5No 5
σ0
o

S0a
Ni 5

S0a
σ0
i

zi 2 zFi 5 2 fM zo 2 zFo 5
f

M
5 fm

N5NoNi
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By considering the relations between the asymptotes to these rays and the object and

aperture positions (Table 25.1), it is easily seen that

λs5
zo1 2 zao2

zo2 2 zao2
5

m1 2 n2

m2 2 n2

λt 5
zao1 2 zao2

zo2 2 zao2
5

n1 2 n2

m2 2 n2

μs5
zo22 zo1

zo2 2 zao2
5

m2 2m1

m2 2 n2

μt 5
zo22 zao1

zo22 zao2
5

m22 n1

m22 n2

(25.52)

The individual aberration coefficients can be expressed in terms of the integrals

Iij :¼
1

τ0o

ðN
2N

Λm zð ÞSiTj dz i1 j5 4; i; j5 02 4

I00 :¼
η2

φ̂

ðN
2N

B2 zð Þ dz
(25.53)

in which Eq. (25.32)

Λm zð Þ :¼ η4B4

12φ̂
2
1

5

48

η2B02

φ̂
2

η2BBv
48φ̂

(25.54)

and

Jij :¼
ðN
N

Λa zð ÞSiTj dz i1 j5 2 i; j5 02 2 (25.55)

in which Eq. (25.32)

Λa zð Þ :¼ 1

16

ηBv

φ̂
1=2

1
2η3B3

φ̂
3=2

 !
(25.56)

For m5m1 and n5 n1, we have

C1 5 I
ð1Þ
04

K1 5 I
ð1Þ
13 2 12m2

1

� �
=8f 2 m12n1ð Þ2 k1 5 J02

A1 5 I
ð1Þ
22 2

1

6
τ01oI001 12m1n1ð Þ=4f 2 m12n1ð Þ2 a15 2J11

F1 5 2I
ð1Þ
22 1

1

6
τ01oI001 12m1n1ð Þ=2f 2 m12n1ð Þ2

D1 5 I
ð1Þ
31 2 3 12 n21

� �
=8f 2 m12n1ð Þ2 d15 J20

(25.57)
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For any other pair of reciprocal magnifications m2, n2, similar expressions relate C2, K2, . . .
d2 to I

ð2Þ
ij and J

ð2Þ
ij . Using Eq. (25.51), it is easy to express the integrals I

ð2Þ
ij and J

ð2Þ
ij in terms

of I
ð1Þ
ij and J

ð1Þ
ij and hence C2 . . . d2 in terms of C1, . . . d1. The results are as follows.

I
ð2Þ
40

I
ð2Þ
31

I
ð2Þ
22

I
ð2Þ
13

I
ð2Þ
04

0
BBBBBBBB@

1
CCCCCCCCA

5 I

I
ð1Þ
40

I
ð1Þ
31

I
ð1Þ
22

I
ð1Þ
13

I
ð1Þ
04

0
BBBBBBBB@

1
CCCCCCCCA

J
ð2Þ
20

J
ð2Þ
11

J
ð2Þ
02

0
BB@

1
CCA5 J

J
ð1Þ
20

J
ð1Þ
11

J
ð1Þ
02

0
BB@

1
CCA (25.58)

where

I5
m12 n1

m22 n2
I
�

and

I
�
115λ4

s ; I
�
1254λ3

sλt; I
�
1356λ2

sλ
2
t ; I

�
1454λsλ3

t ; I
�
155λ4

τ

I
�
215λ3

sμs; I
�
2253λ2

sλtμs1λ3
sμt; I

�
2353λsλ2

t μs13λ2
sλtμt; I

�
245λ3

t μs13λsλ2
t μt; I

�
255λ3

t μt

I
�
315λ2

sμ
2
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�
3252 λ2

sμsμt1λsλtμ2
s

� �
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�
335λ2

sμ
2
t 1μ2
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This question, the variation of the aberrations when object and aperture (or stop) are shifted,

has a long history in light optics, and we draw attention to the work that is closest to the

contents of this chapter. The earliest thorough exploration, using the eikonal or characteristic

function, is that of T. Smith (1921/22) but owing to the extreme generality of the results, and to

the fact that the latter were not expressed in terms of familiar quantities, his findings were

frequently referred to but little used. For a more recent account, see Pegis (1961) The problem

was solved in language of direct use to the lens designer by a series of members of van Heel’s

laboratory in Delft (Korringa, 1942; Stephan, 1947; Brouwer, 1957). The full matrix treatment

developed by Brouwer renders his work easy to apply and we can derive Eqs (25.59�25.60)

straightforwardly by his methods. This requires the notion of aberration matrices, however,

and we therefore postpone further discussion to Chapter 27, Aberration Matrices and the
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Aberrations of Lens Combinations, where these are introduced. For a very scholarly account of

the various formulations of aberration theory with many more references, see Focke (1965) and

for a more recent development, Velzel (1987) and Velzel and de Meijere (1988).

25.8 Thin-Lens Approximations

The computations by Renau and Heddle (1986b) of the aberration coefficients of accelerating

two-cylinder electrostatic lenses suggested that these are, to a good approximation, related in

a simple way. Hawkes (1987) showed that these relations emerge naturally from a study of

the thin-lens approximation. Explicitly, Renau and Heddle showed that the quantities

m1352 f 4o =fi
� �

i6 m2352 f 3o i52 1=2

m1452 3f 3o i5 m2452 f 2o fi i3 1 i4ð Þ
m1552 f 2o fi i31 i4ð Þ m2552 3fof

2
i i2

m1652 fof
2
i i22 1=2 m2652 4i1

(25.61)

satisfy the relations

m2j

m1j

5
φi

φo

� 	1=4
j5 3; 4; 5; 6 (25.62)

remarkably well. This cannot be true in general but if we use (24.62) to derive thin-lens

formulae for the ij, the ratios do indeed show this behaviour. Setting g5φ1=4G and g5φ1=4G in

the integrals for the ij (25.31) and replacing g in the integrands by φ1=4
o and g by φ1=4

i , we find

m135φ1=2
i f 3o a m235 φoφi

� �1=4
fif

2
o a2 3=8

m145 3 φoφi

� �1=4
fif

2
o a1 3=8 m245 3φ1=2

o f 2i foa

m155 3φ1=2
o f 2i foa m255 3φ3=4

o φ21=4
i f 3i a1 3=8

m165φ3=4
o φ21=4

i f 3i a2 3=8 m265φoφ
21=2
i f 4i =fo

� �
a

(25.63)

and so
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(25.64)

in which s5 ðφi=φoÞ1=4 and a5
Ð ðA0=φÞdz. When the correction terms are negligible,

we have m2j /m1j� s.
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The thin-lens approximation also helps to explain Rempfer’s mistaken claim that the

aberrations of electrostatic lenses are characterized by fewer coefficients than is generally

believed (Rempfer, 1985, repeated in Rempfer, 1999a). A note pointing out that her

reasoning was faulty (Hawkes, 1999) was not accepted by Rempfer (1999b). After further

exchanges (Rempfer, 2000, Hawkes, 2000), however, she was finally convinced by

computations demonstrating that her claim was correct only in the thin-lens approximation

(Hawkes and Lencová, 2002).
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CHAPTER 26

Chromatic Aberrations

26.1 Real Chromatic Aberrations

Electron guns do not furnish rigorously monoenergetic beams of particles and the voltage

and current supplies needed to excite electron lenses are never perfectly stable. The

spread of energies in a beam is usually further broadened by its passage through a

specimen, for inelastically scattered electrons will emerge with diminished energy. The

initial energy spread is typically a few electronvolts for thermionic emitters and about

1 eV for field emitters; power supplies can be stabilized to within a few parts in a million

(better than 1 V at 100 kV) and although the specimen energy losses may reach tens or

hundreds of electronvolts for moderately thick specimens, the mean loss is often much

smaller.

In a column of lenses, the image plane conjugate to some fixed plane will therefore

inevitably fluctuate, retreating towards the fixed plane if the electron energy falls or the

lens strength increases and vice versa. Since fluctuations of lens strength may be rapid and

the energy of the beam will be spread over a finite if narrow range, these phenomena must

be expected to blur the image. The resulting effects are known as the chromatic aberrations

and are characterized by a set of chromatic aberration coefficients. The latter are

conveniently calculated by perturbation theory, taking M(2) as the unperturbed refractive

index and writing

M Pð Þ5
@M 2ð Þ

@φ
Δφ1

@M 2ð Þ

@B
ΔB (26.1)

From Eq. (15.24), we see that
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so that introducing rotating coordinates (15.9),
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(26.3)

With x5 xos1 xat, y5 yos1 yat, we find
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Using Eq. (24.29), we obtain the following expressions in a general plane:
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and in the image plane
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The integrals may be rewritten in the convenient forms
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In practice, we take Δφ to be a variation of the accelerating voltage φ0, and ΔB a variation

of the maximum magnetic field B0. Thus if B(z)5B0b(z), ΔB5 b(z)ΔB05BΔB0/B0,

provided that b(z) does not alter; this is true if the metal of the lens is not saturated. We can

then apply Ampère’s circuital theorem (Fig. 36.2), so that for a lens of traditional design,

with a winding of N turns carrying a current I,ðN
2N

B zð Þ dz5B0

ðN
2N

b zð Þ dz5μoNI (26.8)

and so
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In the magnetic case (φ � φ0), we write
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where
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In the electrostatic case, ΔB � 0 and we write
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On measuring the variations in accelerating voltage or energy spread in terms not of φ0 but

of φ̂0 in the magnetic case, so that Δφ̂0 5 γΔφ0, and replacing xa, ya by x0o, y
0
o, we find the

following expressions, which are the most common forms of the chromatic aberration

coefficients:
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with
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It is not convenient to use Δφ̂0=φ̂0 in the electrostatic case, and the counterparts of

Eq. (26.14�26.15) are then
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The chromatic aberrations are therefore of two kinds: an axial or ‘aperture’ aberration,

characterized by Cc, which is invariably known simply as the chromatic aberration

coefficient, and a distortion, characterized by CD1 iCθ. The term in Cc, like the spherical

aberration, creates an aberration disc, the radius of which in the image plane is the same for

all points in the object plane. This radius, MΔr(c), is given by

MΔr cð Þ5M Δx cð Þ21Δy cð Þ2� �1=2
or referred back to object space,

Δr cð Þ5Cc x0o
2
1y0o

2
� �1=2

Δc 5CcθoΔc

or

Δr cð Þ5 ~Cc x2a1y2a
� �1=2

Δc5 ~CcraΔc (26.18)

where θo :¼ ðx0o21y0o
2Þ1=2; ra :¼ ðx2a1y2aÞ1=2 and Δc is the appropriate term in Δφ0 or Δφ̂0

and ΔB0. (Note that the radius of the aberration disc is the same for a variation of the form

φ0-φ01Δφ0, and likewise for B0, as it is for a variation φ0-φ0�Δφ0. Some thought must

therefore be given to the meaning of Δφ0 when calculating the size of the disc. Cf. Orloff,

1983b.) The current distribution in the aberration disc will be determined by the energy

distribution as well as the energy spread. This point is examined by Barth and Nykerk (1999).

From Eqs (26.15, 26.17), we see that, again like Cs, Cc is always positive with the sign

convention we have adopted (minus signs have been inserted in Eqs (26.14, 26.16) purely

for convenience, since Δφ0 and ΔB0 are usually oscillatory fluctuations about φ0 and B0

rather than steady drifts, though the latter are not of course excluded if present). This result

too was first obtained by Scherzer (1936b). Methods of correcting or eliminating this

chromatic aberration will be discussed at the same time as those for combating spherical

aberration in Chapter 41 of Volume 2. In practice, however, it is more usual and certainly

easier to reduce the energy spread of the incident beam by means of a monochromator than

to incorporate a chromatic-aberration corrector in the instrument.

The chromatic aberration Cc is of most concern in objective lenses, where the angles are

comparatively large, while the distortions characterized by CD and Cθ mainly affect

projectors, where the angles are small but the rays are farther from the axis. The isotropic

chromatic distortion coefficient, CD, is commonly known as the chromatic aberration of

magnification, since we may write

ui5M 12CD

Δφ̂0

φ̂0

2 2
ΔB0

B0

 !( )
uo (26.19)

in the magnetic case, and similarly for electrostatic lenses.
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The anisotropic chromatic distortion coefficient, Cθ, is often known as the chromatic

aberration of rotation, since it causes a small change in the image rotation in magnetic

lenses. We note that Cθ is equal to half the image rotation Eq. (15.27).

A slightly different way of considering the chromatic aberrations yields forms for the

coefficients that can save a lot of calculation. We now denote the paraxial solution

corresponding to accelerating voltage φ̂0 by w(z, φ̂0), so that
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5wog z; φ̂0

� �
1w0

oh z; φ̂0

� �
(26.20)

In the image plane zi for φ̂0, we have h(zi, φ̂0)5 0. Hence
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This form is most useful when the lens is operating at high magnification, zo-zFo. Since in

general

xi5Mxo 2MCcx
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Likewise,
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(26.22b)

These expressions are particularly convenient when field models that yield explicit

formulae for the cardinal elements are being studied (Lenz, 1982a).

26.2 Asymptotic Chromatic Aberrations

These aberration coefficients can be written down immediately as there is no term

analogous to L3(x
021 y02)2 (24.2) needing special attention. We find
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for magnetic and electrostatic lenses, respectively, where
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These can of course be cast into polynomial form with the aid of Eq. (25.9) (Hawkes,

1980a; Shimoyama, 1982):
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A (26.25)

in which for magnetic lenses,
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and for electrostatic lenses
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(26.27)

26.3 Higher Order Chromatic Aberration Coefficients

If the primary chromatic aberrations have been corrected, it may be necessary to study the

chromatic aberrations of third order (fourth rank) and of second degree (third rank: linear in

position and gradient, quadratic in the Δφ0=φ0 orΔB0=B0), if only to be sure that their

influence is small. We follow Rose in using order to signify the sum of the exponents of

position and gradient coordinates while degree is a measure of the power of the chromatic

parameter Δc. For any given aberration, order1 degree5 rank, so that the higher the rank,

the less important the aberration will be.

Both these sets of aberrations have been studied by Liu (2007, 2017) and we reproduce his

formulae for the various coefficients below.
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26.3.1 Third-Order (Fourth-Rank) Aberrations

These are aberrations that depend on third powers of the position and gradient coordinates

and are linear in Δφ0=φ0 orΔB0=B0. Full details of the calculation that leads to the

expressions for the coefficients and of the MATHEMATICA program with which they were

obtained are given by Liu (2007, 2017). Here we list only the results. The calculation is

performed in the rotating coordinate system and we write

r5 ðx; yÞ; r05 ðx0; y0Þ; r� 5 ð2y; xÞ (26.28)

The aberration coefficients are characterized by the following expression for Δr:
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with a similar expression for ~B in which B replaces φ.

The coefficients can be written in unified form
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0 1ΞXc4g
2 1ΞXc5gh

0 1ΞXc6gg
01ΞXc7h

02

(26.31)

in which X may denote φ or B. In the course of the calculation, the contributions to each

coefficient are divided into two groups, ‘intrinsic’ and ‘combined’; this is indicated by the

second subscript, i or c.

Intrinsic contribution

Isotropic aberrations

CXi5 4 fX;0;2;0 K1Xi5 fX;0;1;1 K2Xi5 2 fX;0;1;1

AXi5 2 fX;0;0;2 FXi52 fX;1;1;0 DXi5 fX;1;0;1
(26.32a)

Anisotropic aberrations

cXi5 0 k1Xi5 3ð fX;0;1;0Þ� k2Xi52 2ð fX;0;1;0Þ�
aXi5 2ð fX;0;0;1Þ� fXi52ð fX;0;0;1Þ� dXi5 ð fX;1;0;0Þ�

(26.32b)

Combined contribution. Each coefficient has at most eight elements; these are listed

separately as CXc0, . . . CXc7, for example. CXc5
P

jCXcj.
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26.3.1.1 Isotropic Aberrations

Spherical aberration
CXc0524ε020fX0101 2ε011f0101 8f020;ofX0101 12f020εX001

2 6f011εX0101 24f020fX010;o

CXc152CXð f010Þ� 2 3

�
φ
φo

�1=2
ð fX000Þ� ð f010Þ�

CXc25 0

CXc35 2BXf0112 3fmn2fX001

CXc45CXc65CXc7 5 0

CXc55 6fmn2fX0102 8BXf020

(26.33)

Coma

K1Xc0 52ε011fX0011 4ε110fX0101 2f011;ofX0101 f011εX0012 4f002εX010
1 8f020εX1001 4f020fX001;o 1 4f011fX010;o 1 3ðε010Þ�ð fX000Þ� 1 3ð f010Þ� ðεX000Þ�

K1Xc1 522ðφφoÞ1=2K0fX0011CXð f001Þ� 2 2

�
φ
φo

�1=2
ð f001Þ� ð fX000Þ�

K1Xc2 5 4ðφφoÞ1=2K0fX0102 3CXð f010Þ�1
�
φ
φo

�1=2
ð f010Þ� ð fX000Þ�

K1Xc3 5 4BXf1102 2fmn3fX0012 2fmn2fX100

K1Xc4 5K1Xc65K1Xc7 5 0

K1Xc5 522BXf0111 fmn2fX0011 4fmn3fX010

(26.34)
K2Xc052 2ε011fX0011 4ε002fX0101 4f001;ofX0101 2f011εX0012 4f002εX010

2 8f110εX0101 16f020εX1001 8f020fX001;o 1 8f011fX010;o2 2ðε010Þ� ð fX000Þ�
2 2ð f010Þ�ðεX000Þ�

K2Xc15 2ðφoφÞ1=2K0fX0011 2

�
φo

φ

�1=2
M0fX0012 2CXð f001Þ�

K2Xc252 4ðφφoÞK0fX0101 2CXð f010Þ� 2 6

�
φ
φo

�1=2
ð f010Þ� ð fX000Þ�

K2Xc35 4BXf0022 4fmn2fX100

K2Xc45 0

K2Xc5524BXf0012 2fmn2fX0011 4fmn3fX010

K2Xc65 4fmn2fX010

K2Xc75 4

�
φo

φ

�1=2
N0fX001

(26.35)
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Astigmatism

AXc0 522ε002fX0011 2

�
φ0

φ

�1=2
fmn3fX0011 4ε101fX0101 4f002;ofX0102 2f002εX001

24f101εX0101 8f011εX1001 4f011fX001:o 11 4f002fX010:o1 2ðε001Þ� ð fX000Þ�

1 2ð f001Þ� ðεX000Þ� 2 4ð f010Þ� ð fX000;oÞ� 2 2

�
φ0

φ

�1=2
Q0ð fX000Þ�

(26.36)

AXc1 5 2

�
φ
φo

�1=2
ð f100Þ� ð fX000Þ� 2 8ðφφÞ1=2K0fX100

AXc2 5 6ðφφÞ1=2K0fX0012 6

�
φ
φo

�1=2
ð f001Þ� ð fX000Þ�

AXc3 5 4BXf1012 8fmn3fX100

AXc4 5 2

�
φ
φo

�1=2
ð f010Þ� ð fX000Þ� 2 4ðφφÞ1=2K0ð fX010Þ�

AXc5 5 2fmn3fX0012 4BXf002

AXc6 5 4fmn3fX010

AXc7 5 0

Field curvature

FXc0 522ε110fX0011 2ε101fX0101 4f110;ofX0102 2f110εX0012 2f101εX0101 4f011εX100
12f011fX001;o 1 4f110fX010;o 2 ðε001Þ� ð fX000Þ� 2 ð f001Þ� ðεX000Þ� 1 6ð f010Þ� ð fX000;oÞ�

14

�
φo

φ

�1=2
fmn2fX1001 3

�
φo

φ

�1=2
Q0ð fX000Þ�

FXc1 5 8ðφφoÞ1=2K0fX1002 3

�
φ
φo

�1=2
ð f100Þ� ð fX000Þ�

FXc2 5

�
φ
φo

�1=2
ð f001Þ� ð fX000Þ� 2 6ðφφoÞ1=2K0fX001

FXc3 5 2BXf1012 fmn1fX001

FXc4 5 4ðφφoÞ1=2K0fX0102 3

�
φ
φo

�1=2
ð f010Þ� ð fX000Þ�

FXc5 524BXf1101 2fmn1fX0102 4fmn2fX100

FXc6 5 2fmn2fX001

FXc7 5 0

(26.37)
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Distortion

DXc0 52ε101fX0011 8ε200fX0101 2f101;ofX0102 3f101εX0011 4ðf0021 f110ÞεX100
12ðf0021 f110ÞfX001;o 1 ðε100Þ� ð fX000Þ� 1 ð f100Þ� ðεX000Þ� 1 ð f001Þ� ð fX000;oÞ�

14

�
φo

φ

�1=2
fmn3fX100

DXc1 5DXc7 5 0

DXc2 52CXð f100Þ� 2
�
φ
φo

�1=2
ð fX000Þ� ð f100Þ�

DXc3 5 8BXf2002 2fmn1fX100

DXc4 52

�
φ
φo

�1=2
ð f001Þ� ð fX000Þ�

DXc5 522BXf1011 fmn1fX0012 4fmn3fX100

DXc6 5 2fmn3fX001

(26.38)

26.3.1.2 Anisotropic Aberrations

Spherical aberration

cXc0 522εX010ð f010Þ� 2 2fX010ðε010Þ� 2 4ε020ð fX000Þ� 2 4f020ðεX000Þ�

cXc1 52CXf0112

�
φ
φo

�1=2
fX001ð f010Þ�

cXc2 5 4CXf0201 2

�
φ
φo

�1=2
fX010ð f010Þ�

cXc3 5 fmn2ðfX000Þ� 2 2BXðf010Þ�

cXc4 5 cXc55 cXc65 cXc7 5 0

(26.39)

Coma

k1Xc0524εX010ð f001Þ�13εX001ð f010Þ�112fX010;oð f010Þ�12fX010ðε001Þ� 2 fX001ðε010Þ�

16fX010ð f010;oÞ�2ε011ð fX000Þ�2 f011ðεX000Þ�112f020ð fX000;oÞ�12

�
φo

φ

�1=2
fmn2ð fX000Þ�
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k1Xc1522CXf1102 2

�
φ
φo

�1=2
fX001ð f001Þ�2 6

�
φ
φo

�1=2
fX100ð f010Þ� 1 4ðφφÞ1=2K0ð fX000Þ�

k1Xc25CXf0111 9

�
φ
φo

�1=2
fX001ð f010Þ�

k1Xc35 2BXð f001Þ�

k1Xc4524

�
φ
φo

�1=2
fX010ð f010Þ�

k1Xc55 8φ1=2
o Q0fX0102 6BXð f010Þ� 1 fmn2ð fX000Þ�

k1Xc65 k1Xc75 0

(26.40)

k2Xc052 2εX001ð f010Þ� 2 8fX010;oð f010Þ� 2 4fX010ðε001Þ� 1 2fX001ðε010Þ�2 4fX010ð f010;oÞ�

2 2ε011ð fX000Þ� 2 2f011ðεX000Þ� 2 8f020ð fX000;oÞ� 2 2

�
φo

φ

�1=2
fmn2ð fX000Þ�

k2Xc1522CXf0021 4

�
φ
φo

�1=2
fX100ð f010Þ�2 2ðφφoÞ1=2K0ð fX000Þ�

k2Xc25 2CXf0112 6

�
φ
φo

�1=2
fX001ð f010Þ�

k2Xc3524BXð f001Þ�

k2Xc45 8

�
φ
φo

�1=2
fX010ð f010Þ�

k2Xc55 4BXð f010Þ� 1 2fmn2ð fX000Þ�

k2Xc65 0

k2Xc7522

�
φo

φ

�1=2
N0ð fX000Þ�

(26.41)
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Astigmatism

aXc0 522ðε001Þ� fX0011 4
φo

φ1=2
Q0fX0012 2εX001ð f001Þ� 1 4fX010;oð f001Þ� 1 8εX100ð f010Þ�

1 4fX001;oð f010Þ�2 4εX010ð f1001Þ� 1 4fX010ðε100Þ� 1 4fX010ð f001;oÞ� 2 2ε002ð fX000Þ�

2 2f002ðεX000Þ� 1 4f011ð fX000;oÞ�1 2

�
φo

φ

�1=2
fmn3ð fX000Þ�

aXc15 2

�
φ
φo

�1=2
fX001ð f100Þ� 2 2CXf101

aXc25 2CXf0021 2

�
φ
φo

�1=2
fX001ð f001Þ�2 8

�
φ
φo

�1=2
fX100ð f010Þ� 2 4

�
φ
φo

�1=2
fX010ð f100Þ�

1 6ðφφoÞ1=2K0ð fX000Þ�

aXc35 4BXð f100Þ�2 16φ1=2
o QofX100

aXc45 0

aXc55 2fmn3ð fX000Þ�2 4BXð f001Þ�
(26.42)

Field curvature

fXc05 ðε001Þ�fX0012 2

�
φo

φ

�1=2
Q0fX0011 εX001ð f001Þ� 2 2fX010;oð f001Þ�

24εX100ð f010Þ�2 2fX001;oð f010Þ�2 2εX010ð f100Þ� 2 6fX010ðε100Þ�
22fX010ð f001;oÞ� 2 2ε110ð fX000Þ�2 2f110ðεX000Þ�2 2f011ð fX000;oÞ�

22

�
φo

φ

�1=2
fmn3ð fX000Þ�

fXc152CXf1012 3

�
φ
φo

�1=2
fX001ð f100Þ�

fXc25 2CXf1102

�
φ
φo

�1=2
fX001ð f001Þ� 1 4

�
φ
φo

�1=2
fX100ð f010Þ�

1 2

�
φ
φo

�1=2
fX010ð f100Þ� 2 2ðφφoÞ1=2K0ð fX000Þ�

fXc35 8φ1=2
o Q0fX1002 6BXð f100Þ�1 fmn1ð fX000Þ�

fXc45 2

�
φ
φo

�1=2
fX010ð f001Þ�

fXc55 2BXð f001Þ�
fXc65 fXc7 5 0

(26.43)
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Distortion

dXc0 5 4
φo

φ1=2
Q0fX1001 2εX100ð f001Þ� 1 fX001;oð f001Þ� 2 3εX001ð f100Þ� 2 fX001ðε100Þ�

1 2fX010ð f100;oÞ� 2 ε101ð fX000Þ� 2 f101ðεX000Þ� 1 2f110ð fX000;oÞ�

dXc1 524CXf2001 2 2

�
φ
φo

�1=2
fX100ð f100Þ�

dXc2 5CXf1011

�
φ
φo

�1=2
fX001ð f100Þ�

dXc3 5 dXc75 0

dXc4 5 2ðφφoÞ1=2K0ð fX000Þ�

dXc5 524φ1=2
o Q0fX1002 2BXð f100Þ� 1 fmn1ð fX000Þ�

dXc6 5 2φ1=2
o Q0fX001

(26.44)

26.3.1.3 Definitions

The quantities appearing in these formulae are defined as follows:

Aφ 5
φo

16φ3=2
η2B2 1φv
� �

AB52
η2B2

4φ1=2

Bφ 5φo=4φ
1=2 BB5 0

Cφ 5 ηBφo=4φ CB52ηB=2

(26.45)

K05
η2B2

8φ3=2

L05
1

32φ3=2
η4B41 2η2B2φv2 4η2BBvφ1φv2 2φφð4Þ� �

M05
η2B2

8φ1=2

N05
φ1=2

2

P05
η

16φ3=2
η2B31φvB2φBv
� �

Q05
ηB

4φ1=2
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Lφ5
φo

64φ3=2
η4B42 2η2B2φv2 3φv21

φφð4Þ

φ0

 !

Mφ5
φo

16φ3=2
η2B22φv
� �

Nφ5
φo

4φ1=2

LB52
η2BBv
8φ1=2

MB5 0

NB5 0

(26.46)

fX20052
1

4
LXg

42
1

2
MXg

2g022
1

4
NXg

04

fX11052
1

2
LXg

2h22
1

2
MX g2h021 g02h2
� �

2
1

2
NXg

02h02 2φoKX

fX10152 LXg
3h2MXgg

0 gh0 1 g0hð Þ2NXg
03h0

fX02052
1

4
LXh

42
1

2
MXh

2h022
1

4
NXh

04

fX01152 LXgh
32MXhh

0 gh0 1 g0hð Þ2NXg
0h03

fX00252LXg
2h22 2MXgg

0hh02NXg
02h02 1φoKX

ð fX100Þ�52φ1=2
o PXg

21QXg
02� �

ð fX010Þ�52φ1=2
o PXh

21QXh
02� �

ð fX001Þ�522φ1=2
o PXgh1QXg

0h0ð Þ

(26.47)

The same quantities without suffix X are obtained by replacing

LX;MX; . . .QX by L0;M0; ::Q0. Addition of o to the subscript indicates that this quantity

is to be evaluated at the object plane, z5 zo.

fmn15M0g
21N0g

02

fmn25M0h
21N0h

02

fmn35M0gh1N0g
0h0

458 Chapter 26



The quantities in ε denote

εXijk 5
ðz
zo

fXijkdζ (26.48)

26.3.2 Third-Rank Aberrations

We are now concerned with aberrations that are linear in the position or gradient

coordinates and quadratic in Δφ=φ and ΔB=B. They are defined by

Δr52 Φ
_ Δφ

φ

� �2
2 B

_ ΔB

B

� �2
2 Ψ

_ Δφ
φ

� �
ΔB

B

� �
(26.49)

As in the previous section, each coefficient is the sum of an ‘intrinsic’ part (label i) and a

‘combined’ part (label c). We have

Φ
_
5 CiC 1C

ðφÞ
cC

� �
r0o1 CiM 1C

ðφÞ
cM

� �
ro 1 CiR1C

ðφÞ
cR

� �
ro
� 1C

ðφÞ
cS r

0
o
�

B
_
5C

ðBÞ
cC r

0
o 1C

ðBÞ
cMro 1C

ðBÞ
cR r

�
o 1C

ðBÞ
cS r

0
o
�

Ψ
_
5C

ðΨÞ
cC r

0
o1C

ðΨÞ
cMro1C

ðΨÞ
cR r

�
o 1C

ðΨÞ
cS r

0
o
�

(26.50)

Intrinsic part

CiC 5
2

φ1=2
o

ðzi
zo

fφ2;010dz

CiM 5
1

φ1=2
o

ðzi
zo

fφ2;001dz

CiR5
1

φ1=2
o

ðzi
zo

fφ2;000dz

(26.51a)

in which

fφ2;01052
φ2
o

64φ5=2
3φv1 η2B2
� �

h2 1 4φh02
� 	

fφ2;00152
φ2
o

32φ5=2
3φv1 η2B2
� �

gh1 4φg0h0
� 	

fφ2;00052
1

16

�
φo

φ

�5=2
ηB

(26.51b)
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Combined part

C
ðXÞ
cC 5

1

φo

ðzi
zo

Γ ðXÞ
C1h

2 1Γ ðXÞ
C2gh1Γ ðXÞ

C3hh
01Γ ðXÞ

C4g
0h1Γ ðXÞ

C5gh
01Γ ðXÞ

C6h
021Γ ðXÞ

C7g
0h0

� �
dz

C
ðXÞ
cM 5

1

φo

ðzi
zo

Γ ðXÞ
M1h

2 1Γ ðXÞ
M2gh1Γ ðXÞ

M3hh
01Γ ðXÞ

M4g
0h1Γ ðXÞ

M5gh
01Γ ðXÞ

M6h
021Γ ðXÞ

M7g
0h0

� �
dz

C
ðXÞ
cR 5

1

φo

ðzi
zo

Γ ðXÞ
R1 h

2 1Γ ðXÞ
R2 gh1Γ ðXÞ

R3 hh
01Γ ðXÞ

R4 g
0h1Γ ðXÞ

R5 gh
01Γ ðXÞ

R6 h
021Γ ðXÞ

R7 g
0h0

� �
dz

C
ðXÞ
cS 5

1

φo

ðzi
zo

Γ ðXÞ
S1 h

2 1Γ ðXÞ
S2 gh1Γ ðXÞ

S3 hh
01Γ ðXÞ

S4 g
0h1Γ ðXÞ

S5 gh
01Γ ðXÞ

S6 h
021Γ ðXÞ

S7 g
0h0

� �
dz

(26.52)

in which, as before, X represents φ; B or Ψ. The quantities Γ are as follows:

Electrostatic group

Γ ðφÞ
C1 5 2Aφεφ0011 4Aφ fφ010;o2Cφð fφ000Þ� Γ ðφÞ

C2 524Aφεφ010 Γ ðφÞ
C3 5 2Bφ fφ001

Γ ðφÞ
C4 5 0 Γ ðφÞ

C5 524Bφ fφ010 Γ ðφÞ
C6 5 2Bφ εφ0011 2fφ010;o

� �
Γ ðφÞ

C7 524Bφεφ010

Γ ðφÞ
M15 4Aφεφ1001 2Aφ fφ001;o Γ ðφÞ

M2522Aφεφ0012Cφð fφ000Þ� Γ ðφÞ
M35 4Bφ fφ100

Γ ðφÞ
M452Cφðεφ000Þ� Γ ðφÞ

M5522Bφ fφ0011Cφðεφ000Þ� Γ ðφÞ
M65 2Bφ 2εφ1001 fφ001;o

� �
Γ ðφÞ

M7522Bφεφ001

Γ ðφÞ
R1 522 Cφ fφ1002Aφð fφ000;oÞ�

� �
Γ ðφÞ

R2 5Cφfφ0012 2Aφðεφ000Þ� Γ ðφÞ
R3 5 0 Γ ðφÞ

R4 5Cφεφ001

Γ ðφÞ
R5 52Cφεφ0012 2Bφð fφ000Þ� Γ ðφÞ

R6 5 2Bφð fφ000;oÞ� Γ ðφÞ
R7 522Bφðεφ000Þ�

Γ ðφÞ
S1 52Cφ fφ0012 2Aφðεφ000Þ� Γ ðφÞ

S2 5 2Cφ fφ010 Γ ðφÞ
S3 522Bφð fφ000Þ�

Γ ðφÞ
S4 5 2Cφεφ010 Γ ðφÞ

S5 522Cφεφ010 Γ ðφÞ
S6 522Bφðεφ000Þ� Γ ðφÞ

S7 5 0

(26.53)

Magnetic group

These terms are obtained from the electrostatic group above by replacing φ everywhere by B.

Mixed group

These terms are a modified version of the sums of the electrostatic and magnetic terms

above:

Γ ðΨÞ
Lj -Γ ðφÞ

Lj 1Γ ðBÞ
Lj j5 1; . . .; 7

where L represents C, M, R or S. The modification requires the first appearance of φ in the

electrostatic terms to be replaced by B and the first appearance of B in the magnetic terms
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to be replaced by φ. This rule will be useful when programming the formulae. To prevent

confusion, we now list the terms in Γ ðψÞ:

Γ ðΨÞ
C1 5 2ABεφ0011 4ABfφ010;o 2CBð fφ000Þ�1 2AφεB0011 4AφfB010;o2Cφð fB000Þ�

Γ ðΨÞ
C2 524ðABεφ0101AφεB010Þ

Γ ðΨÞ
C3 5 2ðBBfφ0011BφfB001Þ

Γ ðΨÞ
C4 5 0

Γ ðΨÞ
C5 524ðBBfφ0101BφfφB010Þ

Γ ðΨÞ
C6 5 2Bφ εB0011 2fB010;o

� �
1 2BB εφ0011 2fφ010;o

� �
Γ ðΨÞ

C7 524ðBBεφ0101BφεB010Þ

Γ ðΨÞ
M1 5 2ð2ABεφ1001ABfφ001;o1 2AφεB1001AφfB001;oÞ

Γ ðΨÞ
M2 52f2ABεφ0011CBð fφ000Þ� 1 2AφεB0011Cφð fB000Þ�g

Γ ðΨÞ
M3 5 4ðBBfφ1001BφfB100Þ

Γ ðΨÞ
M4 52fCBðεφ000Þ� 1CφðεB000Þ�g

Γ ðΨÞ
M5 522ðBBfφ0011BφfB001Þ1CBðεφ000Þ

�
1CφðεB000Þ

�

Γ ðΨÞ
M6 5 2BB 2εφ1001 fφ001;o

� �
1 2Bφ 2εB1001 fB001;o

� �
Γ ðΨÞ

M7 522ðBBεφ0011BφεB001Þ

Γ ðΨÞ
R1 522 CBfφ1002ABð fφ000;oÞ�1CφfB1002Aφð fB000;oÞ�

� �
Γ ðΨÞ

R2 5CBfφ0011CφfB0012 2fABðεφ000Þ�1AφðεB000Þ�g
Γ ðΨÞ

R3 5 0

Γ ðΨÞ
R4 5CBεφ0011CφεB001

Γ ðΨÞ
R5 52ðCBεφ0011CφεB001Þ2 2fBBð fφ000Þ�1Bφð fB000Þ�g

Γ ðΨÞ
R6 5 2fBBð fφ000;oÞ�1Bφð fB000;oÞ�g

Γ ðΨÞ
R7 522fBBðεφ000Þ�1BφðεB000Þ�g

Γ ðΨÞ
S1 52ðCBfφ0011CφfB001Þ2 2fABðεφ000Þ� 1AφðεB000Þ�g

Γ ðΨÞ
S2 5 2ðCBfφ0101CφfB010Þ

Γ ðΨÞ
S3 522fBBð fφ000Þ� 1Bφð fB000Þ�g

Γ ðΨÞ
S4 5 2ðCBεφ0101CφεB010Þ

Γ ðΨÞ
S5 522ðCBεφ0101CφεB010Þ

Γ ðΨÞ
S6 522fBBðεφ000Þ�1BφðεB000Þ�g

Γ ðΨÞ
S7 5 0

(26.54)
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CHAPTER 27

Aberration Matrices and the Aberrations
of Lens Combinations

We have seen in Section 16.2 that the cardinal elements of doublets and hence multiplets

can be obtained straightforwardly by multiplying the appropriate transfer matrices. A similar

procedure can be devised to express the aberration coefficients of a doublet (or multiplet) in

terms of those of the individual components. The coefficients of the aberration polynomials

of the multiplet can likewise be expressed in terms of those of the separate lenses.

For this, we introduce column vectors in an arbitrary pair of conjugate planes; we write

uo 5

uo

u0o
uor

2
o

u0or
2
o

uoVo

u0oVo

uoθ2o
u0oθ

2
o

uovo

u0ovo

0
BBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCA

(27.1)

in the object plane, with a similar expression for um, the corresponding vector in the image

plane, magnification M. Then we may write

um5Muo (27.2)

where M is a 103 10 matrix, which divides naturally into four block matrices:

M5
M1 M2

M3 M4

� �
(27.3)

M1 is the 23 2 paraxial matrix (16.20),

M15
M 0

c rm

� �
(27.4)
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in which we have introduced the convergence, c and the relative refractive index r (25.27):

c:52
1

fi
r:5

fo

fi
5

φ̂o

φ̂i

 !1=2

(27.5)

The matrix M2 has two rows and eight columns, the upper row containing the coefficients

describing the aberrations of position and the lower row those of gradient:

M2 ¼: Mm11 Mm12 Mm13 Mm14 Mm15 Mm16 Mm17 Mm18

m21 m22 m23 m24 m25 m26 m27 m28

� �
(27.6)

and

m115D1 id

m125F2A

m135 2A1 ia

m145 2K

m155K1 ik

m165C

m175 a

m185 2k

(27.7)

m21 5 cðD1 idÞ2 ri1m

m22 5 cðF2AÞ2 ðD2 idÞrm1
1

2
c2rm

m23 5 cð2A1 iaÞ2 2Drm1 c2rm

m24 5 2cK2 ð2A2 iaÞrm1 cr2m2

m25 5 cðK1 ikÞ2 ðF2AÞrm1
1

2
cr2m2

m26 5 cC2 ðK2 ikÞrm2
1

2
rmð12 r2m2Þ

m27 5 ca2 2drm

m28 5 2ck2 arm

(27.8)

in which i1 is defined in Eq. (25.31). The matrix M3 is null and M4, generated by M1,

encodes the rules needed for adding the aberration coefficients. It is easily seen that

M4 5

M3 0 0 0 0 0 0 0

cM2 rM 0 0 0 0 0 0

cM2 0 rM 0 0 0 0 0

c2M rc rc r2m 0 0 0 0

c2M 0 2rc 0 r2m 0 0 0

c3 rc2m 2rc2m 2r2cm2 r2cm2 r3m3 0 0

0 0 0 0 0 0 rM 0

0 0 0 0 0 0 rc r2m

0
BBBBBBBBBB@

1
CCCCCCCCCCA

(27.9)
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Suppose now that a second lens (or lens system) is characterized by a similar 103 10

matrix, M0, and that just as um5Muo, so u0m5M0um or

u0m5M0Muo (27.10)

It is convenient to write

P:5M0M P:5M0M p:5P21 (27.11)

and to write up instead of u0m, so that (27.10) becomes

up5Puo (27.12)

Clearly P must have the same block structure as M and M0 and indeed P1 is just the paraxial

matrix of the combination, which we have already met in Chapter 16, Gaussian Optics of

Rotationally Symmetric Systems: Asymptotic Image Formation (Eqs 16.29�16.34):

P1 5M0
1M15

P 0

cp rpp

� �
5

P 0

Dpcc
0 rpp

� �
(27.13)

with Dp:5 z0Fo � zFi and rp:5 rr0; P3 is of course null and P4 has the same structure as

M4 (27.9). It is P2 that is of interest, for it gives us the recipe for adding aberrations, long

known but intermittently rediscovered (e.g. Orloff, 1983a). Explicitly, we find

p115m111M2m0
111Mcðm0

121m0
13Þ1 c2ðm0

141m0
15Þ1 c3mm0

16

or

Dp1 idp 5D1 id1M2ðD0 1 id0Þ1McðF0 1A0 1 ia0Þ1 c2ð3K 0 1 ik0Þ1 c3C0

p125m121 rm0
12 1 rcmm0

141 rc2mm0
16

or

Fp 5F1 rF0 1 4rcmK 01 2rc2mC0

p13 5m131 rm0
131 rcmðm0

141 2m0
15Þ1 2rc2mm0

16

or

2Ap1 iap 5 2A1 ia1 rð2A0 1 ia0Þ1 rcmð4K 01 2ik0Þ1 2rc2mC0

p14 5m14 1 r2m2m0
141 2r2cm3m0

16

or

Kp 5K1 r2m2K 01 r2cm3C0

p155m151 r2m2m0
151 r2cm3m0

16
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or

Kp 1 ikp5K1 ik1 r2m2ðK 0 1 ik0Þ1 r2cm3C0

p165m161 r3m4m0
16

or

Cp5C1 r3m4C0

p17 5m171 rm0
171 rcmm0

18

or

ap5 a1 ra0 1 2rcmk0

p18 5m18 1 r2m2m0
18

or

kp5 k1 r2m2k0 (27.14)

(The last two relations, for p17 and p18, merely repeat information already provided by p13
and p15.) The fact that, with the exception of spherical aberration, each of the aberration

coefficients for a lens combination includes several of the coefficients of the individual

members is exploited in the design of aberration correctors (Chapter 41 of Volume 2).

Just as P must have the same overall structure as M, so must the elements of the aberration

submatrix P2 have the polynomial dependence on p that the elements of M2 have on m. A

somewhat lengthy calculation reveals that the relation between the polynomial coefficients

appearing in P2 and those in M2 and M0
2 is as follows, in which ij corresponds to M, i0j to

M0 and i
ðpÞ
j to P (j5 1�9), cf. (25.29�25.30).

i
ðpÞ
1 5 i1 1

c4

r

(
i01D

4
p2 4i02D

3
p

r0

c
1 2ði03 1 i04ÞD2

p

r0

c0

 !2

2 4i05Dp

r0

c0

 !3

1 i06
r0

c0

 !4

1
1

2
D3

p c02 1
1

D2
p

 !)

i
ðpÞ
2 5

c0

r0
i2Dp2

i1

c

 !
1

c3

r

(
i02D

3
p2 ði031 i04ÞD2

p

r0

c0
1 3i05Dp

r0

c0

 !2

2 i06
r0

c0

 !3

2
1

2
Dp

c0

r0

)

i
ðpÞ
3 5

c0

r0

 !2

i3D
2
p 2 2i2

Dp

c
1

i1

c2

 !
1

c2

r

(
i03D

2
p 2 2i05Dp

r0

c0
1 i06

r0

c0

 !2

1
1

2
Dp

c0

r0

 !2)

i
ðpÞ
4 5

c0

r0

 !2

i4D
2
p 2 4i2

Dp

c
1 2

i1

c2

 !
1

c2

r

(
i04D

2
p2 4i05Dp

r0

c0
1 2i06

r0

c0

 !2

1Dp

c0

r0

 !2)
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i
ðpÞ
5 5

c0

r0

 !3(
i5D

3
p2 i31i4ð ÞD

2
p

c
13i2

Dp

c2
Þ2 i1

c3

)
1
c

r

(
i05Dp2i06

r0

c0
2
1

2
Dp

c0

r0

 !3)

i
ðpÞ
6 5

c0

r0

 !4(
i6D

4
p24i5

D3
p

c
12ði31i4Þ

D2
p

c2
24i2

Dp

c3
1

i1

c4

)
1
1

r

(
i061

1

2
Dp D2

p

c2

r2
11

 !
c0

r0

 !4)

i
ðpÞ
7 5i71c2

(
i07D

2
p2i08Dp

r0

c0
1i09

r0

c0

 !2)

i
ðpÞ
8 5

c0

r0
2
2i7

c
1i8Dp

 !
1c i08Dp22i09

r0

c0

 !

i
ðpÞ
9 5

c0

r0

 !
i7

c2
2
i8Dp

c
1i9D

2
p

 !
1i09

(27.15)

Another problem that is more easily solved with the aid of these aberration matrices than in

any other way is that of determining the aberration coefficients for some magnification M

given those for another magnification M. We have provided a solution in Chapter 25,

Asymptotic Aberration Coefficients (Eqs 25.58�25.60) but this required a detailed

knowledge of the aberration structure. The same result can be obtained with somewhat less

effort by straightforward matrix multiplication. Suppose that the elements of M2 are known

and that

ui5Muo (27.16)

If the object and image are shifted so that the magnification is now M, we seek shift

matrices S(o) and S(i) that take us from ui to ui and from uo to uo, where

ui5Muo (27.17)

Explicitly, we seek matrices S(o) and S(i) such that

ui ¼: SðiÞui and uo ¼: SðoÞuo (27.18)

and hence

ui5 SðiÞui5 SðiÞMuo5 SðiÞMSðoÞuo (27.19)

The unknown matrix M will then be obtained from (27.17) and (27.19):

M5 SðiÞMSðoÞ (27.20)
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Since uo and uo are connected by the incident asymptote and ui and ui, by the emergent

asymptote we have

ui5 ui1 ðzi2 ziÞu0i u0i5 u0i
uo 5 uo 2 ðzo2 zoÞu0o u0o 5 u0o

(27.21)

and so S(i) and S(o) will have block structures similar to that of M:

SðoÞ5
S
ðoÞ
1 S

ðoÞ
2

S
ðoÞ
3 S

ðoÞ
4

 !
SðiÞ5

S
ðiÞ
1 S

ðiÞ
2

S
ðiÞ
3 S

ðiÞ
4

 !
(27.22)

where now S
ðoÞ
2 5 S

ðoÞ
3 5 S

ðiÞ
2 5 S

ðiÞ
3 5 0,

S
ðoÞ
1 5

1 2ζo
0 1

� �
S
ðiÞ
1 5

1 ζ i
0 1

� �
(27.23)

and

S
ðoÞ
4 5

1 2ζo 22ζo 2ζ2o ζ2o 2ζ3o 0 0

0 1 0 22ζo 0 ζ2o 0 0

0 0 1 2ζo 2ζo ζ2o 0 0

0 0 0 1 0 2ζo 0 0

0 0 0 0 1 2ζo 0 0

0 0 0 0 0 1 0 0

0 0 0 0 0 0 1 2ζo
0 0 0 0 0 0 0 1

0
BBBBBBBBBB@

1
CCCCCCCCCCA

(27.24)

S
ðiÞ
4 has the same appearance as S

ðoÞ
4 but ζ i replaces 2 ζo everywhere. We have written

ζo:5 zo 2 zo ζ i:5 zi2 zi (27.25)

We are interested only in M2 and from the common block structure of S(o), S(i) and M, it is

obvious that

M25 S
ðiÞ
1 M2S

ðoÞ
4 (27.26)

Since S
ðiÞ
1 is only 23 2 and S

ðoÞ
4 is so sparse, the elements of M2 may be read off

immediately and of course prove to be identical with those already listed (25.39). The

expressions (25.59) for the change in aberrations when object and aperture are shifted can

likewise be obtained with less effort by deriving the appropriate shift matrices, as discussed

in detail by Brouwer (1957; cf. Hawkes, 1985a). The appropriate starting point is the matrix

equation ui5Muo analogous to Eq. (27.16) except that u0o is replaced by uao in uo and u0i
by uai in ui, where uao is the complex Cartesian coordinate in the entrance pupil and uai is
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that in the exit pupil, between which the magnification is N. The paraxial block matrix M1

therefore has the form

M1 5
M 0

0 N

� �
(27.27)

and M4 is diagonal. M3 is of course still null and M2 is the new aberration matrix. The

upper row of M2 has the usual form but the lower row, representing the aberrations between

the pupil planes, must be derived from expressions analogous to (25.7a) or from

(25.57�25.60), setting m25 n1 and n25m1. The results are as follows, in which the new

coefficient ~C is equal to I04 (25.53):

m21 5 ~C

m22 52D1 id1
n22 1

2f 2ðn2mÞ2

m23 52 2D1
n22 1

f 2ðn2mÞ2

m24 52 2A1 ia1
12mn

f 2ðn2mÞ2

m25 52 ðF2AÞ1 12mn

2f 2ðn2mÞ2

m26 52K1 ik1
m2 2 1

2f 2ðn2mÞ2
m27 52 2d

m28 52 a

(27.28)

The shift matrices may be established without difficulty and the shifted aberration

coefficients are obtained as the elements of S
ðiÞ
1 M2S

ðoÞ
4 (27.26). The results agree with those

listed earlier.
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CHAPTER 28

The Aberrations of Mirrors
and Cathode Lenses

In this chapter, we extend the theories introduced in Chapter 18, Electron Mirrors, beyond

the paraxial domain, using the notation introduced there. There are again two possible

representations of the theory, the temporal form and the Cartesian form. We go into details

only for the former.

28.1 The Modified Temporal Theory

In order to go beyond the paraxial theory of Section 18.2, we retain the terms Fu and Fh in

Eqs (18.5, 18.6). We reproduce the main steps in the calculation of the geometrical

aberrations; for the chromatic aberrations, we simply list the expressions derived by

Preikszas. As in Chapter 18, Electron Mirrors, only the nonrelativistic approximation is given.

We impose the condition that the aberrated ray coincides with its paraxial approximation at

τT thereby maintaining the symmetry in τ. An arbitrary paraxial ray may be written

uðτÞ5 ppðτÞ1 qqðτÞ
hðτÞ5 νhνðτÞ1σhσðτÞ

(28.1)

With e15φ0=4φ0 we have

p5 uðτTÞ q5 _uðτT Þ

σ52 2e1ðζTÞhðτT Þ ν5
_hðτT Þ

2e1ðζT Þ
(28.2)

It is convenient to choose the time of departure of the arbitrary ray in such a way that the

reference and arbitrary electrons reach their turning points at the same time τT . For this,
_hðτTÞ5 0. We know that _hσðτT Þ5 0 and so ν _hνðτTÞ will vanish only if ν5 0. Thus u and h

depend only on p; q; p
�
; q

�
and σ and we expand them as series in these variables:

u5
XN
1

uðrÞ h5
XN
1

hðrÞ
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On substituting these into Fu and Fh, we find

Fu 5
XN
2

FðrÞ
u Fh 5

XN
2

F
ðrÞ
h

and

uðrÞ5 uðr21Þ1 cðrÞp p1 cðrÞq q

hðrÞ5 hðr21Þ1 cðrÞσ hσ 1 cðrÞν hν
(28.3)

where

cðrÞp 5

ðτ
τT

FðrÞ
u q dτ cðrÞq 52

ðτ
τT

FðrÞ
u p dτ

cðrÞσ 5

ðτ
τT

F
ðrÞ
h hν dτ cðrÞν 52

ðτ
τT

F
ðrÞ
h hσ dτ

(28.4)

Finally, we obtain

uðτÞ5 cpðτÞpðτÞ1 cqðτÞqðτÞ
zðτÞ5 ζðτÞ1 hðτÞ5 ζðτÞ1 cσðτÞhσðτÞ1 cνðτÞhνðτÞ

(28.5)

cp5 p1
XN
r52

cðrÞp cq 5 q1
XN
r52

cðrÞq cσ 5σ1
XN
r52

cðrÞσ cν 5
XN
r52

cðrÞν (28.6)

In order to express the aberrations in the same language as that of electron lenses, the time-

like argument τ must be replaced by the axial coordinate z. We distinguish functions with

argument z from those in τ by adding a circumflex:

ûðzÞ5 u τðzÞð Þ (28.7)

In the Gaussian approximation,

ûð1ÞðzÞ5ωûωðzÞ1 ρûρðzÞ (28.8)

We impose the condition that the Wronskian is equal to one:

ðû0ωûρ2 ûωû
0
ρÞ_ζ5 1 (28.9)

As boundary condition, the ray ûðzÞ is required to coincide with the paraxial ray ûð1ÞðzÞ
before entering the field of the mirror. After reflection at the mirror, the ray ûðzÞ tends to
the asymptote

ûðzÞ-cωûωðzÞ1 cρûρðzÞ
cω 5ω1

XN
r52

cðrÞω cρ5 ρ1
XN
r52

cðrÞρ
(28.10)
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The calculation is simplified if we choose the initial time τ1 and the final time τ2 in such a

way that the positions of the reference electron lie in the same plane outside the mirror

field. We write

ζ25 ζðτ2Þ ζ1 5 ζðτ1Þ τ11 τ2 5 2τT (28.11)

and so _ζðτ1Þ52 1; _ζðτ2Þ5 1 outside the mirror field. Any ray is rectilinear outside the

mirror field and the position and gradient at τ2 are given by

û2 1
_u2

11 _h2
h25 u2

û02 5
_u2

11 _h2

(28.12)

From this we deduce that

cω 5
_u2

11 _h2
ûρ22

 
u22

_u2

11 _h2
h2

!
û0ρ2

cρ 5

 
u2 2

_u2
11 _h2

h2

!
û0ω2 2

_u2
11 _h2

ûω2

(28.13)

We shall derive aberration coefficients in the Gaussian image plane, where ûω 5 0 (like h(z)

in round lens calculations) and we need only study cρ therefore. Preikszas and Rose (1997)

denote the resulting coefficients R with four or five suffixes. Here, we write

cρ 5Rωaω�bρcρ�dκkω
aω

�bρcρ
�dκk ¼: Rðωaω

�bρcρ
�dκkÞωaω

�bρcρ
�dκk (28.14)

Hitherto we have been considering only geometrical aberrations but as a reminder that the

theory can be straightforwardly generalized to include chromatic aberrations, we have

retained the chromatic aberration terms here (κ5ΔE=eφ0). Thus a1 b1 c1 d is the order

of the aberration, k is its degree and a1 b1 c1 d1 k the rank. Thus RðωkÞ is the axial
chromatic aberration and Rðωωω�Þ is the spherical aberration. These and the other third-

order aberration coefficients are listed below.1 We shall adopt Preikszas’ very convenient

shorthand for the derivatives of potential and magnetic flux

en 5
φðnÞ

4φ0

bn 52
η

2φ1=2
0

Bðn21ÞðzÞ5 2
1

2
η̂Bðn21Þ

z (28.15)

1 Expressions for the chromatic and spherical aberration coefficients when both electrostatic and magnetic

fields are present are given in Preikszas (1995) and Preikszas and Rose (1997); the other third-order

coefficients have been derived by Preikszas (personal communication, 2016) for the electrostatic case for

inclusion here. We thank him warmly for this participation.
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and note that, with D : 5 e21 b21, we find €p52Dp _D5 Lhν . We define

Lðλ1λ2λ3Þ:¼
ðτ
τT

Uðλ1λ2λ3Þq dτ

Xðλ1λ2λ3Þ:¼ 2

ðτ
τT

Uðλ1λ2λ3Þp dτ

Sðλ1λ2λ3Þ:¼
ðτ
τT

Hðλ1λ2λ3Þhν dτ

Nðλ1λ2λ3Þ:¼ 2

ðτ
τT

Hðλ1λ2λ3Þhσ dτ

uðλ1λ2λ3Þ:¼ Lðλ1λ2λ3Þp1Xðλ1λ2λ3Þq

hðλ1λ2λ3Þ:¼ Sðλ1λ2λ3Þhσ 1Nðλ1λ2λ3Þhν

(28.16)

in which the parameters λi (i5 1, 2, 3) represent p; q, σ. The individual terms are given by:

UðpσÞ ≔ 2 phσe3

UðqσÞ ≔ 2 qhσe3

Uðppp� Þ ≔ 1

8
p3e4 2 pe3hðpp� Þ

Uðppq� Þ ≔ 1

8
p2qe42 pe3hðpq� Þ

Uðpqp� Þ ≔ 1

4
p2qe42 pe3hðpq� Þ2 qe3hðpp� Þ

Uðpqq� Þ ≔ 1

4
pq2e42 pe3hðqq� Þ2 qe3hðpq� Þ

Uðqqp� Þ ≔ 1

8
pq2e42 qe3hðpq� Þ

Uðqq
_
q
_

�Þ ≔ 1

8
q3e4 2 qe3hðqq� Þ

UðpσσÞ ≔ 2
1

2
ph2σe4 2 pe3hðσσÞ2 hσe3uðpσÞ

UðqσσÞ ≔ 2
1

2
qh2σe4 2 qe3hðσσÞ2 hσe3uðqσÞ

Hðpp� Þ ≔ 2
1

2
p2e3 Hðpq� Þ5Hðqp� Þ52

1

2
pqe3

Hðqq� Þ ≔ 2
1

2
q2e3 HðσσÞ5 h2σe3

(28.17)

474 Chapter 28



In the second stage, in which we transfer from τ to z, as explained above, we write

wðλ1λ2λ3Þ5Bðλ1λ2λ3Þwω 1Rðλ1λ2λ3Þwρ

In the following formulae, we have lightened the notation by omitting bars in the arguments

of L, N, S and X. Thus Lðp; q; σÞ, for example, appears as Lðp; q; σÞ.
Spherical aberration

Rðωωω� Þ 5 _p22 _p22hσ22 p2 _p22 2Nðpp� Þ22XðpσÞ2
� �

2 2XðpσÞ2Sðpp
� Þ21 2Xðppp� Þ2

5 _p42hσ22 p2 _p
3
22 2

ðτ
τT

1

8
e41 4b1b3ð Þp41 _p21 ðe21 b21Þp2

� �
e312b1b2ð Þp2hσ

" #
dτ

5 2 2 _p2Nðpp� Þ2 p _p31 _p4hσ1 2Xðppp� Þ2 _p2XðpσÞ2 2Sðpp� ÞXðpσÞ
Bðωωω� Þ 5 0

(28.19)

Coma

Bðωωρ� Þ5 2Lðppq� Þ1 2 _p _qNðpq� Þ1 2 _p _qhσSðpq� Þ2 2 _pqSðpq� Þ
Rðωωρ� Þ5 p _p2 _q2 _p3 _qhσ 1 2p _pSðpq� Þ2 2 _p2hσSðpq� Þ1 _p _qXðpσÞ1 2XðpσÞSðpq�Þ
Bðωω�

ρÞ5 2 _q2Nðpp� Þ1 _p2q _q2 _p2 _q2hσ 1 2Lðpqp� Þ1 2 _p _qNðpq� Þ
1 2 _p _qhσSðpq� Þ2 _p2LðqσÞ2 2Sðpp� ÞLðqσÞ2 2 _pqSðpq� Þ

Rðωω�
ρÞ5 p _p2 _q2 _p3 _qhσ 1 2p _pSðpq� Þ2 2 _p2hσSðpq� Þ1 _p _qXðpσÞ1 2XðpσÞSðpq�Þ

(28.20)

Astigmatism and field curvature

Bðωρρ� Þ52 _pq _q2 1 _p _q3hσ 2 2q _qSðpq� Þ1 2 _q2hσSðpq� Þ1 _p _qLðqσÞ1 2LðqσÞSðpq� Þ
Rðωρρ� Þ52 2 _p2Nðqq� Þ2 p _p _q2 1 _p2 _q2hσ 1 2Xðpqq�Þ2 2 _p _qNðpq� Þ

2 2 _p _qhσSðpq� Þ2 _q2XðpσÞ2 2Sðqq� ÞXðpσÞ1 2p _qSðpq� Þ
Bðω�

ρρÞ52 _pq _q2 1 _p _q3hσ 2 2q _qSðpq� Þ1 2 _q2hσSðpq� Þ1 _p _qLðqσÞ1 2LðqσÞSðpq� Þ
Rðω�

ρρÞ5 2Xðqqp� Þ2 2 _p _qNðpq� Þ2 2 _p _qhσSðpq� Þ1 2p _qSðpq� Þ

(28.21)

Distortion

Bðρρρ� Þ5 2 _q2Nðqq� Þ1 q _q32 _q4hσ 1 2Lðqqq� Þ2 _q2LðqσÞ2 2Sðqq�ÞLðqσÞ
Rðρρρ� Þ5 0

(28.22)
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Second-rank chromatic aberration

RðωkÞ=a2 5 p2 _p2 2 _p22ðhσ2 1 2hκ2Þ1 2XððpκÞ2 1XðpσÞ2Þ

5 p2 _p2 2 _p22hσ2 1

ðτ
τT
Lp2hσ dτ

or

RðωkÞ5p _p2 _p2hσ 1XðpσÞ
BðρkÞ52 q _q1 _q2hσ 1 LðqσÞ
BðωkÞ5RðρkÞ5 0

(28.23)

Third-rank chromatic aberration

BðωkkÞ5 _p2q _qhσ 2 ð1=2Þf _p2 _q2h2σ 1 _p _qhσ 1 p _pq _q1 q _qXðpσÞ
2 _q2hσXðpσÞ2 p _pLðqσÞ1 _p2hσLðqσÞ2XðpσÞLðqσÞg

RðωkkÞ52 ð1=4Þp _p1 ð1=4Þ _p2hσ 2 ð1=2Þ _p2NðσσÞ2 p _p2 _qhσ 1 ð1=2Þ _p3 _qh2σ
1 ð1=2Þp2 _p _q1 ð1=4ÞXðpσÞ1 ð1=2ÞXðpσσÞ2 _p _qhσXðpσÞ2 ð1=2ÞSðσσÞXðpσÞ
1 p _qXðpσÞ2 ð1=2ÞLðpσÞXðpσÞ

BðρkkÞ5 ð1=4Þq _q2 ð1=4Þ _q2hσ 1 ð1=2Þ _q2NðσσÞ2 _pq _q2hσ 1 ð1=2Þ _p _q3h2σ
1 ð1=2Þ _pq2 _q1 ð1=4ÞLðqσÞ1 ð1=2ÞLðqσσÞ1 _p _qhσLðqσÞ2 ð1=2ÞSðσσÞLðqσÞ
2 _pqLðqσÞ2 ð1=2ÞLðqσÞXðqσÞ

RðρkkÞ5 p _p _q2hσ 2 ð1=2Þf _p2 _q2h2σ 2 _p _qhσ 1 p _pq _q2 p _pLðqσÞ
1 _p2hσLðqσÞ1 q _qXðpσÞ2 _q2hσXðpσÞ2XðpσÞLðqσÞg

(28.24)

Preikszas and Rose observe that the choice of unit magnification, for which

ûω2 5 ap2 û0ω25 a _p2 ða arbitraryÞ
is particularly suitable for aberration correction.

One last point needs to be considered: the spatial and temporal Wronskians may not be the

same. If they are not, then the coefficients need to be scaled appropriately. We can also

allow for a change of reference potential from φ0 to ~φ0 in the definition of κ.

Axial scaling:

A:¼ w0
ω= _p for _p 6¼ 0

:¼ wω=p for _p5 0
(28.25a)

Field scaling

F:¼ w0
ρ= _q for _q 6¼ 0

:¼ wρ=q for _q5 0
(28.25b)
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Wronskian5 1/AF

W 5
1

w0
ω:wρ 2wω:w0

ρ
(28.25c)

Energy scaling

K5
~φ0

φ0

(28.25d)

The coefficients then become

KBðωkÞ; WKA2RðωkÞ; WKF2BðρkÞ; KRðρkÞ; A2Bðωωω� Þ; WA4Rðωωω� Þ; AFBðωωρ� Þ;
A2Rðωωρ� Þ; AFBðωω�

ρÞ; A2Rðωω�
ρÞ; F2Bðωρρ� Þ; AFRðωρρ� Þ; F2Bðω�

ρρÞ; AFRðω�
ρρÞ;

WF4Bðρρρ�Þ; F2Rðρρρ� Þ; K2BðωkkÞ; WK2A2RðωkkÞ; WK2F2BðρkkÞ; K2RðρkkÞ:
(28.26)

Note that the upper limit of the integrals is τ2.

As well as the cited publications, see Preikszas and Rose (1996a,b) and Rose and Preikszas

(1995).

28.2 The Cartesian Theory

Cartesian theories of the aberrations of cathode lenses and, by extension, of electron mirrors

have been presented intermittently for several decades and their legitimacy and accuracy have

been explored in some detail. These theories fall into two families, those that remain very

close to the familiar aberration theory of round lenses and those that introduce a new

independent variable as explained in Chapter 18, Electron Mirrors. The first group begins

with the paper of Ximen (1957), to be followed by Bonshtedt (1964) (who does not cite

Ximen). The Chinese work was repeated and completed by Zhou et al. (1983) and by Ximen

et al. (1983) but, meanwhile, numerous Russian publications had been published on the

subject, in particular Kulikov (1971, 1972, 1973, 1975), Monastyrskii and Kulikov (1976,

1978), Monastyrskii (1978a,b, 1980), Kulikov et al. (1978) and Smirnov et al. (1979).

The second group is associated initially with the work of Kel’man et al. (1971a�c, 1972,

1973) who examined rotationally and cylindrically symmetric systems; their analysis was

recast into a more general form by Daumenov et al. (1978).

It was clearly important to establish whether one of these approaches was superior and

Dodin and Nesvizhskii (1981) in particular have examined the approximations involved.

They come to the conclusion that the easier method associated with Bonshtedt,

Kulikov et al. and Ximen is reliable.

The most detailed analyses of the aberrations by the earlier method are to be found in the

papers of Kulikov et al. (1978), Monastyrskii and Kulikov (1978) and Ximen et al. (1983),
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in which aberration integrals for the usual geometrical aberration coefficients and for

chromatic aberration coefficients defined in terms of the axial component of the initial

electron velocity are listed. The behaviour of these expressions close to the cathode is

analysed by Monastyrskii (1978b). We draw particular attention to a more recent paper by

Nesvizhskii (1986), who shows how the aberration coefficients of complex cathode systems

can be derived with the aid of the traditional methods of aberration calculation by an

ingenious change of variable (see also the references for Chapter 38 of Volume 2).

Similar lists of coefficients are to be found in the papers of Kel’man et al. already cited but

the amount of computation needed seems very heavy when the chromatic aberrations are

being calculated. This can be seen by returning to Eq. (18.23), which describes any

polyenergetic paraxial beam, for which the energy ε̂ will have a spectrum of values. For

each of these, the corresponding turning point has to be found. Series expansions about

each of these points must now be made: the origin is not the appropriate singularity when

ε̂ 6¼ 0, as is shown in Fig. 28.1.

After a considerable amount of algebra, given in full by Yakushev and Sekunova (1986),

integrals for the aberration coefficients are found. Here, we merely list the results including

the improved form of the spherical aberration coefficient given by Bimurzaev et al. (2004).

In the image plane, we have as usual

Δui5Cðx02o 1 y02oÞu0o ðspherical aberrationÞ
1 2ðK1 ikÞðx02o1 y02oÞuo 1 ðK2 ikÞðx02o2 y02o 1 2ix0oy

0
oÞu

�
o ðcomaÞ

1 ðA1 iaÞr2oðx0o2 iy0oÞ ðastigmatismÞ
1Fr2ou

0
o ðfield curvatureÞ

1 ðD1 idÞr2ouo ðdistortionÞ
1

ε
φo

u00K1r 1 uoðK2r 1 ikrÞ
� �

(28.27)

P

C

0

P��
o

P�
o

Figure 28.1
Points of inflexion P0o and Pvo of two rays starting from a common point P of a cathode surface

with different initial velocities.

478 Chapter 28



in which

C5
1

R3

�
J1Z

4
ov1 2ð2J2 1 J3ÞZ2

ovZ
2
oc1 J4Z

4
oc1 3Z2

ov1 Z2
oc

�

K52
1

R3

�
J1Z

3
ov1 2ð2J2 1 J3ÞZovZocZoF 1 J4Z

3
oc1 ZovZocð2Zov 1 ZocÞ

�

A5
1

R3

�
J1Z

2
ov1 4J2Z

2
oF 1 2J3ZovZoc1 J4Z

2
oc11 J7R

21 ZovðZov1 2ZocÞ
�

F5
1

R3

�
2J1Z

2
ov 1 4J2ðZ2

oF 1 ZovZocÞ1 J3ðZov1ZocÞ2 1 2J4Z
2
oc2 J7R

2 1 2ZovðZov1 2ZocÞ
�

D52
1

R3

�
J1Zov1 2ð2J2 1 J3ÞZoF 1 J4Zoc1 3Zov

�

K1r 5
φo

R
ðJ8Z2

ov 1 J9Z
2
ocÞ

K2r 52
φo

R
ðJ8Zov 1 J9ZocÞ

k5
1

R2
ðJ5Z2

ov 1 J6Z
2
ocÞ

a52
2

R2
ðJ5Zov 1 J6ZocÞ

d5
1

R2
ðJ51 J6Þ

kr 5φoJ10

(28.28)

and J1�J10 denote

J1 5
g0o

8φ0
kp

03
o

ðzo
zk

p

φ1=2

�
R4p

3 1 4R0
2p

2p01 32pvðφp02 1R2p
2=4Þ

�
dz

J2 5
1

8φ0
kp

0
og

0
o

ðzo
zk

g

φ1=2

�
R4p

2g1 4R0
2pp

0g1 32pvðφp0g01R2pg=4Þ
�
dz

J3 5
1

8φ0
kp

0
og

0
o

ðzo
zk

q

φ1=2

�
φR4p

2q1 2R0
2p

2ð2φq02φ0qÞ1 32φqvðφp02 1R2p
2=4Þ

�
dz
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J4 5
p0o

8φ0
kg

03
o

ðzo
zk

φ1=2q

�
φR4q

3 1 2R0
2q

2ð2φq0 2φ0qÞ1 32qvðφg02 1R2g
2=4Þ

�
dz

J5 5
ση
8p02o

ðzo
zk

p

φ1=2

�
Bvp1 4B0p0 1 8Bpv

�
dz

J6 52
ση

16p02o

ðzo
zk

q

φ1=2

�
5φ0B0q2 4φðB0q01 4BqvÞ

�
dz

J7 5
η2

8p0og0o

ðzo
zk

1

φ3=2

�
2BkφB0 1Bðφ0

kB2Bkφ0Þ
�
dz

J8 52
4g0o
φ0
kp

0
o

ðzo
zk

ppv

φ1=2
dz

J9 52
4p0o
φ0
kg

0
o

ðzo
zk

φ1=2qqvdz

J105
ση
2φ0

k

ðzo
zk

1

φ3=2

�
2φB0 1Bðφ0

k 2φ0Þ
�
dz

(28.29)

The distances Z are as follows:

Zov5 zo 2 zv Zoc5 zo2 zc ZoF 5 zo2 zF

Zv 5 z2 zv Zc 5 z2 zc ZF 5 z2 zF Zo 5 z2 zo
(28.30)

In the special case of an electrostatic mirror operating at high magnification, for which the

object plane and the focus coincide, the expression for Cs collapses to

Cs5 ~J11 ~J21 ~J31 δ (28.31)

in which convenient forms of the four contributions are (Bimurzaev et al., 2004):

~J15
1

256p04o φ
1=2
o

ðzo
zk

ðzo
zk

φ21=2
�
φwkφ0

2φ
ðp421Þ132ppvf1

" )
2
1

2
φv2φvk2φwkðz2zkÞ
� � p4φ0

φ3=2

!0

dz

~J25
1

ð16p0og0oÞ2φ1=2
o

ðzo
zk

ðφvk2φvÞ 2pq

φ1=2
5
2
φ0pq1φ0

k

� 	( )0

164qðpvf21φ1=2qvf1

2
4

3
5dz

~J35
1

256g04o φ
1=2
o

dz

ðzo
zk

7

2
ðφv2φvkÞðφ1=2q4φ0Þ0132φ1=2qqvf3

( )
dz

δ5
φ0
k

16φ1=2
o p0og0o

 
3

2
1

φvφ02
k

ð16p0og0oÞ2φ2
o

!
2

φwk
256p04o φo

(28.32)
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If a magnetic field is also present, Eq. (28.31) must be replaced by

Cs5 ~J11 ~J2 1 ~J3 1
η2

64p04o φ
1=2
o

ðĴ1 1 Ĵ21 Ĵ3Þ1 δ (28.33)

in which (Bimurzaev, 2006, personal communication)

Ĵ15

ðzo
zk

p2B

φ1=2
ðp2Bv12pp0B0Þdz5

ðzo
zk

p2B

φ1=2

0
@

1
A0ðB0

k2p2B0Þdz

Ĵ252

ðzo
zk

φ1=2pqBð3pqBv14p0qB012pq0B0Þdz52

ðzo
zk

pqB0 6φ1=2ðpqBÞ01Bφ21=2ð2pqφ01φ0
kÞ

n o
dz

Ĵ35

ðzo
zk

φ1=2q2B φðq2Bv12qq0B0Þ2φ0q2B0� �
dz52

ðzo
zk

φ1=2q2B0 φðq2BÞ015φ0q2B=2
� �

dz

(28.34)

For more details, we refer to the papers cited above, and in particular to those of Yakushev

and Sekunova (1986), Takaoka (1995), Bimurzaev and Yakushev (2004) and Zhukov and

Zav’yalova (2006), who examined a combined electrostatic�magnetic mirror. For earlier

work on these topics, or other approaches, see Artsimovich (1944), Ximen (1957), Ximen

et al. (1983), Ioanoviciu et al. (1989), Lenc and Müllerová (1992a,b) and Flory et al. (1996)

and for a fresh investigation, Wang et al. (2008a,b) and Yakushev (2013).

28.3 Devices with Curved Cathodes

So far we have tacitly assumed the object to be planar but this excludes cathode lenses

with curved cathode surfaces. Concave spherical cathodes are, however, quite common in

image converters. Usually, the radius R of curvature is fairly large, so that 2z5 r2/R is a

sufficiently good approximation for the equation of the cathode surface (Fig. 28.2).

r

C

R

z=R

z,Z

ro

so ≈ ro
2/(2R)

0

Figure 28.2
Parameters characterizing a spherical cathode surface C.

The Aberrations of Mirrors and Cathode Lenses 481



The theory can easily be generalized to include this case. The cathode surface must be an

equipotential Φ(r)5 0. From the series expansion (7.37), we see that

Φ z; rð Þ5 zφ0
o 1

z2

2
φvo 2

r2

4
φvo1 . . . (28.35)

is valid in the vicinity of the cathode. Introducing 2z5 r2/R for the surface Φ5 0 and

retaining only terms of order r2, we find that

φvo 5 2φ0
o=R (28.36)

It only remains to define the initial conditions for the longitudinal aberration h(τ). We now

have

τo 5 0; ζo5 0; zo � ho 5 r2o=2R (28.37)

Recalling that Φ(ro) is zero on the cathode surface, we obtain the condition

_z2o � _h
2

o 5ΦT=U; _ho $ 0 (28.38)

Apart from these special initial conditions, no other aspects of systems with a curved cathode

need be considered here. Note that although we have suggested how systems with a curved

cathode surface may be included, the present theory must not be applied to electron guns with

sharply pointed cathodes. In the latter, the curvature of the cathode is so great and the

associated aberrations are so large that a series expansion in the form (28.27) makes no sense.

A completely different approach is then necessary, which is the subject of Part IX.

28.4 Practical Mirror Studies

The expressions for the aberration coefficients of electron lenses, deflectors and

quadrupoles are simple enough for us to deduce general properties; the sign of the spherical

aberration coefficient is a good example. The same is not true of the aberration coefficients

of mirrors listed in the previous sections, with the result that practical studies of mirrors

have relied on simple models or numerical results. Thus the many publications on mirrors

as correctors for the photoemission electron microscope from the Portland State University

group use a "hyperbolic" model, inspired by a suggestion of Rüdenberg (1948, cf. Glaser

and Robl, 1951). The simplest version, a two-electrode or diode mirror in which the anode

has the form of a hyperbola of revolution with a small hole on the axis, was studied at

length by Rempfer (1990a), following preliminary work by Rempfer and Mauck (1985,

1986). The potential is assumed to be given by

Φðr; zÞ5ΦM 1 k z2 2 r2=2
� �

(28.39)

where ΦM is the potential on the cone z5 r=
ffiffiffi
2

p
and k5 ΦA2ΦMð Þ=L2; ΦA denotes the

anode potential and L is defined in Fig. 28.3. The potential of such a mirror for aberration
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L

ΦAΦM

z

Figure 28.3
Rempfer’s hyperbolic mirror model.

Figure 28.4
A LEEM/PEEM instrument with a mirror aberration corrector. After Tromp et al. (2013).

Courtesy: Elsevier.
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correction is discussed by Shao and Wu (1989, 1990a,b), whose work was criticized by

Rempfer (1990b), and by Rempfer (1990a) and Rempfer and Mauck (1992) and again by

Rempfer et al. (1997). It was revived by Könenkamp et al. (2008). The diode mirror has the

serious defect that the spherical and chromatic aberration coefficients cannot be varied

independently for a given geometry and a three-electrode mirror was therefore investigated

by Fitzgerald et al. (2011, 2012a). This too has limitations and four-electrode mirrors were

explored for the SpectroMicroscope for All Relevant Techniques (SMART) and PEEM3

instruments (see Chapters 37 and 41 of Volume 2). A less complicated aberration-corrected

LEEM�PEEM instrument incorporating an energy filter (Fig. 28.4) has been constructed by

Tromp et al. (2010, 2013). Further work on this theme is mentioned in Chapters 37 and 41

(Tromp, 2015a,b; Geelen et al., 2015; Mankos, 2011; Mankos and Shadman, 2013; Mankos

et al., 2008, 2010, 2014).
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CHAPTER 29

The Aberrations of Quadrupole
Lenses and Octopoles

29.1 Introduction

The aberration coefficients of systems characterized by a pair of symmetry planes are of less

interest at moderate energies than those of rotationally symmetric components but they are

needed in two practical situations: instruments in which a line focus is required and

quadrupole�octopole systems intended to reduce or cancel the spherical and chromatic

aberration of round lenses. In the latter case, a sequence of quadrupole lenses, typically four,

may be suitably combined with octopoles either as a corrector, the combination providing little

or no paraxial focusing, or as a corrected lens, in which case both focusing and correction are

required. Spherical aberration compensation by means of quadrupoles and octopoles was one

of the ways of circumventing Scherzer’s theorem proposed by Scherzer himself (1947); the

idea attracted much attention over the years, both experimental and theoretical, and was finally

successful in the 1990s, as we shall see in Chapter 41 of Volume 2.

29.2 Geometrical Aberration Coefficients

Although it is in theory necessary to distinguish between real and asymptotic coefficients,

we concentrate on the latter for it is unlikely that a real specimen or target would be

immersed within the field of a quadrupole. Real aberration coefficients will therefore be

mentioned only in passing; they are accorded much more space in earlier surveys (Hawkes,

1966, 1970a) and in the textbooks of Strashkevich (1959, 1966), Yavor (1968) and

Baranova and Yavor (1986, 1989).

We set out from the perturbation characteristic function denoted by SI12 in Chapter 22, Perturbation

Theory: General Formalism (Eq. 22.21); for two planes z5 zo and z5 zc, we may write

SIoc5

x2o
y2o
x02o
y02o
xox

0
o

0
BBBB@

1
CCCCA

T ð4000Þ ð2200Þ ð2020Þ ð2002Þ ð3010Þ ð2101Þ
0 ð0400Þ ð0220Þ ð0202Þ ð1210Þ ð0301Þ
0 0 ð0040Þ ð0022Þ ð1030Þ ð0121Þ
0 0 0 ð0004Þ ð1012Þ ð0103Þ
0 0 0 0 0 ð1111Þ

0
BBBB@

1
CCCCA

x2o
y2o
x02o
y02o
xox

0
o

yoy
0
o

0
BBBBBB@

1
CCCCCCA
(29.1)
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The notation for the matrix elements has been chosen so that

SIoc5
X

0# p;q;r;s# 4

ðpqrsÞ xpoyqox0ro y0so ; p1 q1 r1 s5 4 (29.2)

Introducing the dimensionless coordinates

ξ :¼ xo

fxi
; η :¼ yo

fyi
(29.3)

SIoc becomes

SIoc5

ξ2o
η2o
x02o
y02o
ξox0o

0
BBBBB@

1
CCCCCA

T ð4000Þ ð2200Þ ð2020Þ ð2002Þ ð3010Þ ð2101Þ
0 ð0400Þ ð0220Þ ð0202Þ ð1210Þ ð0301Þ
0 0 ð0040Þ ð0022Þ ð1030Þ ð0121Þ
0 0 0 ð0004Þ ð1012Þ ð0103Þ
0 0 0 0 0 ð1111Þ

0
BBBBB@

1
CCCCCA

ξ2o
η2o
x02o
y02o
ξox0o
ηoy

0
o

0
BBBBBBBB@

1
CCCCCCCCA

(29.4)

with

ð4000Þ5 ð4000Þ f 4xi ð0400Þ5 ð0400Þ f 4yi ð0022Þ5 ð0022Þ
ð2200Þ5 ð2200Þ f 2xif

2
yi ð0220Þ5 ð0220Þ f 2yi ð1030Þ5 ð1030Þ fxi

ð2020Þ5 ð2020Þ f 2xi ð0202Þ5 ð0202Þ f 2yi ð0121Þ5 ð0121Þ fyi

ð2002Þ5 ð2002Þ f 2xi ð1210Þ5 ð1210Þ fxi f
2
yi ð0004Þ5 ð0004Þ

ð3010Þ5 ð3010Þ f 3xi ð0301Þ5 ð0301Þ f 3yi ð1012Þ5 ð1012Þ fxi

ð2101Þ5 ð2101Þ f 2xi fyi ð0040Þ5 ð0040Þ ð0103Þ5 ð0103Þ fyi

ð1111Þ5 ð1111Þ fxi fyi

(29.5)

or

ðpqrsÞ5 f
p
xi f

q
yiðpqrsÞ

If the lens or system of lenses is symmetric, in the sense that all the field or potential

functions are symmetric about some midplane, the object and image focal lengths are equal

and several of the (pqrs) are likewise equal. To see this, we write xo - �fxx
0
c, yo -

�fyy
0
c, x

0
o - xc/fx 5 : ζc and y0o - yc/fy 5 : ηc in (29.4), giving

SIoc5

ξ2c
η2c
x02c
y02c
ξcx0c

0
BBBBB@

1
CCCCCA

T ð0040Þ ð0022Þ ð2020Þ ð0220Þ ð1030Þ ð0121Þ
0 ð0004Þ ð2002Þ ð0202Þ ð1012Þ ð0103Þ
0 0 ð4000Þ ð2200Þ ð3010Þ ð2101Þ
0 0 0 ð0400Þ ð1210Þ ð0301Þ
0 0 0 0 0 ð1111Þ

0
BBBBB@

1
CCCCCA

ξ2c
η2c
x02c
y02c
ξcx0c
ηcy

0
c

0
BBBBBBBB@

1
CCCCCCCCA

(29.6)
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so that

ð4000Þ5 ð0040Þ ð1030Þ5 ð3010Þ
ð0400Þ5 ð0004Þ ð0103Þ5 ð0301Þ ðsymmetric systemÞ
ð2200Þ5 ð0022Þ ð0121Þ5 ð2101Þ
ð2002Þ5 ð0220Þ ð1210Þ5 ð1012Þ

(29.7)

or

ðpqrsÞ5 ðrspqÞ
In another common combination, the system is antisymmetric: the centre plane is a plane of

geometrical symmetry and electrical antisymmetry (Fig. 29.1). Writing Eq. (29.4) in the

form

SIoc5

η2c
ξ2c
y02c
x02c
ηcy

0
c

0
BBBBBB@

1
CCCCCCA

T ð0004Þ ð0022Þ ð0202Þ ð2002Þ ð0103Þ ð1012Þ
0 ð0040Þ ð0220Þ ð2020Þ ð0121Þ ð1030Þ
0 0 ð0400Þ ð2200Þ ð0301Þ ð1210Þ
0 0 0 ð4000Þ ð2101Þ ð3010Þ
0 0 0 0 0 ð1111Þ

0
BBBBBB@

1
CCCCCCA

η2c
ξ2c
y02c
x02c
ηcy

0
c

ξcx0c

0
BBBBBBBB@

1
CCCCCCCCA
(29.8)

Antisymmetry
plane (excitations)

Symmetry
plane (geometry)

z

z

Figure 29.1
Antisymmetric multiplets. The simplest case is the doublet (above) but the quadruplet

and the sextuplet (below), having more variable parameters, are more useful.
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we see that

ð4000Þ5 ð0004Þ ð2101Þ5 ð1012Þ
ð0022Þ5 ð2200Þ ð0400Þ5 ð0040Þ
ð2020Þ5 ð0202Þ ð1210Þ5 ð0121Þ
ð3010Þ5 ð0103Þ ð0301Þ5 ð1030Þ

(29.9)

or

ðpqrsÞ5 ðsrqpÞ
Proceeding as in Chapters 22 and 24, Perturbation Theory: General Formalism and The

Geometrical Aberrations of Round Lenses, we obtain expressions for the aberrations but

with an additional degree of complexity, already mentioned in Chapter 19, Quadrupole

Lenses. A quadrupole lens focuses a point object into a pair of real or virtual line foci, and

since quadrupoles are mostly used in combination, the ‘object’ for an intermediate member

of a multiplet will almost always be astigmatic. We therefore list the aberrations for the

general case of astigmatic object and image. If zox and zix are conjugate in the plane x�z

and zoy and ziy in the plane y�z, with magnifications Mx and My respectively, we write

Δxi :¼
xðxixÞ2Mxxo

Mx

Δyi :¼
yðziyÞ2Myyo

My

(29.10)

and

Δxi ¼:
�ð3000Þξ2o1 ð1200Þη2o

�
ξo distortions

1
�ð2010Þξ2o 1 ð0210Þη2o

�
x0o1 ð1101Þξoηoy0o

�
field curvature

and astigmatism

1
�ð1020Þx02o 1 ð1002Þy02o

�
ξo 1 ð0111Þηx0oy0o comas

1
�ð0030Þx02o 1 ð0012Þy02o

�
x0o

�
aperture

aberrations

Δyi ¼:
�ð0300Þη2o1 ð2100Þξ2o

�
ηo distortions

1
�ð2001Þξ2o 1 ð0201Þη2o

�
y0o1 ð1110Þξoηox0o

�
field curvature

and astigamtism

1
�ð0120Þx02o 1 ð0102Þy02o

�
ηo 1 ð1011Þξox0oy0o comas

1
�ð0003Þy02o 1 ð0021Þx02o

�
y0o

�
aperture

aberrations

(29.11)
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In the case of real aberrations and a stigmatic object, xð1Þc and yð1Þc are given by Eq. (22.30),

into which we substitute

xðzÞ5 xosxðzÞ1 xatxðzÞ
yðzÞ5 yosyðzÞ1 yatyðzÞ (29.12)

giving

xð1Þc ðzÞ5 tx

Wx

@SIac
@xo

2
gx

Wx

@SIoc
@xa

yð1Þc ðzÞ5 ty

Wy

@SIac
@yo

2
gy

Wy

@SIoc
@ya

(29.13)

where Wx, Wy are the appropriate Wronskians. In the line-image plane where tx5 0, sx5Mx

for example, we have

Δxi52
1

Wx

@SIoc
@xa

(29.14a)

while in the other line-image plane, where ty5 0 and gy5My,

Δyi52
1

Wy

@SIoc
@ya

(29.14b)

In the case of asymptotic aberrations, we generalize Eq. (25.9) to include astigmatic

imagery:

SIx 5 SIðzox; 2NÞ1 SIð2N;NÞ1 SIðN; zixÞ
SIy 5 SIðzoy; 2NÞ1 SIð2N;NÞ1 SIðN; ziyÞ (29.15)

and the aberration coefficients are then obtained from equations analogous to Eq. (25.7):

xð1ÞðzcÞ5
1

φ̂
1=2

o

~Hxc

@SIx
@xo

2 ~Gxc

@SIx
@x0o

 !
2

1

2
~Hxcx

0
oðx02o 1 y02o Þ

yð1ÞðzcÞ5
1

φ̂
1=2

o

~Hyc

@SIy
@yo

2 ~Gyc

@SIy
@y0o

 !
2

1

2
~Hycy

0
oðx02o 1 y02o Þ

(29.16)

in which the tilde indicates that the asymptote to Gx(z), Gy(z), Hx(z), Hy(z) is to be

understood.

Each of the numerous coefficients appearing in Eq. (29.11) has a polynomial structure in

inverse magnification, but now the two inverse magnifications, mx :¼ 1/Mx and my :¼ 1/My,

appear. Explicitly, we find
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Aperture aberrations

ð0030Þ5
X4
i50

ð0030Þimi
x ð0012Þ5

X2
i;j50

ð0012Þijmi
xm

j
y

ð0003Þ5
X4
i50

ð0003Þimi
y ð0021Þ5

X2
i;j50

ð0021Þijmi
xm

j
y

(29.17a)

Comas

ð1020Þ5
X3
i50

ð1020Þimi
x ð0102Þ5

X3
i50

ð0102Þimi
y

ð1002Þ5
X1
i50

X2
j50

ð1002Þijmi
xm

j
y ð0120Þ5

X2
i50

X1
j50

ð0120Þijmi
xm

j
y

ð0111Þ5
X2
i50

X1
j50

ð0111Þijmi
xm

j
y ð1011Þ5

X1
i50

X2
j50

ð1011Þijmi
xm

j
y

(29.17b)

Astigmatisms

ð2010Þ5
X2
i50

ð2010Þimi
x ð0201Þ5

X2
i50

ð0201Þimi
y

ð0210Þ5
X2
i50

ð0210Þimi
x ð2001Þ5

X2
i50

ð2001Þimi
y

ð1101Þ5
X1
i;j50

ð1101Þijmi
xm

j
y ð1110Þ5

X1
i;j50

ð1110Þijmi
xm

j
y

(29.17c)

Distortions

ð3000Þ5
X1
i50

ð3000Þimi
x ð1200Þ5

X1
i50

ð1200Þimi
x

ð0300Þ5
X1
i50

ð0300Þimi
y ð2100Þ5

X1
i50

ð2100Þimi
y

(29.17d)

The coefficients (pqrs)i and (pqrs)ij are themselves simply related to a set of integrals.

We write (see Eq. 25.27)

r5
fzo

fxi
5

fyo

fyi
5

φ̂o

φ̂i

 !1=2

(29.18)
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Aperture aberrations

ð0030Þ452 ð4000Þr3 ð0003Þ452 4ð0400Þr3

ð0030Þ35
�
4ð3010Þ2 fxo

2

�
r2 ð0003Þ35

n
4ð0301Þ2 fyo

2

�
r2

ð0030Þ252 4ð2020Þr ð0003Þ252 4ð0202Þr
ð0030Þ15 4ð1030Þ2 fxo

2
ð0003Þ15 4ð0103Þ2 fyo

2

ð0030Þ052 4ð0040Þr21 ð0003Þ0 52 4ð0004Þr21

ð0012Þ2252 2ð2200ÞFr3 ð0021Þ2252 2ð2200ÞGr3

ð0012Þ215 2ð2101Þr2 ð0021Þ215
�
2ð2101Þ2 fyo

2

�
r2

ð0012Þ125
�
ð2110Þ2 fxo

2

�
r2 ð0021Þ125 2ð1210Þr2

ð0012Þ2052 2ð2002Þr ð0021Þ2052 2ð2002Þr
ð0012Þ1152 2ð1111Þr ð0021Þ1152 2ð1111Þr
ð0012Þ0252 2ð0220Þr ð0021Þ0252 2ð0220Þr
ð0012Þ105 2ð1012Þ2 fxo

2
ð0021Þ105 2ð1012Þ

ð0012Þ015 2ð0121Þ ð0021Þ015 2ð0121Þ2 fyo

2

ð0012Þ0052 2ð0022ÞFr21 ð0021Þ0052 2ð0022ÞGr21

(29.19a)

Comas

ð1020Þ35 12ð4000Þr2 ð0102Þ3 5 12ð0400Þr2

ð1020Þ25
�
29ð3010Þ1 3

fxo

2

�
r ð0102Þ2

�
29ð0301Þ1 3

fyo

2

�
r

ð1020Þ15 6ð2020Þ ð0102Þ1 5 6ð0202Þ
ð1020Þ052 3ð1030Þr21 ð0102Þ0 52 3ð0103Þr21

ð1002Þ125 2ð2200ÞFr2 ð0120Þ215 2ð2200ÞGr2
ð1002Þ1152 2ð2101Þr ð0120Þ1152 2ð1210Þr

ð1002Þ025
�
2ð1210Þ1 fxo

2

�
r ð0120Þ205

�
2ð2101Þ1 fyo

2

�
r

ð1002Þ105 2ð2002Þ ð0120Þ105 ð1111Þ
ð1002Þ015 ð1111Þ ð0120Þ015 2ð0220Þ
ð1002Þ0052 ð1012Þr21 ð0120Þ0052 ð0121Þr21
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ð0111Þ215 4ð2200ÞFr2 ð1011Þ125 4ð2200ÞGr2
ð0111Þ2052 2ð2101Þr ð1011Þ0252 2ð1210Þr
ð0111Þ115

�
24ð1210Þ1 fxo

�
r ð1011Þ115

�
24ð2101Þ1 fyo

�
r

ð0111Þ105 2ð1111Þ ð1011Þ105 4ð2002Þ
ð0111Þ015 4ð0220Þ ð1011Þ015 2ð1111Þ
ð0111Þ0052 2ð0121Þr21 ð1011Þ0052 2ð1012Þr21

(29.19b)

Astigmatism

ð2010Þ2 52 12ð4000Þr ð0201Þ252 12ð0400Þr
ð2010Þ1 5 6ð3010Þ2 3

fxo

2
ð0201Þ15 6ð0301Þ2 3

fyo

2

ð2010Þ0 52 2ð2020Þr21 ð0201Þ052 2ð0202Þr21

ð1101Þ1152 4ð2200ÞFr ð1110Þ1152 4ð2200ÞGr
ð1101Þ105 2ð2101Þ ð1110Þ105 2ð2101Þ2 fyo
ð1101Þ015 2ð1210Þ2 fxo ð1110Þ015 2ð1210Þ
ð1101Þ0052 ð1111Þr21 ð1110Þ0052 ð1111Þr21

ð0210Þ2 52 2ð2200ÞFr ð2001Þ252 2ð2200ÞGr
ð0210Þ1 5 2ð1210Þ2 fxo

2
ð2001Þ15 2ð2101Þ2 fyo

2

ð0210Þ0 52 2ð0220Þr21 ð2001Þ052 2ð2002Þr21

(29.19c)

Distortions

ð3000Þ1 5 4ð4000Þ ð0300Þ15 4ð0400Þ
ð3000Þ0 5

�
2ð3010Þ1 fxo

2

�
r21 ð0300Þ05

�
2ð0301Þ1 fyo

2

�
r21

ð1200Þ1 5 2ð2200ÞF ð2100Þ15 2ð2200ÞG
ð1200Þ0 5

�
2ð1210Þ1 fxo

2

�
r21 ð2100Þ05

�
2ð2101Þ1 fyo

2

�
r21

(29.19d)

The coefficients characterizing the aberrations of gradient, defined by

Δx0i5 fx

�
x0ðzixÞ1 xo 2 fx

x0o
Mx

�

5 ξ
� ½3000�ξ2 1 ½1200�η2�1 x0o

� ½0030�x0o21 ½0012�y02o
�

1 x0o
� ð2010Þξ21 ½0210�η2�1 ξ

� ½1020�x0o21 ½1002�y02o
�

1 ηy0o
� ½1101�ξ1 ½0111�x0o

�
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Δy0i5 fy

�
y0ðziyÞ1 yo 2 fy

y0o
My

�

5 η
� ½0300�η2 1 ½2100�ξ2�1 y0o

� ½0003�y02o 1 ½0021�x0o2
�

1 y0o
� ½2001�ξ2 1 ½0201�η2�1 η

� ½0120�x0o2 1 ½0102�y02o
�

1 ξx0o
� ½1110�η1 ½1011�y0o

�
(29.20)

are also polynomials in inverse magnification. These have the following form:

½3000�5 ð3010Þ2 1

2
fxo

½1200�5 ð1210Þ2 1

2
fxo

½2010�52 3

�
ð3010Þ2 1

2
fxo

�
rmx1 2ð2020Þ

½0210�52

�
ð1210Þ2 1

2
fzo

�
rmx 1 2ð0220Þ

½1101�52 2

�
ð1210Þ2 1

2
fxo

�
rmy1 ð1111Þ

½1020�5 3

�
ð3010Þ2 1

2
fxo

�
r2mx 2 4ð2020Þrmx 1 3ð1030Þ

½1002�5
�
ð1210Þ2 1

2
fxo

�
r2m2

y 2 ð1111Þrmy 1 ð1012Þ

½0111�5 2

�
ð1210Þ2 1

2
fxo

�
r2mxmy 2 4ð0220Þrmy

2 ð1111Þmx1 2ð0121Þ

½0030�52

�
ð3010Þ2 1

2
fxo

�
r3m3

x 1 2ð2020Þr2m2
x

2 3ð1030Þrmx1 4ð0040Þ

½0012�52

�
ð1210Þ2 1

2
fxo

�
r3mxm

2
y 1 2ð0220Þr2m2

y

1 ð1111Þr2mxmy2 ð1012Þrmx 2 2ð0121Þrmy

1 2ð0022ÞF
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½0300�5 ð0301Þ2 1

2
fyo

½2100�5 ð2101Þ2 1

2
fyo

½2001�52

�
ð2101Þ2 1

2
fyo

�
rmy 1 2ð2002Þ

½0201�52 3

�
ð0301Þ2 1

2
fyo

�
rmy1 2ð0202Þ

½1110�52 2

�
ð2101Þ2 1

2
fyo

�
rmx1 ð1111Þ

½0120�5
�
ð2101Þ2 1

2
fyo

�
r2m2

x 2 ð1111Þrmx1 ð0121Þ

½0102�5 3

�
ð0301Þ2 1

2
fyo

�
r2m2

y 2 ð0202Þrmy 1 3ð0103Þ

½1011�5 2

�
ð2101Þ2 1

2
fyo

�
r2mxmy2 4ð2002Þrmx2 ð1111Þrmy 1 2ð1012Þ

½0003�52

�
ð0301Þ2 1

2
fyo

�
r3m3

y 1 2ð0202Þr2m2
y 2 3ð0103Þrmy 1 4ð0004Þ

½0021�52

�
ð2101Þ2 1

2
fyo

�
r3m2

xmy 1 2ð2002Þr2m2
x

1 ð1111Þr2mxmy 2 2ð0102Þrmx 2 ð0121Þrmy 1 2ð0022ÞG

(29.21)

The coefficients (pqrs), p1 q1 r1 s5 4, denote the following integrals:

ð4000Þ5 f 4xi

ðN
2N

ðAxG
4
x 1BxG

2
xG

02
x 1NG04

x Þdz1
1

8
lim
z-N

ðz2 z
ðxÞ
Fi Þ

ð0400Þ5 f 4yi

ðN
2N

ðAyG
4
y 1ByG

2
yG

02
y 1NG04

y Þdz1
1

8
lim
z-N

ðz2 z
ðyÞ
Fi Þ

ð0040Þ5
ðN

2N

ðAxΓ
4

x 1BxΓ
2

xΓ
02
x 1NΓ 04

x Þdz2
1

8
r lim
z-2N

ðz2 z
ðxÞ
FoÞ

ð0004Þ5
ðN

2N

ðAyΓ
4

y 1ByΓ
2

y Γ
02
y 1NΓ 04

y Þdz2
1

8
r lim
z-2N

ðz2 z
ðyÞ
FoÞ
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ð3010Þ5 4f 3xi

ðN
2N

�
AxG

3
xΓ x 1

1

4
BxðG2

xÞ0ðGxΓ xÞ0 1NG03
x Γ

0
x

�
dz

ð0301Þ5 4f 3yi

ðN
2N

�
AyG

3
yΓ y 1

1

4
ByðG2

yÞ0ðGyΓ yÞ0 1NG03
y Γ

0
y

�
dz

ð1030Þ5 4fxi

ðN
2N

�
AxGxΓ

3

x 1
1

4
BxðGxΓ xÞ0ðΓ 2

xÞ0 1NG0
xΓ

03
x

�
dz

ð0103Þ5 4fyi

ðN
2N

�
AyGyΓ

3

y 1
1

4
ByðGyΓ yÞ0ðΓ 2

yÞ0 1NG0
yΓ

03
y

�
dz

ð2020Þ5 6f 2xi

ðN
2N

�
AxG

2
xΓ

2

x 1
1

6
BxðG2

xΓ
02
x 1G02

xΓ
2

x 1 ðG2
xÞ0ðΓ

2

xÞ0Þ1NG02
xΓ

02
x

�
dz

ð0202Þ5 6f 2yi

ðN
2N

�
AyG

2
yΓ

2

y 1
1

6
ByðG2

yΓ
02
y 1G02

y Γ
2

y 1 ðG2
yÞ0ðΓ

2

yÞ0Þ1NG02
yΓ

02
y

�
dz

ð2002Þ5 f 2xi

ðN
2N

�
CG2

yΓ
2

y 1BxG
2
xΓ

02
y 1ByG

02
xΓ

2

y 1 2NG02
x Γ

02
y 1RGxΓ yðGxΓ

0
y2G0

xΓ yÞ
�
dz

ð0220Þ5 f 2yi

ðN
2N

�
CΓ 2

xG
2
y 1BxΓ

2

xG
02
y 1ByΓ 02

x G
2
y 1 2NΓ 02

x G
02
y 1RΓ xGyðΓ xG

0
y2Γ 0

xGyÞ
�
dz

ð2200Þ5 f 2xif
2
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ðN
2N

�
CG2

xG
2
y 1BxG

2
xG

02
y 1ByG

02
x G

2
y 1 2NG02

x G
02
y 1RGxGyðGxG

0
y2G0

xGyÞ
�
dz

ð2200ÞF 5 ð2200Þ1 1

4
lim
z-N

ðz2 z
ðxÞ
Fi Þ

ð2200ÞG5 ð2200Þ1 1

4
lim
z-N

ðz2 z
ðyÞ
Fi Þ

ð0022Þ5
ðN

2N

�
CΓ 2

xΓ
2

y 1BxΓ
2

xΓ
02
y 1ByΓ 02

x Γ
2

y 1 2NΓ 02
x Γ

02
y 1RΓ xΓ yðΓ xΓ 0

y2Γ 0
xΓ yÞ

�
dz

ð0022ÞF 5 ð0022Þ2 1

4
r lim
z-2N

ðz2 z
ðxÞ
FoÞ

The Aberrations of Quadrupole Lenses and Octopoles 495



ð0022ÞG5 ð0022Þ2 1

4
r lim
z-2N

ðz2 z
ðyÞ
FoÞ

ð2101Þ5 2f 2xifyi
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y 1ByG
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(29.22)

in which

Ax5
1
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φ̂
φ̂i

0
@

1
A
1=2

γφð4Þ

φ̂
2

φv21 4p22

φ̂
2

2
8γpv2
3φ̂

1
4p2φv

φ̂
2

1
8ηQv2

3φ̂
1=2

0
B@

1
CA1Ξ

Ay5
1

128

φ̂
φ̂i

0
@

1
A
1=2

γφð4Þ

φ̂
2

φv21 4p22

φ̂
2

1
8γpv2
3φ̂

2
4p2φv

φ̂
2

2
8ηQv2

3φ̂
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Bx 52
γ
16

φ̂
φ̂i

0
@

1
A
1=2

φv2 2p2

φ̂

By 52
γ
16

φ̂

φ̂i

0
@

1
A
1=2

φv1 2p2

φ̂

C5
1

64

φ̂
φ̂i

0
@

1
A
1=2

γφð4Þ

φ̂
2

φv22 4p22

φ̂
2

0
@

1
A2 6Ξ

N52
1

8

�
φ̂
φ̂i

	1=2

R5
ηQ0

2

4φ̂
1=2

i

(29.23)

and Ξ(z) characterizes the octopole distribution:

ΞðzÞ :¼ 1

48

�
φ̂
φ̂i

	1=2� γp4
φ̂

2
2ηQ4

φ̂
1=2

	
(29.24)

In the foregoing formulae, we have imposed no restrictions on φ(z), p2(z) and Q2(z), which

may all be present simultaneously. Commonly, however, φ is constant and any electrostatic

and magnetic quadrupole fields do not overlap. In these conditions, the formulae can be

recast in a much simpler form by writing

p2ðzÞ ¼: p20 qðzÞ Q2ðzÞ ¼: Q20 qðzÞ
p4ðzÞ ¼: p40 ωðzÞ Q4ðzÞ ¼: Q40 ωðzÞ (29.25)

where q(z) and ω(z) are functions that reach a maximum value of unity. We define an

excitation parameter β2 and a label n as follows:

γp20
2φ̂

¼: β2
E

ηQ20

φ̂
1=2

¼: β2
M β2 :¼ β2

E 2β2
E n :¼ β2

E

β2
M 2β2

E

(29.26)

Thus for purely electrostatic quadrupoles, n5�1, for magnetic quadrupoles, n5 0, and as

we shall see in Section 29.4, for achromatic quadrupoles, n5 γ2� 1. From Eqs

(29.25�29.26), we see that

γp2ðzÞ
φ̂

5 2nβ2qðzÞ and
ηQ2ðzÞ
φ̂
1=2

5 ðn1 1Þβ2qðzÞ (29.27)

The Aberrations of Quadrupole Lenses and Octopoles 497



For octopoles, we write

γp40
48φ̂

¼:2τE
ηQ40

24φ̂
1=2

¼:2τM τM2τE :¼τ (29.28)

so that

ΞðzÞ5 τωðzÞ (29.29)

The functions Ax, Ay. . .R now become

Ax52
1

8
β2

�
β2q2n21

n21

6
qv
	
1τω

Ay52
1

8
β2

�
β2q2n22

n21

6
qv
	
1τω

Bx52By5
1

4
β2nq

C5
1

4
β4n2q226τω

N52
1

8

R5
1

4
β2ðn11Þq0

(29.30)

where n :¼ n/γ. The following set of coefficients (pqrs) is now more convenient:

ð4000Þ5
ðN

2N

axΓ 4
x dz

5

ðN
2N

bΓ 4
x dz2

1

24

ðN
2N

Γ 04
x dz1

1

24
lim
z-N

ðz2z
ðxÞ
Fi Þ

ð0400Þ5
ðN

2N

ayΓ 4
y dz

5

ðN
2N

bΓ 4
y dz2

1

24

ðN
2N

Γ 04
y dz1

1

24
lim
z-N

ðz2z
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Fi Þ

ð0040Þ5
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2N

axΓ
4

x dz

5
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2N

bΓ 4

x dz2
1

24

ðN
2N

Γ 04
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1
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lim

z-2N
ðz2z

ðxÞ
FoÞ
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ð0004Þ5
ðN

2N

ayΓ
4

y dz

5

ðN
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bΓ 4

y dz2
1

24

ðN
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Γ 04
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1

24
lim
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ðz2z
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FoÞ

ð3010Þ54
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axΓ 3
x Γx dz1

fx

8

54

ðN
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bΓ 3
x Γx dz2

1

6

ðN
2N

Γ 03
x Γ 0
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fx

12

ð0301Þ54
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2N

ayΓ 3
y Γydz1
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8

54

ðN
2N

bΓ 3
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1

6
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Γ 03
y Γ 0
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12
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3
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Γ 0
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12
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8
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Γ 0
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x Γ
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56
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bΓ 2
x Γ

2
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1
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Γ 02
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(29.31)

In these expressions, the functions ax, ay, b, c and c are as follows:

ax :¼ 2
1

24
β4ð3n2 2 2n1 3Þq2 2 1

96
β2qv1 τω

ay :¼ 2
1

24
β4ð3n2 2 2n1 3Þq2 1 1

96
β2qv1 τω

b :¼ 2
1

24
β4ð3n2 2 2n1 2Þq2 1 τω

c :¼ 1

4
β4ðn2 2 2n1 1Þq2 2 6τω

c :¼ 1

4
β4ðn2 2 2n2 2Þq2 2 6τω

(29.32)

We have lightened the notation by setting

Γx 5 fxGx Γx5 fxGx Γy5 fyGy Γy5 fyGy (29.33)

so that Γx and Γy are the rays incident from object space parallel to the axis at heights fx and

fy in the two principal sections. If the function q(z) is even in z, Γ x(z)5Γx(2z) and

Γy(z)5Γy (�z); if q(z) is odd, then Γx(z)5Γy(�z) and Γy(z)5Γx (�z). The interrelations

between the coefficients, derived earlier by symmetry arguments (29.7, 29.9), become

obvious.
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29.3 Aperture Aberrations

Each of the aberration coefficients of quadrupoles is associated with an aberration figure.

We shall examine only the aperture aberrations, however, and we likewise confine the

detailed analysis of the aberration formulae to this family of defects.

In a general plane zc, the real aperture aberrations expressed in terms of xo, yo, xa and ya are

given by

xc2 sxcxo5 xa
�
txc1 ð30Þx2a 1 ð12Þy2a

�
yc2 sycyo5 ya

�
tyc1 ð03Þy2z 1 ð21Þx2a

� (29.34)

in which we have shortened (00rs) to (rs). As in Chapter 24, The Geometrical Aberrations

of Round Lenses, we consider a family of rays intersecting the aperture plane around a

circle, xa5 ra cos θ, ya5 ra sin θ. We find

xc2 sxcxo 5 ra
�
txc1 ð30Þr2a

�
cos θ1 r3a

�ð12Þ2 ð30Þ� sin2 θ cos θ

yc2 sycyo 5 ra
�
tyc1 ð03Þr2a

�
sin θ1 r3a

�ð21Þ2 ð03Þ� cos2 θ sin θ
(29.35)

or writing

δx :¼ xc 2 sxcxo ¼: ðκ1λ sin2 θÞ cos θ
δy :¼ yc 2 sycyo ¼: ðμ1 ν cos2 θÞ sin θ (29.36)

we obtain

δX5 ð11 ε1α sin2 θÞ cos θ
δY 5 ð12 ε1α cos2 θÞ sin θ

(29.37)

with

δX5
2ν

κν1λμ
δx δY 5

2λ
κν1λμ

δy

ε5
κν2λμ
κν1λμ

α5
2λν

κν1λμ

(29.38)

Eqs (29.37) are the parametric representation of the aberration figure in a general plane.

The resulting curve is always symmetric about the planes θ5 0, θ5π/2 and has an oval,

star- or rosette-shaped appearance according to the relative values of α and ε. Fig. 29.2
shows a division of the α�ε plane into regions associated with various aberration figures,

proposed by Meads (1963) (and extensively analysed in Hawkes (1966)). A classification of
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the aberrations for quadrupole systems producing a stigmatic but not necessarily

orthomorphic image has also been proposed by Burfoot (1954a,b), who writes

xi2 sxiso 5 xa
�
αxr

2
a 1βx2a 1 γðx2a 2 y2aÞ

�
yi2 syiyo 5 ya

�
αyr

2
a 2βy2a 2 γðx2a 2 y2aÞ

� (29.39)

so that

αx5
1

4
ð30Þ1ð03Þ13ð12Þ2ð21Þ� �

αy5
1

4
ð30Þ1ð03Þ2ð12Þ13ð21Þ� �

β5
1

2
ð30Þ2ð03Þ2ð12Þ1ð21Þ� �

γ5
1

4
ð30Þ1ð03Þ2ð12Þ2ð21Þ� �

(29.40)
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Figure 29.2
The various forms of the aberration figure associated with the aperture aberrations.
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The pair of coefficients αx and αy convert an image point into an ellipse which reduces to a

circle, the familiar spherical aberration disc of round lenses, if Mx5My, so that (12)5 (21).

The coefficient β measures the so-called ‘star’ aberration, and γ the ‘rosette’.

The aperture aberration coefficients can be written in many different ways. We now list a

few of the formulae that have been found convenient in practice.

i. Real aberrations, φ(z), p2(z) and Q2(z) may all be present. For this case only, we list

distortions as well as aperture aberrations, to show that they can be derived from one

another by symmetry arguments.

Wxx
ð1ÞðzcÞ5

�
txc

ðc
a

σx4 dz2 sxc

ðc
o

σx3 dz

	
x3o

1

�
txc

ðc
a

σxy dz2 sxc

ðc
o

σ12 dz

	
xoy

2
o

1

�
txc

ðc
a

τx3 dz2 sxc

ðc
o

τx4 dz
	
x3a

1

�
txc

ðc
a

τ12 dz2 sxc

ðc
o

τxy dz
	
xay

2
a

Wyy
ð1ÞðzcÞ5

�
tyc

ðc
a

σy4 dz2 syc

ðc
o

σy3 dz

	
y3o

1

�
tyc

ðc
a

σxy dz2 syc

ðc
o

σ21 dz

	
x2oyo

1

�
tyc

ðc
a

τy3dz2 syc

ðc
o

τy4 dz
	
y3a

1

�
tyc

ðc
a

τ21 dz2 syc

ðc
o

τxy dz
	
x2aya

(29.41)

with c :¼ zc and

σx45 4ðAxs
4
x 1Bxs

2
xs

02
x 1Ns04x Þφ̂

1=2

i

σy45 4ðAys
4
y 1Bys

2
ys

02
y 1Ns04y Þφ̂

1=2

i

τx45 4ðAxt
4
x 1Bxt

2
x t

02
x 1Nt04x Þφ̂

1=2

i

τy45 4ðAyt
4
y 1Byt

2
y t

02
y 1Nt04y Þφ̂

1=2

i
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σx3 5 2φ̂
1=2

i ð2Axs
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0
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(29.42)

ii. Real aberrations, quadrupoles only, formulae indicating the sign of the various

coefficients.

At the real line image at which tx vanishes, z5 zi ¼: i, we have
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t04x dz1
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6
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�
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o

t04x dz1
1

6
ð3n2 2 2n1 2Þβ4

ði
o

q2t4x dz
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(29.43)

At the real line image at which ty vanishes, z5 zj, (0003) and (0021) are obtained from

(29.43) by interchanging tx and ty. If the image is stigmatic, zi5 zj, then (0012)5

(0021). As before, n5 n/γ.
It is clear from Eq. (29.43) that (0030) and (0003) cannot change sign in the

nonrelativistic approximation (γ5 1) and that the mixed coefficients cannot change

sign for stigmatic magnetic quadrupole systems (Ovsyannikova and Yavor, 1965;

Moses, 1966; Hawkes, 1966/67b). Still in the nonrelativistic case, (0012)5 (0021) is

always positive in stigmatic systems provided that 1� ffiffiffi
3

p
# n# 11

ffiffiffi
3

p
; this range

includes magnetic (n5 0) and achromatic (n5 1) systems. When the relativistic

correction becomes large, however, (0030) and (0003) can vanish as a negative term

appears in the integrand when 62 γ2# 0, that is, when the accelerating voltage

exceeds about 0.7 MV (Rose, 1967).

iii. Quadrupoles and octopoles only (φ5 const). Asymptotic aberrations expressed in

terms of xo and x0o in z5 zox, yo and y0o in z5 zoy and evaluated at the asymptotic image

planes z5 zix and z5 ziy conjugate to z5 zox and z5 zoy, respectively.
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(29.44)
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where
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(29.45)

iv. Quadrupoles and octopoles only (φ5 const). As (iii) but free of derivatives of p2
and Q2.
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(29.46)

29.4 Chromatic Aberrations

In the general case, in which φ(z), p2(z) and Q2(z) may all be present, the asymptotic

chromatic aberration is given in the planes zix and ziy conjugate to zox and zoy respectively

by the following expressions:

Δxi5 ðCcxx
0
o1CMxxoÞ

Δφ
φ̂o

Δyi5 ðCcyy
0
o1CMyyoÞ

Δφ
φ̂o

(29.47)
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where
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(29.48)

and
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(29.49)

With the notation of Eqs (29.25�29.29), the coefficients (29.48) take the following form in

the pure quadrupole case:

Ccx 5
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x dz; Ccy 52

1

2
νβ2
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y dz;
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qðzÞGxHxdz; CMy52
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2
νβ2

ðN
2N

qðzÞGyHy dz;

(29.50)

in which

ν :¼ n2 γ2

γ
� n2 1 (29.51)

Thus if n5 γ2 � 1, which implies β2
M 5 2β2

E; a combined electrostatic and magnetic

quadrupole will be achromatic, provided that the field functions p2(z) and Q2(z) are

identical. Fig. 29.3 shows a quadrupole in which this condition is satisfied to a good

approximation.
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Magnetic pole

Electrode

5 cm

(A)

(B)

Figure 29.3
A combined electrostatic and magnetic quadrupole, with which the achromatic condition
can be satisfied to a good approximation. (A) Cross-section and (B) view of such a lens.

Courtesy D.F. Hardy.
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This achromatic condition was first derived by Kel’man and Yavor (1961) and rediscovered

independently by Septier (1963). The relativistic formulae were first given by Hawkes

(1964, 1965c). Extensive experimental work on mixed magnetic and electromagnetic

quadrupoles was subsequently performed by Hardy (1967). The achromatic condition was

originally established for real aberration coefficients but these are identical with the

asymptotic ones apart from the presence of different pairs of paraxial solutions. The

condition is thus applicable in both cases.

In a practical design, it is more than likely that p2(z) and Q2(z) will not have quite the same

shape. The effect of small differences has been analysed with the aid of a particular field

model, the rectangular distribution (see Chapter 39 of Volume 2) by Shpak and Yavor

(1964, 1965) (cf. Yavor et al., 1964).

29.5 Quadrupole Multiplets

Since quadrupole lenses have a diverging action in one plane and a converging effect in the

other, they are commonly combined into multiplets. Formulae from which the total

aberration coefficients can be calculated, given those of the individual components, are

therefore required. These have a strong family resemblance to their counterparts for round

lenses, listed in Chapter 27, Aberration Matrices and the Aberrations of Lens Combinations;

we give only the principal expressions here, referring to Hawkes (1970a) for further details.

As in Chapter 27, Aberration Matrices and the Aberrations of Lens Combinations, we

introduce vectors,

x5 ðx x0 x3 xy2 x2x0 y2x0 xyy0 xx02 xy02 yx0y0 x03 x0y02ÞT

y5 ðy y0 y3 x2y y2y0 x2y0 xyx0 yy02 yx02 xx0 y0 y03 x02y0ÞT
(29.52)

(in which T denotes transpose as usual) with the convention that suffix o attached to x, x’

indicates quantities in the object plane zox, but attached to y, y’, quantities in z5 zoy are

meant. We write

xm5Mxo yn5Nyo (29.53)

in which Mx is now denoted by M and My by N, to prevent undue proliferation of the

suffixes. The transfer matrices M and N relating zix and zox, ziy and zoy respectively, have

the block structure of Eq. (27.3):

M 5
M1 M2

M3 M4

� 	
N5

N1 N2

N3 N4

� 	
(29.54)
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Here M1 and N1 are the 2 3 2 paraxial transfer matrices in the x�z and y�z planes; M3

and N3 are null; M4 and N4 encode the addition rules for the aberration coefficients; and

M2, N2 are the 2 3 10 aberration matrices similar to Eq. (27.6). We write

M25
Mm11 Mm12 ? Mm19 Mm1;10

m21 m22 ? m29 m2;10

� 	

N25
Nn11 Nn12 ? Nn19 Nn1;10

n21 n22 ? n29 n2;10

� 	 (29.55)

Suppose now that we have a second quadrupole characterized by a similar pair of matrices,

M0 and N0, and that the total magnifications in the two planes are P, Q:

P5M0M Q5N0N (29.56)

Then

xp5M0xm 5M0Mxo ¼: Pxo
yp5N0yn 5N0Nyo ¼: Qyo (29.57)

where P and Q of course have the same block structure as M, M0, N and N0. The paraxial sub-
matrices P1 and Q1 have already been discussed in Section 19.1. It is the elements of the upper

row of P2 and Q2, denoted by Pp1j and Qq1j (j5 1�10), that are of interest. It can be shown that
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111 cmMm0

131 c2mm
0
161 c3mmm

0
19
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0
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2
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0
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0
16 1 3rc2mm
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0
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3m0
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2m0
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19

p1;105m1;101 r3m2n2m0
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0
131 c2nn

0
161 c3nnn

0
19

q125 n121M2n0121 cnM
2nn0141 cmMn0151 c2mn

0
171 cmcnMnn018

1 cnc
2
mnn

0
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2n019
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q155 n151 rn0151 2rcmmn
0
171 rcnnn

0
181 2rcmcnmnn

0
1;10

q165 n161 r2n2n0161 3r2cnn
3n019

q175 n171 r2m2n0171 r2cnm
2nn01;10

q185 n181 r2n2n0181 2r2cmn
2mn01;10

q195 n191 r3n4n019
q1;105 n1;101 r3m2n2n01;10

(29.58)

in which cm :¼ �1/fxi, and cn5�1/fyi as in Eq. (27.5).

The coefficients m1j, n1j m
0
1j, n

0
1j, and hence p1j and q1j also, may be written as polynomials

in the corresponding inverse magnification m and n (for m1j and n1j), m
0 and n0 (for m0

1j and

n01j) and p and q (for p1j and q1j). The formulae giving the numerous coefficients that occur

in these polynomials for the complete system in terms of those of the two individual lenses

(or partial systems) are set out explicitly in Hawkes (1970e) and are not reproduced here.
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CHAPTER 30

The Aberrations of Cylindrical Lenses

The aberrations of cylindrical lenses, the paraxial properties of which were outlined in

Chapter 20, Cylindrical Lenses, have been analysed by several authors. For electrostatic

lenses, these were first calculated by Leitner (1942), who used the method of variation

of parameters to obtain formulae in several different forms for all the aberration

coefficients. Strashkevich (1965) likewise listed formulae for the latter, some of which

had appeared earlier in Strashkevich and Pilat (1951, 1952) and Strashkevich and

Gluzman (1954). Full expressions for the primary aberrations of combined electrostatic

and magnetic lenses were derived by Shtepa (1952), Laudet (1955a,b) and Rheinfurth

(1955). Shi (1956) used Seman’s formulation of the method of characteristic functions to

analyse electrostatic lenses, employing the reduced equations of motion and eliminating

derivatives of the Gaussian solutions. The coefficients, recalculated using characteristic

functions, are listed in Hawkes (1966/67a), where a comparison with all the earlier

formulae is to be found. For details of the calculation, the reader is referred to that

paper; here we merely indicate the form of the results in the general case and list the

full formulae only for electrostatic cylindrical lenses. We express the aberrations in terms

of object and aperture coordinates; for details of the alternative choice, again see the

paper cited above.

The paraxial solution expressed in terms of position coordinates in the object and aperture

planes was not derived explicitly in Chapter 20, Cylindrical Lenses. With s(zo)5 t(za)5 1

and t(zo)5 s(za)5 0, a lengthy but straightforward calculation yields

x zð Þ52r zð Þ ya 2 yoð Þ1 xo s zð Þ1 ηr zð Þ
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Bs
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yo 1Rya1 sxo 1 Txa

(30.1)
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(30.2)

The expressions (30.1) are substituted into the perturbation M(4) (MI in Chapter 22,

Perturbation Theory: General Formalism), and aberration coefficients are extracted by

partial differentiation (22.30). In the general case, the geometrical aberrations in an

arbitrary plane take the form

x 1ð Þ zð Þ5 300ð Þxx3o1 210ð Þxx2oxa 1 201ð Þxx2oY
1 120ð Þxxox2a1 102ð ÞxxoY2 1 111ð ÞxxoxaY
1 030ð Þxx3a 1 021ð Þxx2aY 1 012ð ÞxxaY21 003ð ÞxY3

(30.3)

with a similar expression for y(1)(z). We have introduced Y :¼ ya� yo. The formulae for the

coefficients are extremely complicated in the mixed case, in which electrostatic and

magnetic fields are both present; they are listed in full in Hawkes (1966/67a) and are not
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reproduced here. In the simpler case of electrostatic cylindrical lenses, there are fewer

terms. The results are then as follows.

The function Mð4Þ is given by

M 4ð Þ5
φ 4ð Þ

48φ1=2
2

φv2

32φ3=2

� �
x4 2

φv
8φ1=2

x2 x02 1 y02
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8
φ1=2 x021y02

� �2
(30.4)

in the nonrelativistic approximation. Into this, we substitute

x5 sxo 1 txa
y5 12Rð Þyo 1Rya

(30.5)

where

R5
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F
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dz
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(30.6)

giving

x 1ð Þ zcð Þ5 300ð Þx3o 1 030ð Þx3a1 120ð Þxox2a 1 210ð Þx2oxa
1 102ð ÞxoY21 012ð ÞxaY2

y 1ð Þ zcð Þ5 201ð Þx2oY 1 111ð ÞxoxaY1 021ð Þx2aY1 003ð ÞY3

(30.7)

in some arbitrary plane z5 zc. The coefficients are given by
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and (102) - (012) when s - t, t - �s, o 2 a;
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s02 - t02.

520 Chapter 30



CHAPTER 31

Parasitic Aberrations

We have so far been assuming that the electron optical system under consideration is

perfect, in the sense that the various symmetries are exactly respected. This is certainly

unrealistic, for every real system is imperfect: there is a limit to the precision attainable

during the manufacture and assembly of its components. The electrodes and polepieces of a

lens system designed to have rotational symmetry are never truly round but slightly

elliptical, and after assembly their individual axes may be shifted and tilted with respect to

one another. Moreover, in magnetic lenses, the polepiece material will be slightly

inhomogeneous, and in electrostatic lenses, an asymmetric layer of insulating but charged

contamination may be deposited on the electrode surfaces, again impairing the original

symmetry. It is clear that the number of degrees of freedom in the imperfections increases

drastically with the number of individual components in the device, so that complex

systems are particularly prone to problems of this kind.

The electron optical defects caused by the various forms of imperfection are known as

parasitic aberrations. Unlike the systematic aberrations of perfect systems, they cannot be

determined accurately since the mechanical defects that cause them are never known

exactly and may not be stable in time. The aim of the theory is to furnish an understanding

of the possible types of parasitic aberrations and to establish tolerance limits on the

precision of machining and alignment of the various components of a system.

This chapter is organized in two parts. The first part, Sections 31.1�31.4, follows the text

of the first edition closely, while the second part (Section 31.6) introduces the deeper

analysis that has become necessary with the proliferation of aberration correctors. The

discussion of stigmators, formerly in Chapter 32, Paraxial Properties of Deflection Systems,

has been placed at the end of the first part (Section 31.5) and the section on numerical

methods has been extended. A final short section (31.7) describes the ‘Uhlemann effect’.

This too is a parasitic feature of magnetic lenses, though not in the same sense as the rest of

this chapter, since no mechanical defect is involved. The first part has been retained in the

belief that newcomers to the topic will appreciate this simpler approach.

31.1 Small Deviations from Rotational Symmetry; Axial Astigmatism

This situation is the most important, for in the vast majority of practical devices, with the

exception of aberration correctors and deflectors, the lens systems are intended to be round.
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Any deviations of the boundaries from the ideal rotational symmetry generate weak

multipole fields of various orders, as outlined in Section 9.4.6 where magnetic lenses were

considered. From the properties of multipole fields presented in Chapter 7, Series

Expansions, it is obvious that the fields with the lowest multipole orders, m5 1, 2 and 3,

will be the most important in the paraxial domain, as their potentials increase as rm with the

radial coordinate r.

Eccentricities, in the sense of shifts and tilts of the local optic axes, produce very weak

dipole fields (m5 1), which merely cause a very small lateral deflection of the whole

electron beam. The image is hence displaced bodily but remains stigmatic, with the result

that these defects are not serious as long as they remain small.

Quadrupole fields (m5 2) are caused by ellipticity of the electrodes or polepieces and

produce an astigmatism; the latter does not vanish even for the axial object point and is

therefore often called the axial astigmatism. Owing to its great practical importance, this

aberration was studied comprehensively in earlier decades. Substantial contributions were

made by Glaser (1942/3), Bertein (1947e, 1948a), Bertein et al. (1947), Hillier and

Ramberg (1947), Rang (1949a,b), Sturrock (1951b,1955), which should be read in

conjunction with Archard (1953), Glaser (1952), Glaser and Schiske (1953), Der-Shvarts

(1954) and Stoyanov (1955a,b). With the advance of modern computational methods, these

early investigations have lost much of their significance, with the exception of Sturrock’s

work, and we discuss them only briefly. It should, however, not be forgotten that the idea

of classifying departures from rotational symmetry according to their Fourier components,

thereby revealing the character of the aberrations to be expected, first appeared in these

studies, notably those of Bertein and Sturrock; this in turn led to the idea of the stigmator

and permitted Archard to relate individual types of imperfection of magnetic lenses

(corrugation of the polepieces, eccentricity and misorientation of the axes of the latter) to

particular image defects.

It is customary to introduce dimensionless ellipticity parameters ε1(z), ε2(z); the
electrostatic potential Φ in the paraxial domain then takes the form

Φ z; r;ϕð Þ5φ zð Þ2 r2

4
φ00 zð Þ 11 ε1 zð Þcos2ϕ1 ε2 zð Þsin2ϕ� �

1O r4
� �

(31.1)

This represents the superposition of a dominant round focusing field and two weak

quadrupole fields with variable strengths and different orientations; we must assume that

|ε1|{1, |ε2|{1. In the case of constant ellipticity, ε15 const, ε25 const’, it is possible to

relate these parameters to the semiaxes a . b of the bores in the electrodes. Without loss of

generality, we introduce a constant rotation of the coordinate system about the optic axis, so

that ε1¼: ε. 0, ε25 0. We then have
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ε5
a2 b

a1 b
(31.2)

The motions of the electrons in the two symmetry planes, X15 0 and X25 0, are decoupled

and each coordinate satisfies a paraxial ray equation of the type associated with

quadrupoles:

φX00
1;21

1

2
φ0X0

1;2 1
1

4
φ00 16 εð ÞX1;2 5 0 (31.3)

With the Picht transformation (15.40), Xj5 υjφ
21/4, this becomes

υ001;2 1
3

16

φ0

φ

� �2
6

εφ00

4φ

( )
υ1;2 5 0 (31.4)

In the Busch approximation for weak lenses, we first find the average focal length f ;

1=f 5 fifoð Þ21=2 5
3

16

ðN
2N

φ0

φ

� �2
dz (31.5)

The ellipticity causes small deviations from f , given by

Δ 1=f
� �

5 6
ε
4

ðN
2N

φ00

φ
dz

Partial integration yields an expression proportional to formula (31.5) for f
21

and as this

deviation is very small, we can simplify the relation to

Δf 57
4ε
3
f (31.6)

This expression is certainly an oversimplification since in most practical applications, the

lenses are not weak, but it gives an estimate of the axial astigmatism and this is sufficient

for rough calculations.

For the scalar potential in magnetic lenses an expansion similar to Eq. (31.1) holds and, in

the case of constant ellipticity of the bores a relation of the form (31.2) can be derived, but

thereafter the situation becomes far more complicated. Owing to the Larmor rotation of the

electron rays in the lens, there is no coordinate system in which the ray equations decouple

like Eq. (31.1). We now have to employ one of the general methods for calculating

aberrations. This theory is comprehensively presented by Glaser (1952); we shall not repeat

it here, since better techniques are now available.
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31.2 Classification of the Parasitic Aberrations

Quite generally, there must exist an eikonal or characteristic function, from which the

lateral aberrations can be obtained by partial differentiation. For rotationally symmetric

systems these relations can be cast into the convenient form

Δxo5
@

@x0o
S xo; yo; x

0
oy

0
o; zo; zi

� �
; Δyo5

@S

@y0o
(31.7)

where S is a characteristic function, also called the ‘wave aberration’, and Δxo, Δyo are the

lateral aberrations referred back to the object plane in the usual way. These relations remain

valid even if only the paraxial unperturbed contributions are rotationally symmetric; small

asymmetric aberrations are then superimposed on the intrinsic aberrations of the round lens.

The assumption that the asymmetries are small allows us to neglect their fourth-order

contributions to S in comparison with those from the rotationally symmetric part. We can

therefore terminate the series expansion of the eikonal after the third order if only the

asymmetric aberrations are being studied. Even so, the possible aberrations are quite

numerous since S is now a polynomial consisting of all terms in the variables xo, yo,

x0o and y0o up to third order. We first examine the second-order terms. In the expansion, we

omit any terms that depend on xo and yo only, since they do not contribute to the

derivatives (31.7); we then find

S5 x0o c11 a11xo 1 a12yoð Þ1 y0o c2 1 a21xo1 a22yoð Þ

1
1

2
b11x

0
o
2
1 2b12x

0
oy

0
o1 b22y

0
o
2

� 	
(31.8)

Here a12 is not necessarily the same as a21. It is now convenient to introduce new

coefficients, writing

a11 ¼: a011 a1; a22 ¼: a012 a1; a21 ¼: a2 1 a02; a12 ¼: a22 a02;

b11 ¼: b011 b1; b22 ¼: b012 b1; b12 ¼: b2
We can then rewrite Eq. (31.8) as the sum of a rotationally symmetric term

Ss5 a01 xox
0
o 1 yoy

0
o

� �
1 a02 xoy

0
o 2 x0oyo

� �
1

1

2
b01

2
x0o
2
1 y0o

2
� 	

and an essentially asymmetric contribution

Sa5 a1 xox
0
o2 yoy

0
o

� �
1 a2 xoy

0
o1 yox

0
o

� �
1

1

2
b1 x0o

2
2 y0o

2
� 	

1 b2x
0
oy

0
o1 c1x

0
o1 c2y

0
o

(31.9)
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with S5 Sa 1 Ss. The expression for Ss, being composed of rotation-invariants, yields the

aberrations to be expected in perfectly round lenses. These are an isotropic and an

anisotropic alteration of the magnification (a01 and a02, respectively) and a defocus (b01).
Since these are of no interest in the present context, we disregard them here.

The lateral aberrations, arising from Eq. (31.9), are now given by

Δxo 5 c1 1 a1xo 1 a2yo 1 b1x
0
o 1 b2y

0
o (31.10a)

Δyo 5 c2 1 a2xo 2 a1yo 1 b2x
0
o 2 b1y

0
o (31.10b)

The constants c1 and c2 describe a lateral shift of the image: Δxi5Mc1, Δyi5Mc2, M

being the magnification. Such a shift results from tilts or lateral displacements of the lens

parts relative to each other, which produce a weak deflection. Since the image remains

stigmatic, this is not serious. The terms that are proportional to xo and yo describe a

paraxial distortion. From the affine imaging relation,

xi5Mðxo1ΔxoÞ5M 11 a1ð Þxo 1 a2yo
� �

yi5Mðyo1ΔyoÞ5M a2xo1 12 a1ð Þyo
� � (31.11)

it can be seen that there are two principal directions in the image, which are orthogonal to

each other and in which the magnification takes the extreme values

M1;25M 16 a211a22
� �1=2n o

(31.12)

Since |M12M2| { |M|, the deviations from uniform magnification are so small that this

error is usually of very little practical concern.

The terms in x0o and y0o in Eq. (31.10) are the most important. By an appropriate rotation of

the coordinate system about the optic axis, we can bring them into an uncoupled form:

Δ ~xo5 b ~x0o Δ ~yo52 b ~yo; b5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b211 b22

p
(31.13)

These describe the axial astigmatism, which is presented schematically in Fig. 31.1.

Eq. (31.13) represent the lateral aberration in the circle of least confusion: with ~x0o 5α cos ϕ

x

y

Figure 31.1
Axial astigmatism.
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and ~y0o5α sin ϕ, α being the semiaperture angle, we findΔ ~xo 5 bα cos ϕ,Δ ~yo 52bα sin ϕ.
Obviously the sense of rotation on the circle of least confusion is opposite to that on the

aperture cone. Referred back to object space, the distance between the two line foci is 2b.

Among the lateral aberrations of second order, the corresponding pure aperture term is the

most important. This is described by the wave aberration term

S35A3;0x
0
o
3
1A2;1x

0
o
2
y0o 1A1;2x

0
oy

0
o
2
1A0;3y

0
o
3

(31.14)

with the corresponding lateral aberrations

Δxo 5 3A3;0x
0
o
2
1 2A2;1x

0
oy

0
o 1A1;2y

2
o (31.15a)

Δyo 5A2;1x
0
o
2
1 2A1;2x

0
oy

0
o1 3A0;3y

2
o (31.15b)

This aberration consists of two components with different azimuthal symmetry, as can be

seen by writing Eq. (31.14) in polar coordinates,

x0o 5 r0ocosθ; y0o 5 r0osinθ

Expressing all powers of x0o and y0o in terms of trigonometric functions of multiple

arguments, we find S35 S
1ð Þ
3 1 S

3ð Þ
3 with

S
1ð Þ
3 5

1

4
r0o
3

3A3;01A1;2

� �
cosθ1 A2;11 3A0;3

� �
sinθ

� �
(31.16a)

S
3ð Þ
3 5

1

4
r0o
3

A3;0 2A1;2

� �
cos3θ1 A2;12A0;3

� �
sin3θ

� �
(31.16b)

The different multiplicities with respect to the azimuth θ show that the aberrations that occur in

Eq. (31.16a) are caused by weak deflection fields, produced by misalignments, while the

aberrations corresponding to Eq. (31.16b) are caused by threefold deviations from the rotational

symmetry. The latter are produced by corresponding threefold corrugations of the electrodes or

polepieces. We shall call these two different aberrations the deflection astigmatism and the

threefold astigmatism, respectively. They are hardly ever seen in their pure forms, since they

are practically always superimposed on the numerous other lens aberrations.

We return to this topic in Section 31.6.

31.3 Numerical Determination of Parasitic Aberrations

31.3.1 Introduction

Determination of tolerance limits for the machining and alignment of electron optical systems

requires calculation of the parasitic aberrations. Apart from a few oversimplified cases, this can
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only be accomplished numerically. The main problem is the computation of the electromagnetic

fields in the imperfect system. A rigorous calculation would proceed as follows:

1. First, the fields in the perfect system are calculated by means of the methods outlined

in Part II.

2. From the solution of the appropriate boundary-value problem, the boundary values of

the field strengths E(r) and H(r) are determined. This is often a very tedious task, since

the numerical differentiation of potentials in the vicinity of their surface sources is

rarely straightforward.

3. It is now necessary to adopt realistic values of the shifts, tilts, ellipticities and any other

deformations and to determine from these a surface deformation s(r), defined as the

shift from a point r at the ideal surface to the point ru5 r1 s at the real surface. With

the necessary assumption that |s| is very small, such a deformation s corresponds to an

alteration of the potential on the ideal boundary.

δΦ5EUs or δχ5HUs (31.17)

4. With the boundary values δΦ(r) or δχ(r), the boundary-value problem in the undeformed

domain is solved and the resulting solution is added to the unperturbed one. This

procedure is usually much easier than a direct field calculation in the deformed domain,

since the explicit treatment of irregularly deformed surfaces is extremely tedious.

5. Several electron trajectories with appropriate initial conditions are then traced through the

total field. From the sets of final coordinates and slopes in a terminal (image) plane z5 zi,

the aberration figures and � if needed � the aberration coefficients are determined. The

corresponding methods are outlined in Part V. Very often the least-squares-fit methods

explained there are much simpler than the evaluation of aberration integrals.

This whole procedure requires a major effort and is therefore often much simplified. The

greatest simplification is obtained if the axial harmonics, the axial amplitudes of the various

multipole components in the field, are determined not from the solution of a boundary-

value problem but from simple analytic models. An approximate field calculation is then

possible by evaluation of the corresponding radial series expansions given in Chapter 7,

Series Expansions. This is certainly advisable whenever some parts of the boundaries are

not round even in the ideal case, as in electric deflectors or in quadrupole systems.

For systems with circular boundaries, such as those composed of ordinary lenses and

magnetic deflectors with a round ferrite core, the more rigorous method is not too

complicated. The Fourier-series method, outlined in Chapter 7, Series Expansions, can then

be applied to the potential variations δΦ(r) and δχ(r), and there remains the task of

repeatedly solving the boundary-value problems for differential equations having the

structure of (7.10). Calculations of this kind were first carried out, with a view to

determining tolerance limits for the shift s(r), by Janse (1971), who demonstrated their
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practical applicability. A numerical study starting from Sturrock’s theory, has been made by

Munro (1988), using the finite-difference method. We recapitulate this briefly and then

summarize recent work using other methods.

31.3.2 Use of the Finite-Difference Method

A set of finite-difference programs for computing the parasitic aberrations of electrostatic

lenses was developed by Munro (1988). These predict the beam shift and paraxial coma

caused by misalignment and tilt and the astigmatism associated with ellipticity. For

misalignment of an electrode by a distance s, which for convenience we assume to be in the

x-direction, s5 (sx, 0, 0), we have

δΦ5 2rΦUs5 2
@Φ
@r

cos θUsx

For tilt through a small angle δα in the x�z plane about a pivot point (0, 0, z), we find

δΦ5 r
@Φ
@z

2 ðz2 zÞ @Φ
@r

� �
cos θUδα

When an electrode is elliptical instead of circular,

δΦ52 ε
@Φ
@r

cos 2θ

Laplace’s equation is then solved for δΦ and, since δΦ is proportional to cos θ (tilt and
misalignment) or cos2θ (ellipticity), the equation involves only r and z. In fact, it is still

simpler to write

δΦ5F1ðr; zÞrcos θ
and F1 then satisfies

@2F1

@r2
1

3

r

@F1

@r
1

@2F1

@z2
5 0

and on the electrode,

F15
1

r

@Φ
@r

sx

On the axis, @F1=@r5 0: The function F1 is then obtained in the usual way (Chapter 11,

The Finite-Difference Method (FDM)). For tilt, F1 satisfies the boundary condition

F1 5
@Φ
@z

2
z2 z

r

@Φ
@r

� �
δα
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For ellipticity, a term in r2 is introduced:

δΦðr; θ; zÞ5F2ðr; zÞr2cos 2θ
and F2 satisfies

@2F2

@r2
1

5

r

@F2

@r
1

@2F2

@z2
5 0

On the perturbed electrode, on the axis and on the outer boundary F252 ðε=r2Þ@Φ=@r (on
the unperturbed electrode, F25 0). On the axis, these functions are readily identified with

F1(z) and p2(z) (7.36). Munro lists integrals for the resulting aberration coefficients, not

reproduced here. This work can be generalized to misalignment and tilts in any direction

and to magnetic lenses.

31.3.3 Use of the Finite-Element Method

These parasitic aberrations are calculated with the aid of the finite-element method by

Zlámal and Lencová (2011); the corresponding program is included in their program suite

EOD, described in Chapter 34, Numerical Calculation of Trajectories, Paraxial Properties

and Aberrations. Their results agree well with those of Munro (1988) and they are able to

calculate such aberrations as third-order field curvature and astigmatism that are also liable

to occur. With their approach, saturation in magnetic lenses can also be included.

31.4 The Isoplanatic Approximation

The isoplanatic approximation is invoked whenever we study the aberrations that affect the

imaging of very small objects. This situation arises in practice in electron microscopes

operating at very high magnification, say |M| . 105, where only a very small part of the

object is visible on the viewing screen. In a perfectly round system, the best image quality

would be obtained for an object in the vicinity of the straight optic axis, but since no

unique axis exists in a real and imperfect instrument, the question of the best alignment is

not at all trivial.

We confine the following discussion to the parasitic aberrations of first order, together with

the intrinsic aberrations of a round system. We express all lateral aberrations in complex

form in terms of a complex object coordinate uo :¼ xo1 iyo and a complex aperture

coordinate uA :¼ xA1 iyA. The resulting lateral image aberration Δui can then be written

Δui5σ1Puo1P0u
�
o1QuA1Q0u

�
A

1Cu2Au
�
A1 2 K1 ikð ÞuouAu�

A1 K2 ikð Þu�
ou

2
A

1 A1 iað Þu2ou
�
A1Fuou

�
ouA1 D1 idð Þu2ou

�
o

(31.18)
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where the aberrations of third order are those dealt with comprehensively in Chapter 24,

The Geometrical Aberrations of Round Lenses. The constant σ is a small shift due to weak

parasitic deflection fields. The coefficient P is the deviation of the magnification from its

nominal value arising from a defocus, an error in the image rotation, and to lateral

chromatic aberrations

P5 δM1 iMδθ1 CM 1 iCθð ÞΔφ̂i

φ̂i

(31.19)

The term Puu
�
o represents the paraxial distortion. The factor Q expresses the effect of the

defocus Δ and the axial chromatic aberration and is always real:

Q5Δ1
Δφ̂i

φ̂i

Cc (31.20)

Finally the term Quu
�
A represents the axial astigmatism caused by ellipticities.

It is a crucial feature of imperfect systems that there is no way of determining whether the

aperture is aligned perfectly relative to the optic axis because there is no unique axis. It

hence makes sense to assume that the centre of the aperture is shifted laterally relative

to the z-axis of the coordinate system, w 0ð Þ :¼ x
0ð Þ
A 1 iy

0ð Þ
A , and to express the aberrations

in terms of

wA :¼ uA2w 0ð Þ5 xA2 x
0ð Þ
A 1 i yA2 y

0ð Þ
A

� 	
(31.21)

We then notice that there is one particular shift

w 0ð Þ52 K1 ikð Þ uo
C

(31.22)

for which the coma vanishes. Experimentally, this value is always chosen approximately,

since one always tries to get the centre of the image as sharp as possible by an adjustment

of the aperture. With Eqs. (31.21) and (31.22) we now establish a series expansion in terms

of uo and wA instead of Eq. (31.17), the new coefficients being

C05C; Ko1 iko 5 0

A01 ia0 5A1 ia2 K1ikð Þ2=C
F05F2 2 K2 2 k2

� �
=C

D0 1 id0 5D1 id2F K1 ikð Þ=C1 A1 iað Þ K2 ikð Þ=C
1 2 K1ikð Þ2 K2 ikð Þ=C2

S05 S; Q0 5Q; Q0
0 5Q0

P05P2 K1 ikð ÞQ=C
P0
05P0 2 K2 ikð ÞQ0=C

(31.23)
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In the isoplanatic approximation the object field in question is assumed to be so narrow that

the variable uo can be replaced by the complex coordinate of the centre of the observed

field. This replacement is to be made in all the aberration terms. We then arrive at the

representation:

Δui5 s1 qwA1 q0w
�
A 1Cw2

Aw
�
A (31.24)

with the coefficients

s5 S01P0uo1P0
0u

�
o1 D01 id0ð Þu2ou

�
o

q5Qo1F0uou
�
o; q0 5Q0

01 A01 ia0ð Þu2o
(31.25)

The resulting lateral shift s is of very little practical importance, since the microscope is

always adjusted in such a way that the centre of the object field of interest is imaged in the

centre of the screen; this is achieved by means of weak deflection fields. We can thus

ignore the shifts. The remaining aberrations are now the defocus, the axial chromatic

aberration, (both combined in the term qwA), the astigmatism q0w
�
A and the spherical

aberration Cw2
Aw

�
A The astigmatism, here the combined effect of the axial and off-axis

contributions, can be compensated with a stigmator, as shown below; the resolution of the

instrument is thus finally determined by the spherical and the axial chromatic aberration.

Elimination of the coma by a shift of the aperture is important; it is shown schematically in

Fig. 31.2. It can be understood as a straightening of the beam axis passing simultaneously

through the centres of the object, the lens, the aperture and the image. Apart from the axial

aberrations of perfectly round lenses there remains only an astigmatism, generated by the

ellipticity and the inclination of the beam axis relative to the lens.

z

z

B�

B�b

(A)

(B)

O�

O�

Figure 31.2
Lateral shift of an aperture. (A) Aperture centred on the lens axis leading to asymmetric
confinement of the beam with coma. (B) Aperture shifted in such a way that the beam is

confined symmetrically; the beam axis b is now straight and the coma vanishes.
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31.5 Stigmators

Stigmators are systems of weak electric or magnetic multipole fields, suitably located

within an electron optical device, the role of which is to provide minor correction of the

beam. Such corrections are necessary to eliminate some of the aberrations caused by lenses

and deflectors and, still more important, those caused by misalignments and similar

imperfections. The corrections may be both static and dynamic. Static correction of the

geometric imperfections is always necessary; in this case the electrode voltages or coil

currents are constant. Dynamic correction is mainly employed in electron lithography

devices; the correction currents are then functions of the time-dependent deflection currents.

31.5.1 Necessary Simplifications

In this section we shall outline the operating principles of a stigmator. Since an exact

treatment requires extensive numerical calculations, we make a number of simplifying

assumptions that permit analytic relations to be found. These assumptions are

approximately valid in practice. First of all, we assume that the necessary correction fields

are weak and not superimposed on other strong fields. This means that the stigmator has to

be located outside the lens or deflector field region. In the lowest order approximation, the

trajectories are then straight lines within the stigmator, and a first-order perturbation yields

the small deviations from these straight lines.

The second assumption is illustrated in Fig. 31.3. The stigmator fields must be essentially

confined between two planes z5 2a and z51a and symmetric with respect to the

midplane z5 0. For asymmetric fields, the theory will become more complicated but the

conclusions made below will be essentially the same. Moreover, there is no need to produce

asymmetric correction fields, which would complicate the construction with no real gain;

the limitation to symmetric fields is thus not a serious restriction. This assumption implies

that the functions Φ, Ex, Ey, Az, Bx, By are positively symmetric in z, while Ez, Ax, Ay, Bz are

L S M
0

xo

x

z

δx�<o

ziz –a a

Figure 31.3
Action of a stigmator. L: lens, S: stigmator, M: midplane. The stigmator field is confined to the

domain 2 a # z # a.
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antisymmetric. These symmetry requirements can still be satisfied by certain round lens

fields, but we shall exclude these, since it is not the purpose of a stigmator to alter the

focusing. This is better done by alteration of the lens excitations.

Finally we assume that xu2 1 yu2{1 for the slopes of the trajectories. Since some correction

will result even for xu5 0 or yu5 0, it is permissible to neglect all terms of second and

higher order in xu and yu. The latter would already represent aberrations caused by the

stigmator itself. Since the stigmator is assumed to be weak, such aberrations will be

extremely small and can hence be ignored. With all these simplifying assumptions, the

theory of the stigmator can be expressed in closed form.

31.5.2 The Wave Aberration

We start from Eqs. (4.34) and (4.35), and with

x02 1 y02{1; Q52 e; g5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2m0eΦ̂

p
; zo 52 a; z15 a we obtain

S �
ða
2a

ffiffiffiffiffiffiffiffiffiffi
2m0e

p
Φ̂
1=2

rð Þ2 η x0Ax1 y0Ay 1Az

� �n o
dz

The electric potential has the form

ΦðrÞ5φ1ΦsðrÞ; Φsj j{φ

φ being the accelerating voltage and Φs the very small stigmator potential.

The approximation ffiffiffiffî
Φ

p
5

ffiffiffî
φ

q
1

γ

2φ̂
1=2

Φs

is then justified. We now drop the constant term in S and normalize with respect to the

factor (2m0eφ̂)
1/2; this yields a convenient form of the characteristic function,

conventionally called the wave aberration even in geometrical optics:

W :¼ 2a2
S

2m0eφ̂
� 	1=2 5

ða
2a

(
2

γ

2φ̂
Φs rð Þ1

η

φ̂
1=2

x0Ax1 y0Ay1Az

� �)
dz (31.26)

This integral is to be evaluated for an arbitrary straight trajectory with small slope. The

corresponding Cartesian representation is

x zð Þ5 x0 1 zx0; y zð Þ5 y0 1 zy0 (31.27)
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x0 and y0 being the coordinates of the point of intersection with the symmetry plane.

Introducing Eq. (31.27) into (31.26) and recalling the assumptions made above, we find that

the terms in Ax and Ay cancel out. In order to evaluate the remaining terms, we introduce

the Taylor series expansions of Φs and Az in x0 and y0 and retain only linear terms:

Φs rð Þ5Φs z; x0; y0ð Þ1 z x0Φsjx1y0Φsjy
� �

z;x0;y0ð Þ
Az rð Þ5Az z; x0; y0ð Þ1 z x0Azjx1y0Azjy

� �
z;x0;y0ð Þ

Introducing this into Eq. (31.26) and bearing in mind the symmetry properties, we see that

the terms in x0 and y0 again cancel out. We hence obtain a very simple formula for W:

W x0; y0ð Þ5
ða
2a

2
γΦs z; x0; y0ð Þ

2φ̂
1

η

φ̂
1=2

Az z; x0; y0ð Þ
 !

dz (31.28)

The corrections introduced by the stigmator are therefore determined by the coordinates

(x0, y0) of the trajectory in the midplane.

An interesting rule is obtained by forming the two-dimensional Laplacian of W.

Differentiation under the integral results in

r2
2W x0; y0ð Þ � @2W

@x20
1

@2W

@y20

52
γ
2φ̂

ða
2a

@2Φs

@x20
1

@2Φs

@y20

 !
dz1

η

φ̂
1=2

ða
2a

@2Az

@x20
1

@2Az

@y20

 !
dz

Now Φs(r) and Az(r) must satisfy the Laplace equation, since the space charge of the beam

can be neglected in the vast majority of practical applications and other sources are always

located outside the beam. For Φs,

ða
2a

@2Φs

@x20
1

@2Φs

@y20

� �
dz52

ða
2a

@2Φ
@z2

dz5 2Φsjz z; x0; y0ð Þ �a
2a

5 0

since at and beyond the boundaries z5 6a, all the corrector functions considered vanish in

view of our assumptions about the confinement. A similar argument shows that the

magnetic term also vanishes and hence

r2
2W � @2W

@x20
1

@2W

@y20
5 0 (31.29)
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The operation of a stigmator can now be understood in the following way. In the

midplane, the system of lenses and deflectors located upstream produces a wave

aberration WL(x0, y0). The stigmator adds the contribution W(x0, y0) so that for the part of

the beam downstream the wave aberration is Wc5WL 1 W. The average value of |Wc|

over the cross-section of the beam at z5 0 should be made as small as possible. It is

obvious that only geometric aberrations whose wave aberrations already satisfy r2
2WL 5 0

can be eliminated completely. These are paraxial deflections and astigmatisms of various

multiplicity. Their wave aberrations are best given in polar form

WL r0;ϕ0

� �
5
XN
n51

rn0 ancosnϕ01 bnsinnϕ0

� �
(31.30)

4N being the number of electrodes or poles of the stigmator. Fig. 31.4 shows a magnetic

12-pole stigmator which is suitable for the correction of astigmatisms up to N5 3. It is,

however, never possible to correct spherical aberration, since the latter produces a wave

aberration.

WL 5 const x201y20
� �2

5 const3 r40; r2
2WL 6¼ 0

31.5.3 The Deflection of Trajectories

The influence of a stigmator on the electron beam can also be understood in another useful

manner. The trajectories are weakly bent by the stigmator fields, the alteration of direction

being simply given by

Δx052
@W

@x0
; Δy0 52

@W

@y0
(31.31)

Figure 31.4
Cross-section through a magnetic 12-pole stigmator.
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Carrying out this differentiation in the integrand of Eq. (31.28) and recalling that E52rΦ,
we obtain

Δx0j52
γ
2φ̂

ða
2a

Ej z; x0; y0ð Þ dz2 η

φ̂
1=2

ða
2a

Azjj dz; j5 1; 2

In the second term we substitute Az|x5Ax|z2By and Az|y5Ay|z 1 Bx. The derivatives with

respect to z do not contribute to the integral, since
Ð a
2a

Axjzdz5 Ax½ �a2a5 0, for example.

Finally, then, we obtain

Δx052
γ
2φ̂

ða
2a

Ex z; x0; y0ð Þ dz1 η

φ̂
1=2

ða
2a

By z; x0; y0ð Þ dz

Δy052
γ
2φ̂

ða
2a

Ey z; x0; y0ð Þ dz2 η

φ̂
1=2

ða
2a

Bx z; x0; y0ð Þ dz
(31.32)

This is a Busch approximation of first order, since the true trajectory over which the

integration should strictly be made is replaced by a simple straight line parallel to the optic

axis. Apart from correction terms of second order in xu and yu, this gives essentially the

same results as integration over the straight line given by Eq. (31.27).

The stigmator can now be considered as an optically thin element, which bends the

trajectories sharply in the midplane, the change of gradient being given by Eq. (31.32). This

result is very useful for practical applications.

A very detailed account of the practical design of stigmators is given by Riecke (1982). For

an advanced design, see Bärtle and Plies (2000). The early work of Kanaya is also very

relevant (Kanaya and Kawakatsu, 1961; Kawakatsu and Kanaya, 1961).

31.6 Advanced Theory

31.6.1 Introduction

It is only with the advent of aberration correctors that any but the lowest order of the

parasitic aberrations, the (first order) axial astigmatism, have been studied. In the 1990s,

Krivanek drew attention to the need to eliminate any (second order) threefold astigmatism

(Krivanek and Leber, 1993; Krivanek, 1994; Krivanek and Stadelmann, 1995; see also

Ishizuka, 1994; Saxton, 1995; Overwijk et al. 1996, 1997; Stenkamp, 1998) and

subsequently the whole family of parasitic aberrations has received attention (Batson, 2008,

2009). Since these aberrations become harmful only when the highest resolution is required,

attention is usually confined to the axial aberrations, those that are independent of the

position coordinates in the object plane. For devices with a curved axis, such as
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monochromators, off-axis parasitic aberrations may also need to be analysed. We shall

examine the various parasitic aberrations of increasing order and indicate their origin. First

however, we summarize the principal notations in use. Throughout the rest of this book, we

have denoted spherical aberrations by C (with a suffix s or 3 or 5), comas by K,

astigmatisms by A, field curvature by F and distortion by D. This convention is not adopted

by Haider, Krivanek and Sawada and in the remainder of this chapter we have therefore

preferred to use their notations.

31.6.2 Notation

In Chapter 41 (Volume 2) on aberration correction, we shall meet many more aberrations

than the third and higher order geometrical aberrations and the second rank chromatic

aberrations studied in Part IV. In particular, the large family of parasitic aberrations have to

be cancelled or rendered harmless in systems designed for the highest resolving power.

Three notations for all these aberrations are in regular use. The first, introduced by

Uhlemann and Haider (1998), extended in Haider et al. (2008) and inspired by earlier

publications of Plies and Rose (1971) and Pöhner and Rose (1974), employs subscripted

letters to identify astigmatisms, comas, ‘spherical’ aberrations and other families of

aberrations. Another, used by Krivanek and colleagues and fully explained in Krivanek

et al. (2009), employs multiple subscripts to characterize order, multiplicity and any further

distinctions. Krivanek argues that his notation makes it easier to understand the

interrelations between aberrations of different order. A third notation is used by Sawada

(Sawada et al., 2008, 2011; Sawada, 2015). This is not very different from that of

Uhlemann and Haider but the choice of letters is not the same and the numerical subscripts

are one greater, thus corresponding to the path difference (S! in 22.21 and the end of

Section 24.2) or wave aberration (Volume 3, Eq. 65.30) and not to the order of the resulting

aberrations.

Recent publications on the classification of aberrations usually set out from the wave

aberration, which is based on the phase shift χ,

χ :¼ 2π
λ
W (31.33)

Here, W is a measure of the distance between the reference sphere S0 and the spherical

surface to which electron trajectories are normal when aberrations are considered. In (24.3)

this distance was written S!/W, where W denoted the Wronskian of the paraxial solutions.

Now, however, for consistency with Chapter 65 and much published work, we shall denote

the distance between the reference sphere and the true aspheric surface by W, as in (65.30

in Volume 3) and Eq. (31.33) above. Thus

W ðthis chapterÞ2SI=W ðChapter 24Þ (31.34)
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An expression for the terms of low order in the isoplanatic approximation (terms

independent of off-axial distance in the object plane) is given in Chapter 65 (65.29) but, with

the advent of aberration correction, the notation used there has become too restrictive. The

notations adopted by Uhlemann and Haider, Krivanek et al. and Sawada or the four-digit

notation of Chapter 23 are better suited to this situation. Table 31.1 shows the relations

between the various symbols employed, which can be understood from the following

expressions for W. In these, uo denotes xo 1 iyo and θ denotes x0o 1 iy0o:5 α1 iβ.

Uhlemann and Haider.

W5ℜ

�
A0θ�1

1

2
C1θθ�1

1

2
A1θ�

2

1B2θ2θ�1
1

3
A2θ�

3

1
1

4
C3ðθθ�Þ21S3θ3θ�1

1

4
A3θ�

4

Table 31.1: Notations employed for axial aberration coefficients.

Aberration Haider Krivanek Sawada

Shift A0 C0,1
Defocus C1 C1,0 O2

Twofold astigmatism A1 C1,2 A2

Second-order axial coma B2 (1/3)C2,1 P3
Threefold astigmatism A2 C2,3 A3

Third-order spherical aberration C3 C3,0 O4

Third-order star aberration S3 (1/4)C3,2 Q4

Fourfold astigmatism A3 C3,4 A4

Fourth-order axial coma B4 (1/4)C4,1 P5
Fourth-order 3-lobe aberration D4 (1/4) C4,3 R5
Fivefold astigmatism A4 C4,5 A5

Fifth-order spherical aberration C5 C5,0 O6

Fifth-order star aberration S5 (1/6) C5,2 Q6

Fifth-order rosette aberration R5 (1/6) C5,4

Sixfold astigmatism A5 C5,6 A6

Sixth-order axial coma B6 (1/7) C6,1 P7
Sixth-order 3-lobe aberration D6 (1/7) C6,3 R7
Sixth-order pentacle aberration F6 (1/7) C6,5

Sevenfold astigmatism A6 C6,7 A7

Seventh-order spherical aberration C7 C7,0 O8

Seventh-order star aberration S7 (1/8)C7,2 Q8

Seventh-order rosette aberration R7 (1/8)C7,4

Seventh-order chaplet aberration G7 (1/8)C7,6

Eightfold astigmatism A7 C7,8 A8
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1B4θ3θ�21D4θ4θ�1
1

5
A4θ�

5

1
1

6
C5ðθθ�Þ31S5θ4θ�

21R5θ5θ�1
1

6
A5θ�

6

1B6θ4θ�31D6θ5θ�21F6θ6θ�1
1

7
A6θ�

7

1
1

8
C7ðθθ�Þ41S7θ5θ�

31R7θ6θ�
21G7θ7θ�1

1

8
A7θ�

8

�
(31.35a)

or

W5A0α1a0β1
1

2
C1 α21β2
� �

1
1

2
A1 α22β2
� �

1a1αβ

1B2α α21β2
� �

2b2β α21β2
� �

1
1

2
A2α α223β2

� �
1
1

3
a2β 3α22β2
� �

1
1

4
C3 α21β2
� �2

1S3 α42β4
� �

22s3αβ α21β2
� �

1
1

4
A3 α426α2β21β4
� �

1a3αβ α22β2
� �

1B4α α21β2
� �2

2b4β α21β2
� �2

1D4α α21β2
� �

α223β2
� �

2d4β α21β2
� �

3α22β2
� �

1
1

5
A4 α5210α3β15αβ4
� �

1
1

5
a4 5α4β210α2β31β5
� �

1
1

6
C5 α21β2
� �3

1S5 α21β2
� �2

α22β2
� �

22s5αβ α21β2
� �2

1R5 α21β2
� �

α426α2β21β4
� �

24r5αβ α42β4
� �

1
1

6
A5 α6215α4β2115α2β42β6
� �

1
1

3
a5 3α5β210α3β313αβ5
� �

1B6α α21β2
� �3

2b6β α21β2
� �3

1D6α α21β2
� �2

α223β2
� �

2d6β α21β2
� �2

3α22β2
� �

1F6 α21β2
� �

α5210α3β215αβ4
� �

2f6 α21β2
� �

5α4β210α2β31β5
� �

1
1

7
A6 α7221α5β2135α3β417αβ6
� �

1
1

7
a6 7α6β235α4β3121α2β52β7
� �

1
1

8
C7 α21β2
� �4

1S7 α21β2
� �3

α22β2
� �

22s7αβ α21β2
� �3

1R7 α21β2
� �2

α426α2β21β4
� �

24r7αβ α22β2
� �

1G7 α21β2
� �

α6215α4β2115α2β42β6
� �

22g7 α21β2
� �

3α5β210α3β213αβ5
� �

1
1

8
A7 α8228α6β2170α4β4228α2β61β8
� �

1a7αβ α627α4β217α2β42β6
� �

(31.35b)
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Krivanek et al. The corresponding expansions in the notation of Krivanek are as follows:

W 5
1

n1 1

X
n

X
m

ℜ Cn;mθn11expð2 imϕÞ� �

5
1

n1 1

X
n

X
m

Cn;m; aθn11cos mϕ1Cn;m;bθn11sin mϕ
� �

5
1

n1 1

X
n

X
m

α21β2
� �ðn2m11Þ=2

ℜ Cn;m;a α2iβð Þm1 iCn;m;b α2iβð Þm� �

5C0;1;aα1C0:2:bβ1
1

2
C1;0 α2 1β2

� �
1C1;2;a α22β2

� �
=21C1;2;bαβ

1C2;1;aα α2 1β2
� �

=31C2;1;bβ α2 1β2
� �

=3

1C2;3;aα α2 2 3β2
� �

=31C2;3;bβ 3α2 2β2
� �

1C3;0 α21β2
� �2

=41C3;2;a α42β4
� �

=41C3;2;bαβ α2 1β2
� �

=2

1C3;4;a α42 6α2β21β4
� �

=41C3;4;bαβ α2 2β2
� �

1 C4;1;aα1C4;1;bβ
� �

α21β2
� �2

=5

1C4;3;aα α4 2 2α2β2 2 3β4
� �

=51C4;3;bβ 3α4 1 2α2β22 β4
� �

=5

1C4;5;aα α4 2 10α2β21 5β4
� �

=51C4;5;bβ 5α42 10α2β2 1β4
� �

=5

1C5;0 α21β2
� �3

=61C5;2;a α21β2
� �

α4 2β4
� �

=61C5;2;bαβ α21β2
� �2

=3

1C5;4;a α62 5α4β22 5α2β4 1β6
� �

=61 2C5;4;bαβ α4 2β4
� �

=3

1C5;6;a α62 15α4β2 1 15α2β4 2β6
� �

=61C5;6;bαβ 3α4 2 10α2β21 3β4
� �

=3

(31.36)

Sawada. The notation employed by Sawada is similar to that of Uhlemann and Haider but

not identical with it. The starting point is again

W 5ℜ
X
m; n

1

m1 n
Cmnθnθ�

m

 !
(31.37)

Aberrations that contain only θ�m and not θ are named m-fold astigmatisms, A2, A3, A4,. . .,

generated by ℜ
1

2
A2θ�

2

� �
; ℜ

1

3
A3θ�

3

� �
; ℜ

1

4
A4θ�

4

� �
; ::: Aberrations in ðθθ�Þm are

denoted by Om: thus O2 represents defocus, O4 is third-order spherical aberration (otherwise

Cs or C3) and O6 is fifth-order spherical aberration. Comas are labelled Pm: P3 is axial

coma, arising from ℜ P3θθ�2=3
� �

and P5 is fourth-order axial coma, ℜ P5θ2θ�3=5
� �

.
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The aberrations denoted by Qm correspond to twofold symmetry and arise from

ℜ Q4θθ�3=4
� �

; ℜ Q6θ2θ�4
� �

; :::. Terms in Rm correspond to threefold symmetry:

ℜ R5θθ�4=5
� �

; ::: and terms in Sm to fourfold symmetry: ℜ S6θθ�5=6
� �

; :::

These long lists include only the ‘axial’ or isoplanatic aberrations, those that are

independent of the off-axis coordinates in the object plane. Krivanek et al. mention that

their coefficients could be extended to include the other aberrations by adding exponents:

W 5
1

n1 1

X
p

X
q

X
n

X
m

rp α21β2
� �ðn11Þ=2

Cp; q; a
n; m; acos qψ cos mϕ1Cp; q; b

n; m; asin qψ cos mϕ
n

1C
p; q; a
n; m; bcos qψ cos mϕ1C

p; q; b
n; m; bsin qψ cos mϕ

o
(31.38)

Just as θx 5α5 cos ϕ and θy5β5 sin ϕ, so x0 5 rocos ψ and y05 rosin ψ. The label
p indicates the dependence on the off-axis distance in the object plane; The ‘multiplicity

index’ q is an even number between 0 and p when the latter is even and an odd number

between 1 and p when the latter is odd. Thus field curvature, for example, corresponds to

C2;0
1;0 (quadratic dependence on xo, y0), astigmatism to C2;0

1;2 and C2;2
1;2; coma corresponds to

C1;1
2;1(linear dependence on xo, y0) and C1;1;a

2;1;a 5C1;1;b
2;1;a, C

1;1;a
2;1;b 5C1;1;b

2;1;b 5 0. This has not,

however, been much used in practice. Erni (2015) suggests that these aberrations could be

identified by adding a second subscript to the axial aberration coefficients of Uhlemann and

Haider. The (third order) coma of round lenses would thus be characterized by B31,

astigmatism by A32, field curvature by F32 and distortion by D33; the second subscript

indicates the dependence on off-axial distance in the object plane.

31.6.3 Further Analysis of the Aberrations, Classified by Order

Second-order aberrations. These are essentially comas (B2 or C2,1) and a threefold

astigmatism (A2 or C2,3). A sextupole is capable of correcting the latter. The coma can be

corrected either by introducing a weak deflection field (a dipole field) or by contriving that

the paraxial beam is astigmatic when it passes through a sextupole.

Third-order aberrations. Two terms may occur here. S3 or C3,2 is known as (axial) star

aberration and A3 or C3,4 as fourfold (axial) astigmatism. They need attention in systems

that include a quadrupole�octopole corrector since they are the result of azimuthal

misalignment of the many multipole elements present. C3 or C3;0 is the spherical

aberration of round lenses.

Fourth-order aberrations. Three terms occur here. Coma (B4 or C4,1), a three-lobed

aberration (D4 or C4.3) and fivefold (axial) astigmatism (A4 or C4,5).
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Fifth-order aberrations. Again we have three terms: star ðS5 or C5;2Þ, rosette ðR5 or C5;4Þ
and an astigmatism ðA5 or C5;4Þ. C5 or C5;0 is the fifth-order spherical aberration of round

lenses.

Sixth-order aberrations. There are now four terms: coma ðB6 or C6;1Þ, three-lobed
aberration ðD6 or C6;3Þ, pentacle ðF6 or C6;5Þ and astigmatism ðA6 or C6;7Þ.
Seventh-order aberrations: Star ðS7 or C7;2Þ, rosette ðR7 or C7;4Þ, chaplet ðG7 or C7;6Þ and
astigmatism ðA7 or C7;8Þ. C7 or C7;0 is the seventh-order spherical aberration of round

lenses.

We refer to specialized texts for description of the procedures employed to restrict the

adverse effects of all these aberrations. The subject is dealt with at length by Erni (2015,

Chapter 8) and more briefly by Rose (2012). For more details, the publications of Krivanek

and colleagues at Nion and Haider and co-workers at CEOS must be consulted (see the

bibliography in Hawkes, 2015).

It is not always possible, or indeed advantageous, to cancel all the aberrations of a given

system up to a particular order. It is frequently possible to gain some improvement by

balancing terms of different order. The principle is easily understood when we recall that

the aberration disc arising from third-order spherical aberration is smallest in the plane of

least confusion situated between the Gaussian image plane and the marginal focus (24.50).

If we think of defocus as a first-order aberration (C1 or C1,0), then we may say that we have

improved the system by balancing a first-order aberration against a third-order one (C3 or

C3,0). An example in which third- and fifth-order spherical aberrations of a probe-forming

lens are balanced is described by Dellby et al. (2001).

General rules for these combination aberrations � aberration terms that arise when the

fields of two elements interact � have been established (see Krivanek et al., 2009,

recapitulated in Erni, 2015, Section 8.4.6). An aberration of element 1 is characterized by

its order n1 and its symmetry or multiplicity (defined below) N1. If a second element

characterized by n2 and N2 interacts with the first element, then combination aberrations of

order n1 1 n22 1 and symmetry |N22N1| or symmetry N1 1 N2 can occur. From this we

see that two elements with third-order spherical aberration (n15 n25 3, N15N25 0) can

generate spherical aberration of fifth order, since n1 1 n22 15 5.

Care is needed when applying these rules as some combinations are not permitted. If, for a

given order, we consider the aberrations of highest symmetry, N1 and N2, combination

aberrations of symmetry N1 1 N2 do not occur. Thus a combination of twofold astigmatism

(A1, a quadrupole effect, for which n5 1 and N5 2) and fourfold astigmatism (A3, an

octopole effect, for which n5 3 and N5 4) generates a third-order combination aberration

(n1 1 n22 15 3, |N22N1|5 2, which we recognize as a star aberration (S2); there is no

third-order combination aberration with symmetry N1 1 N25 6.
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The symmetry or multiplicity of an aberration is most easily understood by returning to the

wave aberrations in Section 31.6.2. An aberration for which the term in the wave aberration

satisfies

WðθÞ5W θ expð2πi=NÞ� �
(31.39)

is of symmetry or multiplicity N, N being the largest integer for which this relation is

satisfied.

31.7 The Uhlemann Effect

The most sophisticated type of aberration corrector is designed to correct the chromatic

aberration as well as many of the geometrical aberrations. When the first microscope

equipped with such a corrector (TEAM 1) was tested, however, its performance was not

improved as had been anticipated on theoretical grounds. The explanation was found by

Uhlemann, who showed that the resolution was adversely affected by magnetic field noise

caused by thermally driven currents in the conductive material of the lenses and multipoles.

The transverse components of these noise fields caused random deflection of the beam,

large enough to counteract the benefits of the chromatic aberration corrector. These currents

are temperature-dependent and the effect can be attenuated by cooling. For details, see

Uhlemann et al. (2013a,b, 2014, 2015).
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CHAPTER 32

Paraxial Properties of Deflection Systems

32.1 Introduction

In virtually every kind of electron beam device, some provision is made for deflection, that

is, for lateral shift of the electrons with as little disturbance of the beam structure as

possible. In fixed-beam instruments, essentially in conventional transmission electron

microscopes, deflection plays a minor role and is provided only to permit nonmechanical

alignment of the column. In scanning devices, however, the role of the optics of the

deflection system is to move a focused spot (often called the electron probe) in a raster

pattern over a prescribed area of a specimen or a viewing screen, or to sweep a two-

dimensional image over a small detector, and its design is at least as important as that of

the lenses. The obvious examples here are cathode-ray oscillographs and television tubes,

together with the various types of scanning electron and ion microscopes. In the more

recent generations of electron microscopes, provision is made for both fixed-beam

(conventional) transmission imaging and scanning transmission microscopy, so that the

deflection system becomes just one member of the complex sequence of optical

components that make up these hybrid instruments. It is the properties of deflection

systems, mainly of the magnetic type, that determine the optical performance of electron

lithography devices and they have therefore attracted considerable attention. Here, not only

is the raster technique employed but � far more advantageously � the shaped-beam

technique: instead of a narrow beam, focused into a small probe, a comparatively broad

beam, shaped by masks, is deflected. The accuracy required in such devices is very high.

More details will be found in Chapter 40 of Volume 2.

In scanning electron microscopes, the magnification is altered by varying the area scanned

with the result that high resolution is associated with small deflection angles. The probe size is

then determined by the spherical and chromatic aberrations of the probe-forming lens and it is

important to place the specimen as close as possible to the lens to keep the corresponding

coefficients small. The scan coils are hence placed upstream from the lens. In lithography

devices, on the other hand, the area scanned is large and the deflection aberrations become

important; there is therefore no need to keep the working distance (the distance between the

lens and the target) small and the scan coils can be inserted into this space, which has long

been known to be advantageous (e.g., Owen and Nixon, 1973). In the most recent designs,

however, the fields of the probe-forming lens and of the scan coils overlap.
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Deflection systems may be either magnetic or electric and each type finds practical

application. In old-fashioned television tubes, for example, the power consumption is higher

for magnetic deflectors, but these are nevertheless preferred, for it is easier to provide the

required deflection current than the voltage needed in an electric system; moreover, the

distortions are lower. In the range of frequencies used in television systems, inductance

effects do not yet play a role.

In oscilloscopes, on the other hand, electric fields have been widely used since the

deflection plates draw little or no current and only at very high frequency does the

displacement cease to follow the signal. In magnetic systems, particularly in those with

ferrite shielding, the inductance of the device begins to cause problems at much lower

frequencies. In spite of this, magnetic systems are almost exclusively used in scanning

microscopes since their deflection aberrations can be kept small; electric deflection is often

included for beam blanking, that is, switching off the illuminating beam by abruptly

deflecting it sideways so that it no longer passes through some centred aperture. Magnetic

systems are also usually adopted in lithography devices, though electrostatic and hybrid

arrangements are of interest for particular purposes.

In the electrostatic case, deflectors usually consist of pairs of plates, symmetrical about a

plane through the optical axis. They may have a wide variety of shapes, ranging from

simple rectangles parallel to each other to tilted or curved surfaces. Some typical designs

are illustrated in Fig. 32.1. A more advanced design consists of a family of 8 or 12 plates,

(D)(C)

(E)

(A) (B)

Figure 32.1
(A)�(D) Cross-sections through electric deflectors of various kinds; the flared design (C) is

frequently employed. (E) Perspective view of an electric deflector with flared plates.
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arranged symmetrically around the axis and forming sectors of a cylindrical surface

(Fig. 32.2). By choosing the electrode potentials appropriately, not only can deflection at an

arbitrary azimuth be achieved but the aberrations can also be partially corrected.

In the magnetic case, two geometries are common: saddle coils and toroidal coils. Saddle

coils (Fig. 32.3A) are usually enclosed in a ferrite sheath, thereby reducing the wastage of

flux. The shielding is omitted only in devices designed to function at high deflection

frequencies in order to decrease the inductance. In toroidal structures (Fig. 32.3B and C)

the turns of the two individual coils are wound meridionally, or in other words, lengthwise

around a ferrite yoke, which may have a more complicated shape than a simple cylinder or

cone (Fig. 32.3D). This was especially true of television tubes, where distortions had to be

kept very small. In these, hybrid schemes were often used; Fig. 32.4 illustrates a deflection

system in which the vertical deflection is achieved by means of toroidal coils while the

horizontal deflection is produced by the shielded saddle coils. The former have smaller

aberrations, the latter lower inductance.

These introductory remarks can give only a superficial impression of the host of deflection

systems in practical use. More technical details will be found in Chapter 40 of Volume 2.

We now develop the corresponding theory of paraxial properties; aberrations are studied in

Chapter 33, The Aberrations of Deflection Systems.

32.2 The Paraxial Optics of Deflection Systems

The study of the optics of deflection systems passes through essentially the same stages as

those already encountered for round lenses or quadrupoles; the novel aspects arise from the

new symmetry conditions. Hitherto, we have considered systems in which an electron

travelling along the straight optic axis � the axis of rotational symmetry of round lenses

and the line of intersection of the symmetry or antisymmetry planes in quadrupole

systems � experienced no transverse force. Terms of odd degree in x and y were thus

Figure 32.2
Simplified drawing of an electric 12-pole deflector. The outer screening cylinder is omitted in the

perspective view (right).

Paraxial Properties of Deflection Systems 549



excluded from the expansions (7.36) for Φ(r) and (7.45) for Az, as were terms of even

degree from Ax, Ay in Eqs. (7.43�7.44).

In this section, we first derive the most general form of the paraxial equations and then

specialize these to the cases of practical importance. Just as for round lenses and

z

(C) (D)

(B)

(A)

r

Figure 32.3
Different types of magnetic deflector. (A) Windings in a pair of saddle coils. (B) Windings in a
pair of toroidal coils. (C) Axial section through a pair of toroidal coils wound round a conical

yoke. (D) Axial section through a ferrite core in a television tube; part of the tube wall is
indicated.

550 Chapter 32



quadrupole systems, these equations can be obtained in two equivalent ways, namely, by

using the trajectory method or the eikonal method. Here we use the trajectory method,

which is convenient for the paraxial theory; the eikonal method is presented in detail by

Glaser (1952, 1956), Kaashoek (1968), Ximen (1986) and Rose (2012).

32.2.1 The General Paraxial Equations

The paraxial equations for an arbitrary system with a straight optic axis are easily obtained

by linearization of Eq. (3.22). Reduction to linear form implies that ρ5 1 from Eq. (3.16),

and Bt5Bz from Eq. (3.19). A nontrivial simplification arises from the fact that there is a

linear relation between the transverse deflection field strengths at the optic axis and the

coordinates xi, yi of the trajectory in a given recording plane z5 zi, as will become obvious

later. The axial values of Ex5� Φ|x, Ey5� Φ|y, Bx and By are thus to be considered as

linear quantities, though this is not explicitly obvious from the corresponding series

expansions. We may therefore replace Φ̂(r) in the denominators of Eq. (3.22) by its axial

value φ̂(z) and rΦ̂ by (11 2εφ)rΦ(r). Bringing all this together, we obtain

xv5
γ
2φ̂

ðΦjx 2 x0ΦjzÞ1 ηφ̂
21=2ðBy 2 y0BzÞ

yv5
γ

2φ̂
ðΦjy2 y0ΦjzÞ1 ηφ̂

21=2ð2Bx1 x0BzÞ

9>>>=
>>>;

(32.1)

H

V

Figure 32.4
Hybrid system consisting of saddle coils for the horizontal deflection (H) and toroidal coils for the
vertical deflection (V). On the optic axis, the magnetic field generated by the saddle coils is in the

vertical direction while that created by the toroidal coils is horizontal.
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Differentiating Eq. (7.36) and retaining only terms that are of linear order when substituted

into Eq. (32.1), we find Φ|z5φ0(z) and

Φjx52F1 2
φv
2
x1 xp2 1 yq2

Φjy52F2 2
φv
2
y1 xq2 2 yp2

(32.2a)

The linear terms of B (Eqs. 7.46�7.48) are given by Bz5B and

Bx5B1 2
x

2
B0 2P2x2Q2y

By5B2 2
y

2
B0 2Q2x1P2y

(32.2b)

All this is now to be introduced into Eq. (32.1). The result of these elementary calculations

takes a very concise form if the following complex quantities are introduced:

w :¼ x1 iy (32.3a)

FTðzÞ :¼ F1 1 iF2 (32.3b)

BTðzÞ :¼ B1 1 iB2 (32.3c)

QEðzÞ :¼ p2 1 iq2 (32.3d)

QMðzÞ :¼ P2 1 iQ2 (32.3e)

These have the following physical meaning: w is the transverse coordinate, FT and BT are

the complex transverse axial field strengths, while QE and QM are quadrupole coefficients.

Quadrupole terms are not introduced deliberately in deflection systems but may arise from

constructional imperfections. Using Eq. (32.3), an elementary calculation yields

wvðzÞ5A1w
�
1A2w1A3w

01A4 (32.4)

the coefficients being given by

A152
γ
2

QE

φ̂
1 iηφ̂

21=2
QM (32.5a)

A252
γ
4

φv
φ̂

1
i

2
ηφ̂

21=2
B0 (32.5b)

A3 52
γ
2

φ0

φ̂
1 iηφ̂

21=2
B (32.5c)

A4 52
γ
2

FT

φ̂
2 iηφ̂

21=2
BT (32.5d)
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The complex linear differential equation (32.4) is seldom solved in full generality, though

its numerical solution provides absolutely no problem. The reason is that an electron optical

system of so general a type is very rarely encountered in practice. We now turn to the

important special cases.

First of all, a round electrostatic lens is never combined with electrostatic elements of lower

symmetry in such a way that the fields overlap, since the boundary conditions governing

the electric field on the electrode surfaces do not allow this (although round lens

components can of course be generated by elements such as quadrupoles, suitably excited).

Round electrostatic lenses well separated from any other elements are better treated

independently by the methods outlined earlier and we hence ignore them here.

A second simplification concerns the term A1w
� in Eq. (32.4), which may be neglected.

Such a term would cause axial astigmatism, which can be compensated by means of

stigmators; in practice, therefore, this term is always negligible. Stigmators are dealt with in

Section 31.5; we say no more about them here and assume forthwith that A1(z) � 0.

The combination of round magnetic lenses and deflection units is common in electron

lithography systems, but advantageous only under very special conditions, as will become

obvious later. If these conditions are not satisfied, it is better to remove the round lens from

the deflection field region since its presence destroys the electron optical symmetry

properties of the deflection unit. In order to establish these properties, we omit the magnetic

lens in the first step.

32.2.2 Ideal Deflection

With all these simplifying assumptions, Eqs. (32.4) and (32.5) reduce to

wv5DðzÞ (32.6)

where

DðzÞ � A4ðzÞ52
γFTðzÞ
2φ̂

2 iηφ̂
21=2

BT ðzÞ (32.7)

in which φ̂ is now a constant. Eq. (32.6) is readily integrated, the solution with the general

initial conditions

wðzoÞ5wo; w0ðzoÞ5w0
o

being given by

wðzÞ5wo 1 ðz2 zoÞw0
o1wdðzÞ (32.8)
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with the particular solution

wdðzÞ5
ðz
zo

ðz2 ζÞDðζÞdζ (32.9)

This is easily verified. The solution (32.9) is of particular interest since it describes the trajectory

of a particle incident along the optic axis; wd(z) is thus the equation of a curved axis representing

the central ray of a deflected beam. The most important property of wd(z) is its asymptotic

behaviour for large values of z beyond the domain of the deflecting field. This is given by

wdðzÞ5 z

ðN
2N

DðζÞdζ2
ðN

2N

ζDðζÞdζ (32.10)

The limits of integration have been extended to infinity, which is justified if D(ζ) has
appreciable values only in a finite interval and the coordinates zo and z are located outside

the latter. In practice this simplification is always permissible.

Eq. (32.10) describes a straight line, the asymptote of the deflected principal ray. In general

this does not intersect the optic axis: it is a skew ray. This is easily seen by writing

Eq. (32.10) in real form:

xdðzÞ5 z

ðN
2N

DxðζÞdζ2
ðN

2N

ζDxðζÞdζ

ydðzÞ5 z

ðN
2N

DyðζÞdζ2
ðN

2N

ζDyðζÞdζ

9>>>>>>=
>>>>>>;

(32.11)

This can be cast into the form

xdðzÞ5 x0dðNÞðz2 z1Þ
ydðzÞ5 y0dðNÞðz2 z2Þ

)
(32.12)

with the asymptotic slopes

x0dðNÞ5
ðN

2N

DxðzÞdz; y0dðNÞ5
ðN

2N

DyðzÞdz (32.13)

and pivot-point coordinates

z1 5

ðN
2N

zDxðzÞdzðN
2N

DxðzÞdz
; z2 5

ðN
2N

zDyðzÞdzðN
2N

DyðzÞdz
(32.14)

554 Chapter 32



The latter depend only on the geometric forms of the function Dx(z) and Dy(z), not on their

absolute values. In the general case, these forms are different and, hence z1 6¼ z2. Figs

32.5A and B illustrate this for an electrostatic deflection system, of the type employed in

oscilloscopes.

The general solution (32.8) represents the linear superposition of the principal ray solution

wd(z) and a free-space motion wo 1 (z � zo)w
0
o. A consequence of Eq. (32.8) is that if there

is stigmatic focusing in the absence of deflection (wd � 0), this remains true with

deflection; there is only a lateral shift of the focus. Let us assume that with no deflection,

the image is a point (xi, yi) in the plane z5 zi: wd(z) � 0, w(zi)5wi irrespective of w
0
o, as is

sketched in Fig. 32.5C. The initial values in the plane z5 zo in front of the deflection unit

must satisfy the condition

wo1 ðzi2 zoÞw0
o5wi

Substituting this into Eq. (32.8) we find

wðzÞ5 ðz2 ziÞw0
o 1wdðzÞ1wi (32.15)

Z2

Xi

ZiZ1

X

X

Y

Lens

(C)

(B)

(A)

Z

ZZ1

Figure 32.5
(A)�(B) Principal sections through an electric deflection system. (A) x�z plane; (B) y�z plane.

(C) Schematic description of the ‘ideal’ deflection in the x�z plane; the situation in the y�z plane
is analogous.
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In the plane of the focus, z5 zi, we then have

wi :¼ wðziÞ5wdðziÞ1wi (32.16)

or in real form, with the abbreviations x0i5 x0dðNÞ; y0i5 y0dðNÞ;
xi5 x0iðzi2 z1Þ1 xi

yi5 y0iðzi2 z2Þ1 yi

�
(32.17)

irrespective of the initial slopes x0o, y0o. This is characteristic of ideal deflection and

illustrated in Fig. 32.5C.

32.2.3 The Dependence on the Electrical Input Signals

The input signals for deflection systems are time-dependent capacitor voltages or coil

currents, which generate the necessary deflection fields. Production of the appropriate time

dependence of the signals may be a major technical problem, but this does not concern us

here. The inertia of the electron beam and the contributions of the Maxwell-displacement

terms to the field equations can always be neglected. The time is thus a mere parameter,

and a quasi-stationary approximation is quite sufficient. There is no need to study any time-

dependent effects here.

The axial electric field strengths F1, F2 are proportional to the corresponding deflection

voltages U1, U2 at the capacitor plates:

FjðzÞ5UjajðzÞ; j5 1; 2 (32.18)

The functions aj(z) depend only on the geometric forms of the axial field distributions and

have the dimension of a reciprocal length. The axial magnetic field strengths B1, B2 are

likewise proportional to the corresponding coil currents I1, I2:

BjðzÞ5μ0IjbjðzÞ; j5 1; 2 (32.19)

The permeability μ0 has been introduced for dimensional reasons: b1 and b2 also have the

dimensions of a reciprocal length.

Let us first consider systems with no round magnetic lens term. We rewrite Eq. (32.7) in

real form and introduce Eqs. (32.18) and (32.19), giving

Dx 52
γa1ðzÞ
2φ̂

U1 1
μ0ηb2ðzÞ
φ̂
1=2

I2

Dy 52
γa2ðzÞ
2φ̂

U22
μ0ηb1ðzÞ
φ̂
1=2

I1

9>>>>>=
>>>>>;

(32.20)
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We see that there is indeed a linear relation between the input signals and the deflection

functions Dx, Dy, but not a simple one. If we introduce Eqs. (32.20) into (32.13) and

(32.14), and then substitute the resulting expressions into Eq. (32.17), we certainly obtain

linear relations between the input signals U1, U2, I1, I2 and the corresponding deflections xi,

yi, as we assumed at the outset, but these linear relations are often too complicated for

practical applications. We recall that the functions a1(z), a2 (z), b1(z), b2(z) are in general

different from one other, and the same may also be true of integrals over these functions.

In practice, apart from very special applications like Wien filters, combined electric-

magnetic deflection systems are of rare occurrence though the possibility of using magnetic

deflection for large shifts and electrostatic fields for small deflections has been explored in

lithography. We first specialize to the pure cases.

In purely electric deflection systems, Eq. (32.14) become

zj5

ðN
2N

zajðzÞdzðN
2N

ajðzÞdz
; j5 1; 2 (32.21)

and Eq. (32.17) then take the form

xi5 dE1U1; yi5 dE2U2 (32.22)

with the proportionality factors

dEj 52
γ
2φ̂

ðzi2 zjÞ
ðN

2N

ajðzÞdz; j5 1; 2 (32.23)

These factors are called the sensitivities and have the dimensions of a reciprocal field

strength. Even though z1 6¼ z2 (see Fig. 32.5), the condition dE1 5 dE2 can be satisfied by

appropriate choice of the functions aj(z), and in practice this can be achieved by

suitable design of the deflection plates. The response is then isotropic. Whether this is

necessary depends on the particular purpose of the device in question.

In the case of purely magnetic deflection systems, the formulae are analogous; it is only

necessary to modify certain factors, signs and subscripts. Eq. (32.14) may be written

zj5

ðN
2N

zbjðzÞdzðN
2N

bjdz

; j5 1; 2 (32.24)
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The change of sign in Eq. (32.20) here cancels out. The response relations take the form

xi5 dM2 I2; yi52 dM1 I1 (32.25)

with the sensitivities

dMj 5μ0ηφ̂
21=2ðzi2 zjÞ

ðN
2N

bjðzÞdz; j5 1; 2 (32.26)

Once again, the sensitivities can be made equal by appropriate design of the deflection

coils, even if the functions b1(z) and b2(z) are different. The case b1(z) 6¼ b2(z) certainly

occurred in older television tubes equipped with hybrid deflection systems (Fig. 32.4).

32.2.4 Rotation-Invariant Systems

We now examine the effect on the electron optical properties of superimposing a round

magnetic field on a purely magnetic deflection system, a situation that occurs in lithography

devices. In this situation, Eqs. (32.4) and (32.5), in combination with (32.19), become

wv5 iηφ̂
21=2 1

2
B0w1Bw0

� �
1DðzÞ (32.27)

in which the inhomogeneous term D(z) takes the form

DðzÞ52 iμ0ηφ̂
21=2�

I1b1ðzÞ1 iI2b2ðzÞ
�

(32.28)

In the theory of round magnetic lenses, it is advantageous to introduce the familiar

coordinate frame rotating with the Larmor frequency. In the present case, however, it is no

longer obvious that this is advantageous since the natural symmetries of the series

expansion for the magnetic deflection field would be destroyed. For this reason, we shall

continue to use the fixed (Cartesian) frame (X, Y, z), which we here denote (x, y, z). This

causes no particular complication. We note that this choice is not mandatory, and some

authors have pursued the calculation in the rotating frame.

We must now solve Eq. (32.27) for arbitrary initial conditions w(zo)5wo, w
0(zo)5w0

o, in

some given object plane. The fundamental solutions σ(z) and τ(z) of the homogeneous

differential equation with the initial conditions

σðzoÞ5 τ0ðzoÞ5 1; σ0ðzoÞ5 τðzoÞ5 0 (32.29a)

and the Wronskian

W05 e22iθðzÞðτ0σ2σ0τÞ ¼: τ0 ~σ2σ0 ~τ � 1 (32.29b)
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are now appropriate, θ(z) being the angle of Larmor rotation (2.39, 15.9); the functions σ(z), τ(z)
are now complex. Solution of (32.27) by variation of parameters is straightforward and we find

wðzÞ5woσðzÞ1w0
oτðzÞ1wdðzÞ (32.30)

with the particular integral

wdðzÞ5
ðz
zo

e22iθðζÞDðζÞ�σðζÞτðzÞ2 τðζÞσðzÞ�dζ

5

ðz
zo

DðζÞ� ~σðζÞτðzÞ2 ~τðζÞσðzÞ�dζ
(32.31)

The value of this solution in the image plane z5 zi is the most important. There we have

τ(zi)5 0 and σ(zi)5M exp(iθi), θi5 θ(zi) being the angle of image rotation relative to the

object. Hence,

wdðziÞ52Meiθi
ðzi
zo

DðzÞ~τðzÞdz5 :wdi

It will prove convenient to introduce the real fundamental solution h(z) in the rotating

frame, with h(zo)5 0, h0(zo)5 1 as usual. From Eq. (32.29) with θ(zo)5 0, we see that

τðzÞ5 hðzÞeiθðzÞ
and so

wdi 52Meiθi
ðzi
zo

e2iθðzÞDðzÞhðzÞdz (32.32)

We notice that, since τ(zi)5 0, the paraxial deflection is again ideal, in the sense that the

general solution w(zi)5woσ(zi)1 wdi is independent of w
0
o. Eq. (32.28) shows that it also

depends linearly on the currents I1 and I2. In the general case, however, it is not rotation-

invariant. This means that if we apply the coil currents

I15 I0cosα; I2 5 I0sinα (32.33)

with a time-dependent phase α, intending to trace out a circle, the deflection signal (with

wo5 0) does not in fact respect this but instead describes an ellipse. This effect is called the

paraxial distortion. In order to obtain a circle, the deflection signal wdi, given by

Eq. (32.32), must be proportional to the complex current variable Ic,

Ic :¼ I1 1 iI2 5 I0e
iα (32.34)
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This proportionality can be achieved only if

ðzi
zo

e2iθb1ðzÞhðzÞ dz5
ðzi
zo

e2iθb2ðzÞhðzÞdz (32.35)

When different types of coil systems are combined, in hybrid toroidal- and saddle-coil

systems for instance, this condition is in general not satisfied. Even if Eq. (32.35) is true for

a particular lens excitation, a slight variation of the latter to adjust the focusing renders the

two integrals unequal. The only reasonable way of satisfying Eq. (32.35) in general is hence

to impose the condition b1(z) � b2(z), which means that the coils, rotated at 90� to each

other, must have the same geometry. Systems of this type are rotation-invariant. They are

the only reasonable choice when a deflection field is to be combined with a magnetic round

lens field and, in our discussion of aberration theory, we shall consider only this case.

We can then drop the suffices of b1(z) and b2(z); combining Eqs. (32.32) with (32.28), we

find

wdi5 dcIc (32.36)

in which the complex sensitivity is given by

dc5 iμ0ηφ̂
21=2

Meiθi
ðzi
zo

e2iθðzÞbðzÞhðzÞdz (32.37)

The modulus of this complex quantity is of great technical importance, whereas the phase is

not important since it merely describes a constant rotation between the input and output

signals.
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CHAPTER 33

The Aberrations of Deflection Systems

In this chapter, we again distinguish between systems with pure deflection fields and hybrid

systems containing a round magnetic lens because the symmetry properties in these two

situations are essentially different. We concentrate on the nature of the aberrations, referring

to the original publications for the full lists of aberration integrals for the following reasons:

in the more general case, the terms are extremely numerous whereas in the simpler cases of

pure deflection fields, only a few of the aberration integrals have found practical use. We

do, however, reproduce one set of aberration integrals, which is particularly convenient in

that the expressions required in many practical situations can be obtained as special cases.

33.1 Pure Deflection Systems

The most important technical devices employing this kind of deflector are oscilloscopes and

the older types of television tubes. These do of course also contain electrostatic lenses to

focus the beam on the viewing screen but these lenses are well separated from the

deflectors, and have little effect so far as the deflection aberrations are concerned. The

situation in scanning electron microscopes is more complicated. For medium and high

resolution operation, the deflection structure most commonly used, the double deflector, can

be situated far enough before the lens for the field overlap to be negligible. If, however, the

microscope is designed to produce a good image at very low magnification where the

angles involved become large, it will be necessary to place the deflector within the lens

field and the situation is that discussed in Section 33.2, always recalling that the deflector

precedes the probe-forming lens. The so-called Grigson coils that are used to scan a

diffraction pattern over a small detector do, on the other hand, belong to the present section.

For simplicity, we shall assume that the undeflected beam is directed along the optic axis

and produces a round spot, blurred by spherical and chromatic aberrations. When the beam

is deflected, the aberration coordinates Δxi, Δyi of a particular ray in the undeflected beam

can simply be added to the corresponding deflection aberration components.
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33.1.1 Two Different Symmetries

Devices that fall into this category are always constructed so as to have two orthogonal

planes of symmetry, intersecting along the optic axis within the limits of experimental

accuracy. We have already tacitly assumed this in Sections 32.2.2 and 32.2.3, where these

symmetry planes were the coordinate planes x5 0 and y5 0.

In magnifying systems, it is usually the object plane that is of interest and the aberrations

are therefore most usefully expressed in terms of position and gradient in that plane or in

terms of position in the object and entrance pupil planes. In probe-forming and other

demagnifying systems, on the other hand, the plane of interest is the target or image plane

and the most suitable variables for characterizing deflection aberrations are therefore the

position coordinates xi and yi corresponding to ideal deflection, introduced earlier, and the

paraxial difference of gradient between that of the ray in question (gradient x0i; y
0
i) and the

deflected central ray (gradient x0ið0Þ; y0ið0Þ); we write α :¼ x0i2 x0ið0Þ; β :¼ y0i2 y0ið0Þ.
The lateral aberrations Δxi and Δyi can be derived from a perturbation eikonal, which we

denote as in Part IV by S. The symmetry properties impose the following conditions on

Sðxi; yi; α; βÞ :
Sð2xi; yi; 2α; βÞ5 Sðxi; yi;α;βÞ
Sðxi; 2 yi;α; 2βÞ5 Sðxi; yi;α;βÞ

(33.1)

These are the same symmetry properties as those we have encountered for well-aligned

systems of quadrupole lenses. At first sight, this is surprising, since in quadrupoles the

potentials are positively symmetric with respect to the symmetry planes, while in deflection

systems they are antisymmetric. We must, however, remember that the deflection input

signals are not fixed constants, but proportional to xi and yi respectively.

From Eq. (33.1) it can be concluded that S will contain aberration terms of even order only,

the lowest order being characterized by terms of fourth degree. We can simply adopt the

classification employed in Chapter 29, The Aberrations of Quadrupole Lenses and

Octopoles, without further ado; the cartesian representation of the transverse aberrations is

given by Eq. (29.12) if we exchange the variables as follows:

ξo-xi; ηo-yi; x0o-α; y0o-β

One additional simplification arises from the condition that, when the deflection fields are

switched off (xi5 yi5 0), the aberration must collapse to the spherical aberration of a round

lens and hence C :¼ (0030)5 (0012)5 (0003)5 (0021) in Eq. (29.12).

We now introduce a simplified notation, in terms of which the perturbation eikonal has the

basic form
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S5
1

4
ðE11x

4
i 1 2E12x

2
i y

2
i 1E22y

4
i Þ

1αxiðD11x
2
i 1D12y

2
i Þ1βyiðD21x

2
i 1D22y

2
i Þ

1
α2

2
ðA11x

2
i 1A12y

2
i Þ1

β2

2
ðA21x

2
i 1A22y

2
i Þ

1A3αβxiyi1
C

4
ðα21β2Þ2

1
xiα
3

ðK11α21 3K12β2Þ1 yiβ
3

ð3K21α21K22β2Þ

(33.2)

There are three phase shifts (Ejk), four distortions (Djk), five astigmatisms (Ajk), disregarding

differences between these and the field curvature, four comas (Kjk) and the spherical

aberration (C). Since the phase shifts (Ejk) do not contribute to the lateral aberrations, 14

relevant real independent terms remain.

The function S can be normalized in such a way that the lateral aberrations are simply

given by

Δxi5
@S

@α
; Δyi5

@S

@β
(33.3)

Differentiation of Eq. (33.2) then gives

Δxi5 xiðD11x
2
i 1D12y

2
i Þ

1αðA11x
2
i 1A12y

2
i Þ1A3βxiyi

1 xiðK11α2 1K12β2Þ1 2K21yiαβ

1Cαðα21 β2Þ

(33.4a)

Δyi5 yiðD21x
2
i 1D22y

2
i Þ

1 βðA21x
2
i 1A22y

2
i Þ1A3αxiyi

1 yiðK21α2 1K22β2Þ1 2K12xiαβ

1Cβðα21β2Þ

(33.4b)

33.1.2 Fourfold Symmetry

A further simplification is obtained if the two symmetry planes x5 0 and y5 0 are

equivalent, in the sense that the system is invariant under rotation through 90� about the
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optic axis. This means that interchanging x and y (x2y) and α and β (α2β) must leave

the formulae unaffected, which in turn implies that for all sets of coefficients,

λ11 5λ22; λ125λ21 (33.5)

where λ stands for each of E, D, A and K.

In order to reveal the physical meaning of the surviving coefficients, it is helpful to

introduce complex and polar position and angular coordinates thus:

wi :¼ xi1 iyi5 rie
iϕi (33.6a)

s :¼ α1 iβ5σeiϕa (33.6b)

On expanding Eq. (33.2) as a Fourier series with respect to the azimuths ϕi and ϕa, we find

S5
1

4
r4i ðE01E4 cos 4ϕiÞ

1σr3i

�
D0 cos ðϕa2ϕiÞ1D4 cos ð3ϕi1ϕaÞ

�

1
1

2
σ2r2i

�
A0 cos ð2ϕa 2 2ϕiÞ1A4 cos ð2ϕi1 2ϕaÞ

�

1σ3ri

�
K0 cos ðϕa 2ϕiÞ1

1

3
K4 cos ðϕi1 3ϕaÞ

�

1
1

2
F0σ2r2i 1

1

4
C0α4

(33.7)

in which

E0 5
1

4
ð3E11 1E12Þ; E4 5

1

4
ðE112E12Þ

D0 5
1

4
ð3D111D12Þ; D45

1

4
ðD112D12Þ

A0 5
1

4
ðA112A121A3Þ; A4 5

1

4
ðA112A122A3Þ

K0 5
1

4
ðK111K12Þ; K45

1

4
ðK112 3K12Þ

F0 5
1

2
ðA111A12Þ; C0 � C

(33.8)
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The transverse aberrations are now obtained by forming the gradient in complex polar

coordinates:

Δwi5
@S

@α
1 i

@S

@β
5 eiϕa

�
@

@σ
1

i

σ
@

@ϕa

�
S (33.9)

the result being

Δwi5 r3i ðD0e
iϕi 1D4e

23iϕiÞ
1 r2i σðA0e

ið2ϕi2ϕaÞ1A4e
2ið2ϕi1ϕaÞÞ

1 r2i σF0e
iϕa 1 2σ2riK0e

iϕi

1 riσ2ðK0e
ið2ϕa2ϕiÞ1K4e

2ið2ϕa1ϕiÞÞ
1σ3C0e

iϕa

(33.10)

or in the general complex form with Eq. (33.8):

Δwi5D0w
2
i w

�
i 1D4w

�3
i

1A0w
2
i s

� 1A4w
�3
i s�

1F0wiw
�
i s1 2K0ss

�wi

1K0s
2w�

i 1K4s
�2w�

i

1C0s
2s�

(33.11)

Apart from the choice of notation and the limitation to systems without superimposed

magnetic lens fields, this is the representation which has long been known and has been

explored in great detail in connection with electron lithography devices (Munro, 1974; Goto

and Soma, 1977). In comparison with the aberrations of round lenses (see 24.36�24.37),

there are three new types of error, those indicated by the subscript 4; these are known as

fourfold aberrations and in particular as fourfold distortion (D4), astigmatism (A4) and coma

(K4). This nomenclature reflects the behaviour of these aberrations when the entire system is

rotated bodily about the optic axis. Let us substitute ϕi5ϕ0
i1ψ and ϕa5ϕ0

a 1 ψ in

Eq. (33.10). It quickly becomes clear that all the isotropic aberration terms, labelled with the

subscript zero and familiar from the theory of round lenses, are modified by a common factor

exp(iψ), which means that these lateral aberrations rotate in synchronism with the system, just

as in round systems. The fourfold error terms, on the other hand, are modified by a common

factor exp(23iψ), and their rotation relative to the system is therefore described by a phase

factor exp(24iψ).

The pure fourfold errors have fourfold symmetry; some typical examples are shown in

Fig. 33.1. In practice, however, such symmetric error figures are never obtained. The

complex superposition of all the terms appearing in Eq. (33.10) or (33.11) can result in
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quite complicated asymmetric patterns. The possibility of designing electrostatic deflection

electrodes free of fourfold aberrations was examined by Dodin (1983).

33.1.3 General Considerations

Although the classification of the possible error types in deflection systems is an

intellectually pleasing and somehow beautiful task, the determination of the corresponding

aberration coefficients is very laborious. In principle, the calculation is straightforward,

whether the trajectory method or the eikonal method is employed, and formulae for the

various coefficients have been derived by Glaser (1938, 1941, 1949, see 1952), Wendt

(1939, 1942a,b, 1947, 1953), Picht and Himpan (1941a�c), Picht (1943) and Hutter (1947,

1948). They were subsequently reconsidered by Haantjes and Lubben (1957, 1959), by

Kanaya (Kanaya and Kawakatsu, 1961a,b, 1962; Kawakatsu and Kanaya, 1961; Kanaya

et al., 1961, 1963, 1964) and especially by Kaashoek (1968) and reexamined by Ding

(1982). We shall not, however list them here as they are not much used in practice. For

numerical values, see Wang (1966, 1967a�c, 1971) and Amboss and Wolf (1971) as well

as the papers cited above.

In older television devices and oscilloscopes the deflection angles can become quite large,

since the viewing screen must have a given minimum size and the tube-length must be kept

reasonably small. For such large angles a perturbation theory of third order is clearly

insufficient, but the practical evaluation of error terms of higher than third order by means

of the standard perturbation calculus becomes extremely laborious. The fifth-order

aberrations of magnetic deflectors were examined by Kaashoek (1968) and Rao and Nixon

(1981) and a thorough study of these aberrations for general systems has been made by Uno

et al. (1995); we return to this at the end of this chapter.

Figure 33.1
Various combinations of fourfold aberrations and defocus values.
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In electron lithography devices, the off-axis distances and deflection angles remain small

enough for the third-order approximation to be adequate but, in such systems, a round

magnetic lens is usually strongly coupled to the deflection. The classification given above is

then incomplete. This is the subject of the next section.

Before leaving the present topic, we briefly discuss how systems with large deflection

angles can be investigated. It is unreasonable to analyse all the aberrations of fifth and even

higher order, since the number of terms becomes unmanageable. The discussion must be

confined to the technically most important defects, which are clearly the distortions and,

with lower priority, the astigmatisms (see Figs 33.2 and 33.3). Since fourfold symmetry is

not always present, a more general form of Eq. (33.4) is required. For the distortions of

third and fifth order, we may write

Δxi5 xiðD11x
2
i 1D12y

2
i 1D13x

4
i 1 2D14x

2
i y

2
i 1D15y

4
i Þ

Δyi5 yiðD21x
2
i 1D22y

2
i 1D23x

4
i 1 2D24x

2
i y

2
i 1D25y

4
i Þ

(33.12)

(B)(A)

(C) (D)

Figure 33.2
Deflection distortions. (A) Cushion; (B) barrel; (C)�(D) hammock.

D

BXEl

G
T
M
S

YT

Figure 33.3
Deflection astigmatism (the deflection is shown in only one symmetry plane); G: Gaussian image
plane; T, M, S: tangential, mean and sagittal image curvature; D: principal plane of deflection.
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The coefficients in these expansions can be determined by exact numerical calculation of a

sufficiently large number of electron trajectories followed by a least-squares fit of

Eq. (33.12) to the set of numerically determined aberrations (Δxi, Δyi).

33.2 Deflection Systems with Magnetic Lenses

We now study the influence of a round magnetic lens field on the deflection aberrations. As

we have already mentioned, this is of great importance in the theory of electron lithography

devices. The practical necessity for superimposing deflection and lens fields will be

discussed in Chapter 40 of Volume 2.

33.2.1 Geometric Aberrations

We again begin by classifying the permitted types of aberrations. As we have seen in

Section 32.2.4, only systems with a fourfold geometric symmetry of the coil system are

advantageous, since the device will otherwise exhibit a paraxial distortion. In contrast to the

case treated in the preceding section, the planes x5 0 and y5 0 are no longer planes of

mirror symmetry, since the round magnetic lens forces the beam to rotate about the optic

axis. There thus remains only an invariance of the eikonal with respect to rotations through

90� about the optic axis. Instead of Eq. (33.1) we have

Sð yi; 2 xi;β; 2αÞ5 Sðxi; yi;α; βÞ
Sð2xi; 2 yi; 2α; 2βÞ5 Sðxi; yi;α; βÞ

(33.13)

From the second property it can be concluded that the power series expansion of S can have

only terms of even total order, the interesting ones being again those of fourth order. The

first condition expresses the fourfold symmetry.

The mathematical form of the perturbation eikonal S is most easily obtained by a Fourier

series expansion similar to Eq. (33.7). Only terms that are invariant with respect to the

simultaneous transforms ϕi5ϕ0
i1π/2 and ϕa5ϕ0

a1π/2 can occur in this expression.

Furthermore, terms higher than fourth order need not be retained. The only permissible

trigonometric dependences are then

cos nðϕa2ϕiÞ; sin nðϕa 2ϕiÞ; n5 0; 1; 2

together with the cosine and sine of the arguments

4ϕi; 3ϕi1ϕa; 2ϕi1 2ϕa; ϕi1 3ϕa; 4ϕa

the sum of the factors of ϕi and ϕa being always 4. In Eq. (33.7) only the cosine terms

were obtained, since only these are compatible with Eqs (33.1) and (33.13). If Eq. (33.1) is

given up, the corresponding sine terms are also permitted. A fourfold spherical aberration,
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given by the terms in 4ϕa, is compatible with the symmetries, but is excluded for technical

reasons, since the ordinary spherical aberration of the round lens must be obtained when the

deflection currents are switched off.

We now have to complete the Fourier series expansion (33.7) by including the appropriate

sine terms. The resulting expression can be cast into a more concise form by introducing a

complex notation. For this purpose we define the following complex aberration coefficients:

~E4 5E41 ie4

~D05D0 1 id0; ~D4 5D41 id4

~A05A0 1 ia0; ~A4 5A41 ia4

~K05K0 1 ik0; ~K4 5K41 ik4

(33.14)

The real parts denote isotropic coefficients, while the imaginary parts represent anisotropic

ones. Then, instead of Eq. (33.7), we have

S5ℜ
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�

1σr3i
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(33.15)

After some elementary calculations, differentiation of Eq. (33.15) using (33.9) gives the

geometric aberrations (suffix g)
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(33.16)

Apart from the novel fact that, with the exception of F0 and C0, all the coefficients have

become complex, Eq. (33.16) has the same structure as (33.11). The formula clearly

exhibits an interesting pattern: fourfold error terms contain only complex conjugate

variables, w�
i and s�; moreover, the field curvature and the astigmatisms have the same

functional structure as the comas, if we exchange the variables wi 2 s, w�
i 2 s�.

33.2.2 Chromatic Aberrations

The accuracy requirements in electron lithography devices are so demanding that chromatic

aberrations must also be taken into account. As in the corresponding theory of round lenses,

a linear approximation is sufficient. The chromatic effects can be easily understood in the

following way. In Eq. (32.30) the principal solutions σ(z), τ(z), and wd(z) depend on the

acceleration voltage φ̂ and the lens excitation current IL as parameters, which may fluctuate

around their mean values. For sufficiently small fluctuations, Δφ̂ and ΔIL, an expansion of

the form

Δwc5wo

�
@σ
@φ̂

Δφ̂1
@σ
@IL

ΔIL

�
1w0

o

�
@τ
@φ̂

Δφ̂1
@τ
@IL

ΔIL

�

1
@wd

@φ̂
Δφ̂1

@wd

@IL
ΔIL

is justified. Usually, |wo| is so small that the corresponding term can be neglected; w0
o is

proportional to the final slope s. Owing to the rotation invariance in the paraxial domain,

the whole solution wd(z) is proportional to the complex deflection current Ic and also, from

Eq. (32.36), to wdi. Since this is true for all values of φ̂ and IL, this proportionality must

also hold for the derivatives @wd/@φ̂ and @wd/@IL. Moreover, τ(z), being a paraxial solution

570 Chapter 33



for an ordinary magnetic lens, depends only on I2L=φ̂ and hence φ̂@τ=@φ̂52 2IL@τ=@Ic.
Putting all this together and referring to the image plane z5 zi, we obtain the general form

Δwc 5Ccs

�
Δφ̂
φ̂

2 2
ΔIL

IL

�
1

�
CT1

Δφ̂
φ̂

1CT2

ΔIL

IL

�
wdi (33.17)

with Δwdi5Δwc 1 Δwg as the total lateral aberration. The first term in Eq. (33.17) is the

familiar axial chromatic aberration of a round magnetic lens, referred to the image plane.

The second term, being proportional to the deflection wi, is called the transverse chromatic

error and represents a new type of aberration. Between the corresponding coefficients CT1

and CT2 no simple relation can be expected, since any variation of θ(z) in Eq. (32.32)

causes complications.

33.3 Detailed Aberration Analyses

Apart from the choice of notation, the classifications (33.16) and (33.17) are the same as

those first derived by Ohiwa (1970) and Munro (1974), who used the eikonal and trajectory

methods respectively. Munro lists the geometric and chromatic aberration integrals for

purely magnetic deflection and round lens systems. Goto and Soma (1977) pointed out that

Eq. (33.16) is too limited for practical purposes, since dynamic correction of the aberrations

is not represented whereas such correction has long been an important feature of deflection

units. Additional weak multipole fields are applied, generated by currents that are usually

nonlinear functions of the principal currents. Owen and Nixon (1973) had already pointed

out that deflection field curvature and both isotropic and anisotropic distortion can be

eliminated in this way, and Goto and Soma demonstrated that this is also true of both types

of astigmatism. Moreover, linear correction currents are capable of eliminating all the pure

deflection aberrations. Their paper concludes with a list of aberration integrals, which are a

generalization of those to be found in Munro (1974). Later, Soma (1977) generalized the

formulae still further to include all possible focusing and deflection effects of both

magnetic and electrostatic type for arbitrary superposition of the fields; even relativistic

effects were taken into account. A correction to these expressions was made by Li (1983).

Meanwhile, the possibility of eliminating or compensating the aberrations in demagnifying

systems had been examined by Koops (1972, 1973; Koops and Bernhard, 1975) and ways

of correcting all the aberrations in scanning microscopes by Crewe and Parker (1976).

A systematic analysis of aberration minimization for post-lens deflection, double deflection

before the lens and the ‘moving objective lens’ (MOL) of Ohiwa (1970, 1978, 1979; Ohiwa

et al., 1971), is to be found in Kern (1979). We shall return to the MOL in Chapter 40 of

Volume 2 but we mention that Ohiwa (1979) relates this concept to the coma-free condition

and states explicitly that the introduction of pre-lens deflection is equivalent to replacement

of the position and angle variables by linear combinations of these and the deflection
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current (in the magnetic case). A systematic procedure for eliminating aberrations from

magnetic scanning and focusing combinations is set out in Hosokawa (1980), and the

aberration coefficients of a double-deflection unit for which the second deflector coincides

with a round magnetic lens field are listed in Kuroda (1980). More general formulae for

adding deflection aberrations are to be found in Lencová (1981); these are applied very

tellingly to several practical situations by Lencová (1988), using a model field (Lenc and

Lencová, 1988). Expressions for the asymptotic aberration coefficients of combined

focusing�deflection units have been used by Li (1994) to derive the addition formulae for

the coefficients of two (or more) subsystems.

We postpone discussion of a series of papers by Munro and Chu while we examine the

work of Ximen and Li. In the first contribution (Ximen, 1981), which extends this author’s

earlier work (Ximen, 1977, 1978), expressions for the terms of second and fourth order in

the eikonal function are given explicitly in the rotating coordinate system; the fact that

deflection has the effect of replacing position and angle (in the object or target plane) by a

linear combination of these quantities and the deflecting current or voltage, mentioned

above, is used to introduce a generating function, from which the various aberration

coefficients are extracted by differentiation. This ingenious technique enables Ximen to

formulate the aberration theory very compactly. Explicit aberration integrals are given in

later papers by Li and Ximen (1982a,b), once again in the rotating coordinate system,

together with formulae for adding the aberration coefficients of sets of deflectors. Finally,

Ximen and Li (1982) show how dynamic correction can be used to eliminate various

aberrations. Further details are given in Li (1981). The asymptotic aberration coefficients of

both position and gradient are listed in Hawkes (1989), where the coefficients of the

corresponding polynomials are also to be found. A less full list is given by Tang (1986).

One important family of aberrations is not considered in any of these papers, namely, the

parasitic aberrations; this gap has been filled by Plies (1982a,b), who examined the

aberrations that arise from misalignments of these complex hybrid systems. The purpose of

his studies was to find practical tolerance limits by exploring the influence of various kinds

of misalignment on the aberrations.

We now return to the series of papers by Munro and Chu (1982a,b; Chu and Munro, 1982a,b)

devoted to the numerical analysis of electron beam lithography systems. The first two papers

are concerned with field calculation and the fourth with computer optimization of complex

systems. It is the third part that particularly concerns us here, for in it Chu and Munro give a

list of aberration integrals, which can be used to study systems consisting of any combination

of magnetic and electrostatic lenses and deflectors; these expressions are of immediate

practical use and we reproduce them here, in the notation defined earlier.

The paraxial equation for a system consisting of any combination of round lenses and

deflectors takes the (nonrelativistic) form
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(33.18)

which is a generalization of Eq. (32.27) using the notation of (32.3b,c) and (32.18�32.29).

The solution of Eq. (33.18) is written

wðzÞ5woσðzÞ1w0
oτðzÞ1 IcmðzÞ1UceðzÞ (33.19)

which replaces Eq. (32.30), Ic being the complex current of (32.34) and Uc its electrical

analogue; m(z) and e(z) are the magnetic and electrical contributions to wd(z) (32.31), after

separating the current Ic and the voltage Uc as factors:

mðzÞ52
iημ0

φ1=2
o

ðz
zo

bðζÞ
�
τðzÞσ�ðζÞ2σðzÞτ�ðζÞ

�
dζ

eðzÞ52
1

2φ1=2
o

ðz
zo

aðζÞ
φ1=2ðζÞ

�
τðzÞσ�ðζÞ2σðzÞτ�ðζÞ

�
dζ

(33.20)

These expressions are obtained by means of the method of variation of parameters, applied

to Eq. (33.18), as in (32.31); examination of the Wronskian now tells us that

φ1=2ðστ0 2σ0τÞ5 e2iθφ1=2
o (33.21a)

or

φ1=2ð ~στ0 2σ0 ~τÞ5φ1=2
o (33.21b)

(cf. 32.29b).

The aberrations are obtained by retaining higher order terms in the potential and field

expansions and again using the method of variation of parameters—the standard trajectory

method. Into the inhomogeneous terms is substituted a slightly modified form of Eq. (33.19),

wðzÞ5wi

σðzÞ
σi

1 si
τðzÞ
τ0i

1w
ðmÞ
i

mðzÞ
mi

1w
ðeÞ
i

eðzÞ
ei

(33.22)

in which the image parameters in terms of which the aberrations are expressed have been

introduced; σi :¼ σ(zi) and likewise for τi, mi and ei. The shifts w
ðmÞ
i and w

ðeÞ
i are given by

equations analogous to (32.36): w
ðmÞ
i 5 dðmÞc Ic and w

ðeÞ
i 5 dðeÞc Uc.

In the worst case, in which no term is negligible, 56 complex geometric aberration

coefficients emerge from this calculation. It is fortunately extremely rare that all these are

required and indeed, we return below to the utility of an analysis such as this when so large
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a number of coefficients are relevant. At the other extreme, for a system in which the

Gaussian spot size is negligible compared with the magnetic deflection w
ðmÞ
i and there is no

electrostatic contribution, only nine coefficients survive (Munro, 1974, for example). For

the intermediate cases, the numbers are as follows:

Gaussian round beam and dual-channel deflection (Uc 6¼ 0, Ic 6¼ 0), 27 coefficients.

Shaped beam and single-channel deflecction (either Ic5 0, Uc 6¼ 0 or Ic 6¼ 0, Uc5 0).

24 coefficients.

In practice, the most general situation that is liable to be encountered is the dual-channel

system, in which the Gaussian spot size is typically negligible, and both magnetic and

electric deflection are employed (Fig. 40.20): the magnetic deflection provides coverage of

a large field while the electrostatic deflection offers fast response.

The nature and origins of all these aberrations have been examined very carefully by Plies

(1982a,b) and in particular, by Plies and Elstner (1989a,b). We reproduce their tables, showing

the types of aberration that occur and the field components that give rise to them. They note that

Munro found different numbers of aberrations for the general case and for the shaped-beam

one-channel case and explain why certain coefficients present in Munro’s list vanish. Table 33.1

shows the aberrations in the absence of sextupole components of the field, some of which are

not independent. The 40 complex coefficients are therefore reduced to 64 real coefficients. Note

that in Plies and Elstner’s papers, the aberrations are expressed in terms of quantities which are

not quite the same as those employed here but the general patterns are unaffected. (The quantity

denoted by γ by Plies and Elstner corresponds to wo but α corresponds to w0
o 2wow

0
γðzoÞ, where

wγ is such that wγðzoÞ5 1 but now wγðzaÞ5 0 where za is an aperture plane.) Table 33.2 shows

the number of complex third-order aberration coefficients for round lenses, deflectors and

combinations of the two and their dependence on α; γ; U and I:

Substituting (33.22) into the aberration formula, 27 aberration coefficients are obtained, as

shown in the Table 33.3. The coefficients are as follows:

Table 33.1: Nature of the Aberrations of Round Lenses and Deflectors

α2α� Spherical aberration

αα�γ Coma

α2γ� Coma

αγγ� αγU�; αγ�U; αγI�; αγ�I αUU�; αUI�; αU�I; αII�; Field curvature

α�γ2 α�γU; α�γI α�U2; α�UI; α�I2 Astigmatism

γ2γ� γ2U�; γ2I�; γγ�U; γγ�I U2U�; U2I�; UU�I Distortion

γUU�; γUI�; γU�I; γII� UII�; U�I2; I2I�; Distortion

γ�U2; γ�UI; γ�I2 Distortion

Round lens Round lens and deflector Round lens and deflector
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Table 33.2: Number and Types of Aberrations in Various Combinations of Round Lens and

Multipole

1 α
4 2 α, U
4 2 α, I
3 1 α, U, I
1 1 U
1 1 I
4 2 U, I

4 0 α, γ
3 1 α, γ, U
3 1 α, γ, I

1 0 γ
4 2 γ, U
4 2 γ, I
3 1 γ, U, I

Round
Lens

Dipole Additional sextupole Dipole Additional sextupole

Round lens and Deflector Deflector

Table 33.3: Third-order Geometrical Aberrations of a Combined Focusing and Dual-Channel

Deflection System With Magnetic Main-Field Deflection and Electrostatic Secondary Deflection

Axial

Aberration

Magnetic Deflection

Aberration

Electrostatic Deflection

Aberration

Mixed Deflection

Aberration

Spherical aberration C0s
2s�

Coma 2 ~K
ðmÞ�
0 s2wðmÞ� ~K

ðeÞ�
0 s2wðeÞ�

2 ~K
ðmÞ
0 ss�wðmÞ 2 ~K

ðeÞ
0 ss�wðeÞ

Astigmatism and field
curvature

2 ~F
ðmÞ
0 swðmÞwðmÞ� ~F

ðeÞ
0 swðeÞwðeÞ� ~F

ðemÞ
0 swðmÞ�wðeÞ
~F
ðmeÞ
0 swðmÞwðeÞ�

~A
ðmÞ
0 s�wðmÞ2 ~A

ðeÞ
0 s�wðeÞ2 ~A

ðmeÞ
0 s�wðmÞwðeÞ

Distortion 2 ~D
ðmÞ
0 wðmÞ2wðmÞ� ~D

ðeÞ
0 wðeÞ2wðeÞ� ~D

ðmme�Þ
0 wðmÞ2wðeÞ�

2 ~D
ðmme�Þ
0 wðmÞwðmÞ�wðeÞ

2 ~D
ðmee�Þ
0 wðmÞwðeÞwðeÞ�

2 ~D
ðm�eeÞ
0 wðmÞ�wðeÞ2

Fourfold coma 2 ~K
ðmÞ
4 s�2wðmÞ� ~K

ðeÞ
4 s�2wðeÞ� 2 2 2

Fourfold astigmatism 2 ~A
ðmÞ
4 s�wðmÞ�2 ~A

ðeÞ
4 s�wðeÞ�2 ~A

ðmeÞ
4 s�wðmÞ�wðeÞ�

Fourfold distortion 2 ~D
ðmÞ
4 wðmÞ�3 ~D

ðeÞ
4 wðeÞ�3 ~D

ðmeÞ
4 wðmÞ�2wðeÞ�

2 ~D
ðemÞ
4 wðmÞ�wðeÞ�2
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C0 5Fðτ; τ; τ�Þ
~K
�ðmÞ
0 5Fðτ; τ;m�Þ; ~K

�ðeÞ
0 5Fðτ; τ; e�Þ

2 ~K
ðmÞ
0 5Fðτ;m; τ�Þ1Fðm; τ; τ�Þ

2 ~K
ðeÞ
0 5Fðτ; e; τ�Þ1Fðe; τ; τ�Þ

~A
ðmÞ
0 5Fðm;m; τ�Þ; ~A

ðeÞ
0 5Fðe; e; τ�Þ

~A
ðmeÞ
0 5Fðm; e; τ�Þ1Fðe;m; τ�Þ
F
ðmÞ
0 5Fðτ;m;m�Þ1Fðm; τ;m�Þ
F
ðeÞ
0 5Fðτ; e; e�Þ1Fðe; τ; e�Þ

F
ðmeÞ
0 5Fðτ;m; e�Þ1Fðm; τ; e�Þ

F
ðemÞ
0 5Fðτ; e;m�Þ1Fðe; τ;m�Þ
~D
ðmÞ
0 5Fðm;m;m�Þ; ~D

ðeÞ
0 5Fðe; e; e�Þ

~D
ðmme�Þ
0 5Fðm;m; e�Þ; ~D

ðm�eeÞ
0 5Fðe; e;m�Þ

~D
ðmm�eÞ
0 5Fðm; e;m�Þ1Fðe;m;m�Þ
~D
ðmee�Þ
0 5Fðe;m; e�Þ1Fðm; e; e�Þ
~K
ðmÞ
4 5Gðτ�; τ�;m�Þ; ~K

ðeÞ
4 5Gðτ�; τ�; e�Þ

~A
ðmÞ
4 5 2Gðτ�;m�;m�Þ; ~A

ðeÞ
4 5 2Gðτ�; e�; e�Þ

~A
ðmeÞ
4 5 2Gðτ�;m�; e�Þ1 2Gðτ�; e�;m�Þ
~D
ðmÞ
4 5Gðm�;m�;m�Þ; ~D

ðeÞ
4 5Gðe�; e�; e�Þ

~D
ðmeÞ
4 5Gðm�;m�; e�Þ1 2Gðm�; e�;m�Þ
~D
ðemÞ
4 5Gðe�; e�;m�Þ1 2Gðe�;m�; e�Þ

(33.23)

(These are given by Chu and Munro and are a striking example of the advantage of the

eikonal method over the trajectory method: the fact that the formulae for ~K
ðeÞ
0 and ~K

ðmÞ
0

and their complex conjugates, given separately above, are the same is far from obvious.)

See Li (1986, 1992) or Hosokawa (2002) for a list of all the relations between the

coefficients.

The functions F and G are as follows:

Fðx1; x2; x3Þ5F1 1
1

φ1=2
i τ0i�υ1iυ2iυ

�
3i

ðzi
zo

φ1=2ðF21F3Þdz (33.24a)
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where

F15
n1n2n3

φ1=2
i τ0i�υ1iυ2iυ

�
3i

�
φ1=2τ0�υ2

�
υ1υ�

3

�
φv
32φ

2
iηB0

16φ1=2

�

1 υ1

�
s3a

16φ
1

iηm3b

8φ1=2

�
1υ�

3

�
s1a

8φ
1

iηm1b

4φ1=2

��	zi
zo

(33.24b)

F25
1

2
τ0�x01x

0
2x

0
3
�1

3

64

�
φv
φ

�2
τ�x1x2x003

�

2
φv
32φ

ðτv�x1x2x�3 1 2τ�xv1x2x�3 1 τ�x1x2xv�3

1 2τ0
�
x1x2x

0
3
� 1 2τ�x01x

0
2x

�
3 Þ

1
φvφ0

32φ2
ðτ0�x1x2x�3 1 2τx01x2x

�
3 1 τx1x2x0�3 Þ

2
3φvφ02

128φ3
τ�x1x2x�3

1
iηB0

16φ1=2
ðτv�x1x2x�3 2 2τ�xv1x2x�3 1 τ�x1x2xv�3

1 2τ0
�
x1x2x

0
3
� 2 2τ�x01x

0
2x

�
3 Þ

(33.24c)

F35
s1a

8φ

�
τ�
�
φv
φ
x2x

�
3 1

s2a

φ
x�3 1

s3a

φ
x2

�

2 ðτv�x2x�3 1 τ�xv2x�3 1 τ�x2xv
�

3 1 2τ0�ðx2x�3 Þ0Þ

1
φ0

φ
ðτ�x2x�3 Þ02

3φ02

4φ2
τ�x2x�3

�
1

s2a

16φ
x�3

�
4τ0�x011

φv
φ
τ�x1

�

1
s3a

16φ

�
3φv
2φ

τ�x1x2 2 τv�x1x2 2 2τxv1x22 2τ�x01x
0
2

1
φ0

φ
x2ðτ0�x11 2τ�x01Þ2

3φ02

4φ2
τ�x1x2

�

2i
ηbm1

4φ1=2
ðτv�x1x3� 2 τxv2x�3 1 τx2xv�3 1 2τ0�x2x03

�Þ

2i
ηbm3

8φ1=2
ðτv�x1x22 2τ�xv1x22 2τ�x01x

0
2Þ

(33.24d)
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and

Gðx�1 ; x�2 ; x�3 Þ :¼
1

2φ1=2
i τ0�x�1ix

�
2ix

�
3i

ðzi
zo

φ1=2

�
s3pe

2φ
1

ηm3Pm

φ1=2

�
τ�x�1x

�
2dz (33.25)

The quantities υj, nj, mj and sj that figure in these definitions take the following values:

ð33:26Þ

The field functions pe and Pm that appear in G(x�1 ; x
�
2 ; x

�
3 ) denote the contributions from the

field components with threefold symmetry:

pe :¼
p3 2 iq3

Uc

Pm :¼ 2 i
P32 iQ3

Ic
(33.27)

(Note: the above formulae are slightly less general than those of Chu and Munro, who

retain the possibility that the different deflection fields are not aligned; we have set the

angles between them equal to zero.)

These expressions can be generalized to include the other principal situations, namely, dual-

channel systems in which each channel can be electrostatic or magnetic and shaped-beam

systems (Gaussian spot large) with electrostatic or magnetic deflection (but not both). For

such shaped-beam systems, with magnetic deflection say, Eq. (33.22) becomes

wðzÞ5wi

σðzÞ
σi

1 si
τðzÞ
τ0i

1w
ðmÞ
i

mðzÞ
mi

(33.28)

so that w
ðeÞ
i must be replaced by wi throughout Table 33.1 and column four now contains

‘shaped-beam aberrations’; (33.23�33.25) give the aberration integrands on substituting

σ(z) for e(z). A similar set of substitutions yields the corresponding expressions for a

shaped-beam system with electrostatic deflection.

The general dual-channel system coefficients are again given by Eq. (33.23) but the

functions F1, F3 and G are more complicated:

F1ðx1; x2; x3Þ5
n1n2n3

φ1=2τ0�υ1iυ2iυ�
3i

�
φ1=2τ0�υ2

�
υ1υ�

3

�
φv
32φ

2
iηB0

16φ1=2

�

1 υ1

�
m3a1 1 s3a2

16φ
2

iη
8φ1=2

ðm3b1 1 s3b2Þ
�

1υ�
3

�
m1a11s1a2

8φ
1

iη
4φ1=2

ðm1b11s1b2Þ
��	zi

zo
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F3ðx1; x2; x3Þ52
m1a1 1 s1a2

8φ

�
τ�
�
φv
φ
x2x

�
3

1
m2a1 1 s2a2

φ
x�3 1

m3a1 1 s3a2

φ
x2

�

2 ðτv�x2x�3 1 τ�xv2x�3 1 τ�x2xv
�
3 1 2τ0�ðx2x�3 Þ0Þ

1
φ0

φ
ðτ�x2x�3 Þ0 2

3φ02

4φ2
τ�x2x�3

�

1
m2a1 1 s2a2

16φ
x�3

�
4τ0�x01 2

φv
φ
τ�x1

�

1
m2a1 1 s3a2

16φ

�
3φv
2φ

τx1x22 τv�x1x2 2 2τ�xv1x2 2 2τ�x01x
0
2

1
φ0

φ
x2ðτ0�x11 2τ�x01Þ2

3φ02

4φ2
τx1x2

�

2
iη

4φ1=2
ðm1b1 1 s1b2Þðτv�x2x�3 2 τ�xv2x�3 1 τ�x2xv

�
3 1 2τ�x2x03

�Þ

2
iη

8φ1=2
ðm3b1 1 s3b2Þðτv�x1x22 2τ�xv1x2 2 2τ�x01x

0
2Þ

(33.29)

Gðx�1 ; x�2 ; x�3 Þ5
1

2φ1=2
i τ0i�υ

�
1iυ

�
2iυ

�
3i

ðzi
zo

φ1=2

�
m3pe1 1 s3pe2

2φ

1
η

φ1=2
ðm3Pm11 s3Pm2Þ

�
τ�x�1x

�
2dz

(33.30)

The suffixes 1 and 2 added to a(z), b(z) and pe(z) and Pm(z) indicate the role of the

deflection field in the dual-channel system; thus a1 and pe1 are the field functions for the

principal electrostatic deflection field while b1 and Pm1 are those for the principal magnetic

deflection field; these are of course mutually exclusive. The functions a2, pe2, b2 and Pm2

are the corresponding functions for the subfield.

Chu and Munro also give compact formulae for the chromatic aberration coefficients

denoted by Cc and CT1 in Eq. (33.17). For the most important situation, magnetic main-field

deflection and electrostatic subfield deflection, CT is divided into two parts, contributing

C
ðmÞ
T w

ðmÞ
i Δφ=φi and C

ðeÞ
T w

ðeÞ
i Δφ=φi to Δwc. The coefficients are given by

Cc5HðτÞ C
ðmÞ
T 5HðmÞ C

ðeÞ
T 5HðeÞ (33.31)
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in which

HðxÞ5 φ1=2
i

τ0�υ1i

ðzi
zo

φ21=2

�
2
1

2
τ0

�
x1

φ0

φ
ðτ0�x1 τ�x0Þ

2
3

16

�
φ0

φ

�2
τ�x2

s1a

4φ
τ�
�
dz

(33.32)

A shaped-beam system may be incorporated as explained above. In the more general case

of the dual-channel system, the function H(x) becomes

HðxÞ5 φ1=2
i

τ0�υ1i

ðzi
zo

φ21=2

�
2
1

2
τ0�x011

φ0

8φ
ðτ0�x11 τ�x01Þ

2
3

16

�
φ0

φ

�2
τ�x1 2

τ�

4φ
ðm1a1 1 s1a2Þ

�
dz

(33.33)

For a further generalization, see Smith and Munro (1986, 1987).

The formulae for the various deflection aberration coefficients, of which these are a

representative sample, are manifestly extremely complicated in appearance and, in cases

that are becoming common in practice, very numerous. Programming them with no errors is

not a light task though it is possible to output the results of a computer algebra calculation

(Chapter 34) in Fortran directly, which eliminates the chance of human error. Moreover,

when the list of aberration coefficients is long, it is difficult to estimate their relative

importance and one is driven to wonder whether this kind of aberration theory is the most

appropriate. An alternative approach may prove to be more favourable.

Fifth-order aberrations of combined focusing and deflection fields have nevertheless been

studied by Li (1986), Li et al. (1993) and Uno et al. (1995). The steps in the calculation are set

out by these authors in full and are not reproduced here, we merely single out the more

important features. An integral expression for the total aberration is obtained, into which the

paraxial solutions are substituted. The resulting terms are then classified according to the

powers of the quantities analogous to α; γ; U and I (above), here denoted

α ðangleÞ; γ ðpositionÞ; γe and γm at the image. The 380 coefficients thus obtained contain

many high-order derivatives of the field and potential functions; these are removed by partial

integration using a computer algebra language. The coefficients are distributed as follows:

Pure image, rotationally symmetric: AAAA�A� (12 terms)

Pure deflection, rotationally symmetric (59 terms)

Mixed, rotationally symmetric (129 terms)
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Pure deflection, fourfold symmetric: AA�A�A�A� (44 terms)

Pure deflection, fourfold symmetric: AAAAA (20 terms)

Mixed, fourfold symmetric: AA�A�A�A� (86 terms)

Mixed, fourfold symmetric: AAAAA (30 terms)

in which A may be α; β; γe or γm: Uno et al. use these calculations to study several

practical devices. Not all these coefficients are independent and many relations between

them are known. These can most easily be established by representing the aberrations in

terms of position and momentum since the symplectic condition can then be applied

(Sivkov, 1971; Wollnik and Berz, 1985). The resulting relations have been published by

Hosokawa (2002) who retrieves the known relations between third-order coefficients and

establishes 21 new relations between the fifth-order aberration ocoefficients. These are then

used to confirm the correctness of calculations of these coefficient by the differential

algebraic method.

We note that the fifth-order aberrations of purely magnetic deflectors had been examined

by Kaashoek (1968) and Rao and Nixon (1981).
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CHAPTER 34

Numerical Calculation of Trajectories,
Paraxial Properties and Aberrations

34.1 Introduction

In the preceding chapters, and also in many later paragraphs, various forms of trajectory

equations, paraxial quantities and aberration coefficients are presented but their practical

evaluation has not yet been discussed, important though this topic is. Attitudes to this

question have changed dramatically with the rapid advance of computer technology in the

past few decades. When the basic trajectory equations were derived (Störmer, 1907; Busch,

1927) and the aberration theory developed (Glaser, 1933, 1935, 1952; Scherzer, 1936), the

resulting differential equations and aberration integrals had to be solved by laborious hand

calculations. It is clear that under these circumstances the amount of numerical calculation

necessary had to be reduced to the absolute minimum and that analytical calculations were

preferred, however sophisticated, whenever this was possible. There is no doubt that these

constraints strongly influenced the early development of electron optics.

Fortunately, the accurate solution of systems of ordinary differential equations is nowadays

no longer an obstacle, even for comparatively complicated mathematical structures;

in Section 34.2 we shall present a numerical procedure that has proved very useful.

In combination with advanced techniques for the differentiation of axial fields (see

Chapter 13, Field-Interpolation Techniques) and for integration, all the paraxial properties

and aberration coefficients of electron optical systems can be calculated with great

accuracy.

For highly complex systems like the arrangements of lenses and deflectors in lithography

devices or the sequences of multipole lenses needed for aberration correction, the derivation

of aberration coefficients and the writing of a computer program to evaluate them are

themselves major tasks. The labour involved can be alleviated with the aid of computer

algebra systems but without such facilities, when only hand calculation remains, the

organization of the corresponding programs really does seem hopeless. A brief account of

the types of task that can be performed by computer algebra languages is given in

Section 34.9.
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Another way of determining the effects of aberrations is to plot the endpoints of a large number

of accurately calculated electron trajectories, the spot diagrams of light optics. This will be

discussed in some detail in Sections 34.5 and 34.6. Although this is not yet very common in

electron optics, it does offer a means of assessing the performance of a complex system.

34.2 Numerical Solution of Ordinary Differential Equations

We have seen that the equations describing the motion of electrons can be cast into various

different forms. We shall not discuss these again, but simply state that finally, after certain

mathematical transformations, they can always be cast into the general form

y0iðxÞ5 fiðx; y1ðxÞ; . . . yNðxÞÞ i5 1 . . .N (34.1)

or in more concise vector notation

y0ðxÞ5 f ðx; yÞ (34.2)

We assume that this transformation has been made before embarking on any attempt to

obtain a numerical solution. The variables x and y may have various physical meanings or

even none. For instance, the variable x may be the time, the arc-length, the axial coordinate

or, indeed, none of these. In the following discussion, the particular meaning is

unimportant. For physical reasons, the vector function f(x, y) must be smooth in all its

arguments and we exclude forthwith any cases in which exceptions such as singularities or

discontinuities appear.

The solution of Eq. (34.2) for given initial values

yðx0Þ5 y0ðx0Þ.y0ðx0Þ5 f ðx0; y0Þ ¼: y00 (34.3)

is a standard problem of numerical analysis. In practically every major textbook on this

subject, it is dealt with in detail and a subprogram for solving it numerically is available in

every computer routine library. The methods employed are, however, of unequal suitability

for electron optical applications. We therefore outline the various standard methods very

briefly with a few remarks concerning their advantages and disadvantages. Good general

references are the collection of surveys edited by Jacobs (1977) and textbooks such as Stoer

(1979), Hairer et al. (1993) and Hairer and Wanner (1996).

34.2.1 The Fox�Goodwin�Numerov Method

This method, proposed by Numerov (1923), Manning and Millman (1938) and Fox and

Goodwin (1949) and introduced into electron optics by Burfoot (1952) and Jennings and

Pratt (1955), is designed for the solution of differential equations of the form

y00ðxÞ1 f ðxÞyðxÞ5 gðxÞ
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which can be solved directly without conversion into the standard form Eq. (34.2). The

method is a two-step procedure, which requires constant step-width h in x. Its only

advantage is its simplicity for it does have serious drawbacks: lack of flexibility and the

restriction to constant step-width together with the lack of any control over the accuracy.

Moreover, the procedure is sensitive to rounding errors when a very small step-width is

chosen. In view of all these disadvantages, this method has fallen into disuse.

34.2.2 The Runge�Kutta Method

This method, which is free of most of the disadvantages of the Fox�Goodwin�Numerov

method, is always needed, even if it is used merely to launch other procedures such as the

predictor�corrector method (Section 34.2.3). Here we shall describe it only in its general

form, since details are given in any comprehensive work on numerical analysis. In order to

simplify the notation we introduce the abbreviations

xn 5 x0 1 nh; yn 5 yðxnÞ; y0n 5 y0ðxnÞ5 f ðxn; ynÞ ðn$ 0Þ (34.4)

The method can have different orders m of approximation, all of which take the general

form

yn115 yn1
Xm
i51

AiKi (34.5a)

with

Ki5 hf

 
xn 1 cih; yn 1

Xi21

j51

BijKj

!
ði5 1. . .mÞ (34.5b)

This is an iterative procedure, in which the preceding evaluations of the function f are used

to improve the later ones. The different methods are distinguished by the choice of the

parameters. The matrix B is of rank m with vanishing upper tridiagonal part, including the

diagonal elements. The scheme of highest order m5 8 was published by Fehlberg (1961).

Its error is of order h7 with a very small absolute factor. It is hence suitable to be used as

the starting point of other methods. A later paper presents new high-order Runge�Kutta

formulae with arbitrarily small truncation errors (Fehlberg, 1966). See also Fehlberg

(1960, 1969).

All Runge�Kutta methods have the advantage of full flexibility, which means that the

step-size h can be chosen arbitrarily, independent of the preceding steps. This should be

exploited to keep the discretization error sufficiently small. There is, however, no reliable

intrinsic criterion to achieve this. A straightforward method is the repetition of each step

after halving the step-size and comparison of the results. The difference between them is a
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reliable measure of the error and can be used to control and adjust the step-size h.

Moreover the error can be reduced significantly by extrapolation of the final vector yn.

This scheme takes then the following form. Let F(xa, za; xb, zb) be the function that governs

the Runge�Kutta integration from xa to xb. The following quantities are then computed:

Fðxn; yn; xn1 h=2; znÞ; Fðxn 1 h=2; zn; xn1 h; zn11Þ (34.6a)

Fðxn; yn; xn 1 h; yn11Þ (34.6b)

The difference vector dn115 zn112 yn11 provides reliable information about the error of

integration and can be used to minimize it by setting

yn11 :¼ zn111 dn11=ð2m�2 � 1Þ; zn :¼ zn 1 dn11=ð2m�1 2 1Þ (34.6c)

Here :¼ means replacement with the expression on the right-hand side of the equation, as is

familiar in computing. For Fehlberg’s method with m5 8 the corresponding denominators

are 63 and 127, respectively.

The accuracy thus achieved is very high. This is important, as unduly large initial errors

cause a systematic drift, which can never be compensated later. The method could be used

for complete ray tracing, but this would be very laborious since the triple step in Eq. (34.6)

requires 3 m evaluations of the function f(x, y). If a single evaluation of this function is

already very lengthy and time-consuming, the Runge�Kutta method becomes unfavourable.

It is therefore wise to consider other integration methods that are more economic. These are

the predictor�corrector methods, dealt with in the next section.

34.2.3 The Predictor�Corrector Method

The predictor�corrector (PC) method is a multistep procedure; this means that the current

vector yn11 is calculated by forming an appropriate linear combination of the preceding

ones. Since this can be done in different ways, it automatically provides an accuracy

control. We have to distinguish between predictor and corrector formulae. The former have

the general structure

yn11 5Pn11 5
Xm
i50

aiyn2i1 h
Xm0

k50

a0ky
0
n2k (34.7a)

The corresponding abscissae must be equidistant and yun11 must not appear on the

right-hand side. By means of Eq. (34.7a) an approximate vector yun115 f(xn11, Pn11) is

obtained. This is then substituted into the corrector formula

yn115Cn115
Xn
i50

biyn2i1 h
Xn0
k521

b0ky
0
n2k (34.7b)
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which generally gives a better approximation. The error vector

Dn11 5Pn11 � Cn11 (34.7c)

represents the discretization error. The magnitude Δn115 |Dn11| can be used as a control

and for adjustment of the step-size h. It must remain between certain bounds, which are to

be defined by the user and depend on the particular method and the accuracy required. If

Δn11 is smaller than the lower bound, the step-size may be enlarged. If it exceeds the

upper bound, the last integration step is considered to be too inaccurate and must hence be

repeated with a smaller step-size h. Unfortunately, the method allows essentially only

halving or doubling of h. Doubling merely requires a corresponding reorganization of the

preceding data sets, so that only every second one is used. Halving requires sufficiently

accurate interpolations at the midpoints of the preceding intervals prior to the

reorganization of the data sets. We cannot deal with this matter here. An alternative is to

repeat the Runge�Kutta-steps necessary to launch the PC method, but now with the last

reliable data set and a new step-size, which may not necessarily be half the old one.

There are numerous versions of the PC method in the literature on numerical analysis,

which we shall not consider here. Instead, we shall present a fairly simple and accurate

unconventional version. A very accurate corrector was published by Fehlberg (1961), here

rewritten as

Qn115 0:243 yn 1 0:125 yn�2 1 0:632 yn�5 (34.8a)

C0
n11 5 0:3 y0n111 1:4175 y0n1 1:5 y0n22 1 1:0125 y0n241 0:18 y0n25 (34.8b)

Cn115Qn111 hC0
n11; (34.8c)

yn115Cn11 � 0:004 h8yð8ÞðxcÞ (34.8d)

Here xc means an abscissa within the seven intervals. The notation Cu does not imply that

this is a derivative; it just denotes the linear combination of derivatives, as given in

Eq. (34.8b).

This corrector is very accurate and numerically stable, which means that small initial errors

do not increase (exponentially) but remain well confined. A suitable predictor of eighth

order can be found in the following unconventional manner. The vector yun11 is eliminated

from Eq. (34.8a) by the binomial formula for the derivative of seventh order, whereupon

we find:

P0
n115 3:5175 y0n 2 6:3 y0n21 1 12 y0n22 � 10:5 y0n�3 1 7:3125 y0n�4

� 1:92 y0n25 1 0:3 y0n26
(34.9a)

Pn115Qn111 h P0
n11; (34.9b)
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yn115Pn111 0:296 h8yð8ÞðxcÞ (34.9c)

Dn115Pn11 � Cn115 h ðP0
n11 � C0

n11Þ5 0:3h8yð8ÞðxcÞ (34.9d)

This difference vector Dn11 can not only be used to control the integration error but also to

minimize it. By comparing Eqs (34.8d) and (34.9c), it is obvious that an improvement is

possible by interpolation according to

yn11 5Cn11 1 0:0134 Dn11 (34.10)

with a final error of ninth or higher order. The method is numerically stable since the

contribution of the predictor to the final result is very small.

A regular step of the procedure thus takes the following form:

Calculate the predictor from ð34:8aÞ; ð34:9aÞ and ð34:9bÞ
evaluate y0n11 5 f ðxn11;Pn11Þ
calculate the corrector from ð34:8 a; b; cÞ
calculate the difference Dn11 from ð34:9dÞ and yn11 from ð34:10Þ
evaluate y0n11 5 f ðxn11; yn11Þ
accuracy control and special additional processing of user data

reorganization of memory for the next step:

(34.11)

The method can be improved by using some of the preceding D-vectors for elimination of

errors of still higher orders. However, this renders the method very complicated; a

comparable gain of accuracy can also be achieved by choosing a slightly smaller step-size.

We shall not consider this here, therefore. In order to start the PC method, six equidistant

Runge�Kutta steps must be calculated in advance.

34.2.4 Special Considerations

The ray equations to be solved in electron optics encounter no mathematical hurdles. They

are in principle regular, nonstiff equations, so that these methods should work satisfactorily.

Problems may arise from the necessary field calculation. If the fields are determined by the

boundary-element method, several thousands of analytic functions, mainly logarithms and

square roots have to be calculated, which is very time-consuming. The predictor�corrector

method is then clearly favourable, since it requires only two field evaluations per step.

On the other hand, field calculation by means of the FDM or FEM can be quite fast, so that

the computation time becomes unimportant. There, however, we are faced with the problem
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of discontinuity at the meshlines, at least for the derivatives of third or higher orders. Of

course, the transitions should be made as smooth as possible, but they cannot be perfect.

This has an effect on the error control and adjustment of the step-size: an algorithm that

automatically halves the step-size if the error exceeds the upper limit may break down.

Hence a certain lower limit for the step-size must be admitted. The ray tracing cannot be

more accurate than that of the field calculation. The predictor�corrector method outlined

above is stable enough, though the continuity of derivatives is clearly violated.

A third aspect is the possibility of incorporating user programs immediately after each

successfully calculated integration step. This is advantageous, since it allows the

simultaneous calculation of the contributions to aberration integrals, which is of particular

importance. Otherwise the whole huge data set would have to be stored and evaluated

afterwards.

34.3 Standard Applications in Electron Optics

In very many practical cases, the geometrical forms and the excitations of a lens system are

given and hence the electromagnetic field is known, either as a result of calculation or from

measurement. It is then the asymptotic or real paraxial properties or a mixed form of these

and the corresponding aberration coefficients that are usually required.

34.3.1 Initial-Value Problems

Let us assume that no conditions are imposed at the aperture; discussion of such conditions is

deferred to the next section. We are thus confronted with an ordinary initial-value problem.

The starting plane may be located in field-free space at a reasonable distance from the lenses

or coincide with a real object plane z5 zo. We have to choose the appropriate form of the

fundamental solutions υ1,2(z) of the paraxial ray equations and calculate them for the specific

initial values. The integration runs either to a terminal plane in the field-free space on the far

side of the lens system or to the conjugate image plane z5 zi, which is a zero of the solution

υ2(z) for which υ2(zo)5 0. The paraxial ray equations have the general form

d

dz
ðPðzÞυ0jðzÞÞ1QðzÞυjðzÞ5 0; j5 1; 2 (34.12)

Identifying y1 with υ1 and y2 with υ2, the corresponding system of first order may be

written:

y015 y3=P; y025 y4=P

y03 52Qy1; y04 52Qy2;

)
(34.13)

The components y35Pυu1, y45Pυu2 are then the associated momenta. An equivalent form is
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υ00j ðzÞ1 aðzÞυ0j1 bðzÞυjðzÞ5 0; j5 1; 2 (34.14)

Here we set

y015 y3; y025 y4;

y03 52ay3 2 by1 y0452ay4 2 by2

)
(34.15)

and y35 υu1, y45 υu2 are now the derivatives of first order. Both possibilities can likewise be

assimilated. In the latter case, the derivatives of second order, yu35 υv1, yu45 υv2, are also
calculated automatically. On the other hand, the Numerov method requires the Picht

transform that converts P(z) to unity or eliminates a(z) to be introduced and does not even

give υu1 and υu2; it is thus distinctly unattractive.

The above transformations remain valid if all the functions involved take complex values,

the abscissa z remaining real. A solution could then be found with a program for complex

systems of ordinary differential equations but such a program may not be available. It is not

even necessary to write it, as the systems (34.13) and (34.15) can easily be split into their

real and imaginary parts. The resulting system of real differential equations then has the

rank N5 8. Very often the coefficients P(z), Q(z) and a(z), b(z), are real. There is then no

loss of generality in assuming that the solutions υ1(z) and υ2(z), which must, of course, be

linearly independent, are likewise real. Arbitrary complex solutions can then be obtained by

appropriate linear combinations of these, the coefficients being complex.

The aberration integrals may be of the quite general form

C5

ðzi
zo

Fðz; f ; f 0; . . . f ð4Þ; υ1; υ01; υ001 ; υ2; υ02; υ
00

2 Þ dz (34.16)

f(z) being any axial lens function such as the axial potential φ(z) or the flux density B(z) or

even any set of such functions. With the techniques for differentiation and interpolation

outlined in Chapter 13, Field-Interpolation Techniques, even derivatives of high order can

be calculated accurately, so that it is not necessary to eliminate them by partial integration,

though the latter is certainly favourable. At least in the absence of such higher order

derivatives, simple integration by means of the trapezoidal rule is quite sufficient.

34.3.2 Boundary-Value Problems

In electron optics, the imposition of aperture conditions is the classic example of a

boundary-value problem. We wish to solve Eq. (34.12) or (34.14) for two paraxial rays s(z)

and t(z) satisfying
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sðzoÞ5 tðzaÞ5 1; sðzaÞ5 tðzoÞ5 0 (34.17)

This creates no intrinsic problem. First we calculate two other independent solutions g(z),

h(z) satisfying the standard initial conditions

gðzoÞ5 h0ðzoÞ5 1; g0ðzoÞ5 hðzoÞ5 0 (34.18)

These give us the values g(za), h(za) in the aperture plane; s(z) and t(z) are now obtained as

linear combinations of g and h. Explicit determination of these linear combinations after

running the integration routines is unfavourable since all the computed data would have to

be stored. Instead, it is better to recommence the integration with the initial conditions

sðzoÞ5 1; s0ðzoÞ52
gðzaÞ
hðzaÞ

tðzoÞ5 0; t0ðzoÞ52
1

hðzaÞ
(34.19)

While this second integration is proceeding, the appropriate integrals for the aperture-

dependent aberration coefficients can be evaluated simultaneously.

34.4 Differential Equations for the Aberrations

Hitherto we have been dealing with the familiar form of the aberration theory and with the

practical evaluation of the quantities involved. As we have already observed, this approach

to aberration studies becomes very burdensome when the integral expressions for the

coefficients are complicated. In these circumstances, we notice that there is no real need to

use perturbation theory since the fields and the trajectories through them can be computed

completely generally. But then we are confronted with another difficulty: in the most

important case of very low aberrations, for which the lens designer is always striving,

determination of the coefficients becomes inaccurate because we are obliged to calculate

the small differences between the lateral image-plane coordinates, which may be large. This

numerical instability would be avoided if the ray equations could be transformed in such a

way that small aberrations or shifts appeared directly in an incremental form, without

subtraction. This proves to be possible, and we now describe the appropriate

transformations for two general classes of trajectory equations.

34.4.1 Electrostatic Systems With a Straight Optic Axis

For systems with a straight optic axis the axial coordinate z is the best parameter and

Eq. (3.22) is then a suitable form of the trajectory equation. For conciseness, we specialize

to electrostatic systems and introduce w5 x1 iy as usual, whereupon Eq. (3.22) reduces to
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w00ðzÞ5 Φ̂
21ð11 jw0j2Þ

�
@Φ̂
@w� 2

1

2
w0 @Φ̂

@z

�
(34.20)

We now write the electrostatic potential in the form

ΦðrÞ5φðzÞ1VðrÞ
φ(z) being the axial potential and V the remainder. In practice, |eV|{m0c

2 is always

satisfied so that all terms in εV2 can be neglected. Eq. (34.20) takes the simpler form

w005
11 jw0j2
~φðzÞ1V

�
@V

@w� 2
1

2

�
φ01

@V

@z

�
w0
�

(34.21)

~φ :¼ φ(11 εφ)/(11 2εφ) being the reduced axial potential. The off-axis potential V(r)

consists of paraxial terms Vp(r) and the remainder Vs(r), the cause of aberrations. The

paraxial term certainly contains the expression 2
1

4
φv(x21 y2)52

1

4
φvww� if φv 6¼ 0, but

may also include deflection and quadrupole terms. Whether such terms are main paraxial

terms or aberrations caused by imperfections will depend on the definition of the electron

optical system; the separation of V into Vp and Vs is to be made according to the particular

situation. The term wu@V/@z is always an aberration, and so the paraxial ray equations

(with subscript p) are here

~φw00
p 5

@Vp

@w�
p

2
1

2
φ0w0

p ¼: Lðz;wp;w
0
pÞ (34.22)

We now rewrite Eq. (34.21) in the form

w005
11 jw0j2
~φ1V

ðL1 SÞ

and w5wp1ws. Introducing Eq. (34.22) into (34.21) and observing that L is a linear

operator, we find

L1 S5 Lðz;wp;w
0
pÞ1 Lðz;ws;w

0
sÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Lðz;w;w0Þ

1
@Vs

@w� 2
1

2
w0 @V

@z|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}
Sðz;w;w0Þ

Note that the separation into wp and ws, is only made in the linear term! In order to perform

the complete separation into paraxial and aberration terms, we use the identity

11 jw0j2
~φ1V

5
1

~φ
1

1

~φ1V

�
jw0j2 2 V

~φ

�
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After a minor calculation we find

w00
s 5

1

~φ

n
Lðz;ws;w

0
s 2 Lðz; 0; 0Þ

o
1

ð11 jw0j2ÞSðz;w;w0Þ
~φ1V

1
1

~φ1V

�
jw0j2 2 V

~φ

�
Lðz;w;w0Þ

(34.23)

This differential equation contains exactly all aberrations that are included in Eq. (34.21). The

term in L(z, 0, 0) arises from the fact that the inhomogeneous term representing the axial

deflection is already present in Eq. (34.22) and must therefore not appear again in the

aberrations; the term in braces in Eq. (34.23) is hence homogeneously linear in the aberrations.

Eq. (34.23) has a comparatively complicated structure and can be solved only in

combination with the paraxial equation(34.22). By means of the method outlined in

Section 34.2.3, an exact numerical solution can be obtained straightforwardly for various

initial conditions. The result is numerically stable as |ws|-0 and hence an analysis of the

aberrations obtained in this way will lead to no numerical problems. A similar reasoning

can be applied to magnetic systems, but we shall not present this here for reasons of space

(see Kasper, 1987a,b).

34.4.2 Separation in Arbitrary Systems

A form of the ray equations that has proved very useful in numerical calculation is derived

in Section 3.2 where it is given by Eq. (3.12). This is the starting point for the following

theory, developed by Kasper (1984, 1985).

In order to remove unnecessary constants, we introduce a normalized magnetic field

bðrÞ :¼ ηÛ
21=2

BðrÞ (34.24)

having the dimension of a reciprocal length, where Û is a constant accelerating potential.

We likewise define a dimensionless electrostatic potential ϕ(r) and its gradient a(r) by

ϕðrÞ :¼ Φ̂ðrÞ
2Û

; a5rϕ (34.25)

Denoting derivatives with respect to the curve parameter τ by dots, we can rewrite (3.12)

more concisely as

€r5 aðrÞ1 bðrÞ3 _r (34.26)

Let us now consider a neighbouring ray shifted by a distance s(τ) relative to the first. This

must satisfy the equation

€r1 €s5 aðr1 sÞ1 bðr1 sÞ3 ð_r1 _sÞ
By subtraction of Eq. (34.26) from this equation we find
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€s5 aðr1 sÞ2 aðrÞ1 bðr1 sÞ3 _s1 fbðr1 sÞ2 bðrÞg3 _r (34.27)

This is not very helpful unless we can get rid of the differences between the field strengths.

These can, in fact, be eliminated by means of a program that not only furnishes the

Cartesian components of the field strengths but also the gradients of these components, or

in other words, the second-order derivatives of the potentials. For any scalar differentiable

function, the relation

ΔF :¼ Fðr1 sÞ2FðrÞ5
ð1
0

ðsUr0ÞFðr0jr05 r1 stÞdt

is an identity, in which the differentiation refers to a variable argument ru, over which the

integration is to be performed after the differentiation. This integration is to be carried out

by means of Gauss quadrature formulae. With the abbreviation

DF :¼ sUrF5 ðsx@x 1 sy@y 1 sz@zÞF (34.28)

we have

ΔF5
1

2
DFðr1 a1sÞ1

1

2
DFðr1 a2sÞ1OðsÞ5

with a1;2 5
1

2
6

ffiffiffi
2

p

4

(34.29a)

ΔF5
1

18

�
5DFðr1 b1sÞ1 8DF

�
r1

s

2

�
1 5DFðr1 b2sÞ

�
1Oðs7Þ

with b1;25
1

2
6

ffiffiffiffiffi
3

20

s (34.29b)

In this way we can calculate increments of functions quite accurately in a numerically

stable manner. In the case of vector functions these operations are carried out separately

for the three Cartesian components. With this in mind, we rewrite Eq. (34.27) in the

form

€s5ΔaðrÞ1 bðrÞ3 _s1ΔbðrÞ3 ð_r1 _sÞ (34.30)

which is quite generally valid and easily programmable (Kasper, 1985).

So far we have tacitly assumed chromatic aberrations to be absent, since we treated

b(r) in Eq. (34.24) and a(r) in (34.25) as unique functions. We now specify explicitly that

Eqs (34.24), (34.25), (34.26) and (34.30) are true for electrons with the nominal value

596 Chapter 34



of the kinetic starting energy and for magnetic fields with the nominal values of the coil

currents. In accordance with Eq. (3.13), the relations

1

2
_r25ϕðrÞ; _rU_s1

1

2
_s25ΔϕðrÞ (34.31)

must then be satisfied at each trajectory point (including the starting point) if the energy has

its nominal value.

34.4.3 Chromatic Shifts

We now study the effect of altering ϕ and b. If the magnetic field is generated by a coil

with current I and the lens is not saturated, an alteration δI changes the magnetic field by

δb5 I�1bδI. A nonzero kinetic starting energy εδΦ at the surface Φ(r)5 0 alters the

function ϕ(r) by

δφðrÞ5 ð2ÛÞ21ð11 2εΦðrÞ1 εδΦÞδΦ (34.32)

To prevent any confusion, we denote the shift, caused by chromatic and geometric effects

together, by the symbol u instead of s. The generalization of Eq. (34.31) with

Δϕ :¼ ϕ(r1 u)2ϕ(r) is

_rU _u1
1

2
_u2 5ΔϕðrÞ1 δϕðr1 uÞ (34.33)

This condition is to be satisfied only once, at the starting point, and will then be valid for

the whole trajectory. The practical application of Eqs (34.31) and (34.33) proceeds as

follows: the starting vectors r0, s0 and u0 and the directions of _r0, s0 and _u0 can be chosen

independently, after which Eqs (34.31) and (34.33) are used to determine the appropriate

lengths of the vectors _r0, s0 and _u0, respectively. The alterations δI and δΦ introduce some

additional terms in Eq. (34.30). Considering all possible increments more thoroughly, we

find

€u5ΔaðrÞ1 bðrÞ3 _u1

�
ΔbðrÞ1 δI

I
bðr1 uÞ

�
3 ð_r1 _uÞ

1 εδΦÛ
21rΦðr1 uÞ

(34.34)

This differential equation contains all possible types of geometric and chromatic errors and

all allowed combinations of them in full generality. The integration formula (34.29b) is

already so accurate that its remainder can be neglected in every practical case. Eq. (34.34)

shows that the shift between two arbitrary neighbouring trajectories can be computed quite

accurately in a numerically stable manner. In practice some simplifications can be made.

In Eq. (34.34) it is inconvenient to have rΦ and rΦ̂ (in a) together in the same formula.
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Since εδΦ B10�6 little error will result from replacing rΦ by rΦ̂ in the last term of

Eq. (34.34). Furthermore, it is preferable to avoid explicit evaluation for the argument r1 u

or r1 s, since the latter does not appear in Eqs (34.29a,b). Thus a more favourable form

(see Kasper, 1985) is

€u5ΔaðrÞ1κ1faðrÞ1ΔaðrÞg1 bðrÞ3 _u

1
n
ΔbðrÞ1κ2ðbðrÞ1ΔbðrÞÞ

o
3 ð_r1 _uÞ

with κ15 2εδΦ � eδΦ
m0c2

; κ2 5
δI
I

(34.35)

Comparing the formalism outlined here with that of Section 34.4.1, we notice an important

difference. Eq. (34.33) is already the differential equation for the lateral geometric

aberration: its solution gives the required aberration immediately without further

transformations. The price to be paid for this convenience is the necessary specialization.

On the other hand, Eq. (34.35) is quite generally applicable to any electron optical system

with stationary fields. This equation describes, however, not the aberrations themselves but

the shift between neighbouring trajectories, from which the aberrations must then be

determined. This formalism is most useful for systems with a curved optic axis, since this

axis can simply be adopted as the reference solution of (34.26).

34.5 Least-Squares-Fit Methods in Electron Optics

The methods discussed in the preceding sections enable us to compute individual geometric

and chromatic aberrations with high accuracy, even in the most complicated cases. The

question now arises, how can the corresponding aberration coefficients be calculated from a

set of such data? One suitable procedure is the least-squares-fit (LSF) method.

This method is already familiar in physics and numerical mathematics, since it is a general

tool for the analysis and approximation of measured or calculated data. In light optics, for

instance, the LSF method is in practical use for the determination of aberration coefficients,

since this is easier than the numerical evaluation of Seidel’s aberration theory. In spite of

the close analogy with our present concerns, the LSF method was not immediately adopted

in electron optics, for the following reasons. The determination of aberration coefficients by

means of the LSF method requires the calculation of the endpoints of many rays (not less

than 100). Only recently has the time taken to trace electron trajectories become trivial. It is

routinely used in such commercial programs as EOD (Lencová, 2004c, 2005, 2007, 2008,

2010; Lencová and Oral, 2006; Lencová and Zlámal, 2005, 2006, 2007, 2008; Lencová

et al., 2004; Oral and Lencová, 2003, 2009). This method in undoubtedly very useful and

sometimes there is no alternative. This will be demonstrated by examining some telling

examples once we have presented the general theory.
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34.5.1 General Complex Formulation

We disregard for the moment the particular purpose and study a more general problem. We

assume here that M measurements or computations of some complex function w(u) yield

the complex numbers w1, w2 . . . wM, that is wμ5w(uμ), μ5 1 . . . M. We now wish to

expand the function w(u) as a series of the form

wðuÞ5
XN
ν51

cνψνðuÞ (34.36)

in terms of a set of well-defined functions ψν(u) (ν5 1 . . . N), the trial functions, and
initially unknown coefficients cν; of course N # M. Since the values w1 . . . wM may be

afflicted with small errors or the choice of the trial functions may not be entirely

appropriate, it is often impossible to satisfy Eq. (34.36) for all wμ. We hence introduce the

less stringent condition

XM
μ51

Gμ






wμ2
XN
ν51

cνψνðuμÞ






2

¼: ε25min (34.37)

G1 . . . GM here being positive weight factors normalized to a unit sum. Minimization of ε2

with respect to the coefficients cλ,

@ε2

@c
�
λ
5 0; λ5 1. . .N

leads immediately to the normal equations:

XN
ν51

Sλνcν 5 Tλ; λ5 1. . .N (34.38)

with the Hermitian matrix

Sλν 5
XM
μ51

Gμψ
�
λðuμÞψνðuμÞ (34.39)

and the column vector

Tλ5
XM
μ51

Gμψ
�
λðuμÞwμ; λ5 1. . .N (34.40)

The normal equations have the advantage of being easy to program and the flexibility of

including weight factors, which can be chosen according to the significance of the input
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data w1 . . . wM. If no preferences are apparent, then G15G25 . . . GM5 1/M is appropriate.

Substituting the solution back into Eq. (34.37) gives us the standard deviation ε, which is a

good measure of the quality of the approximation.

The main objection to the normal equations is that the matrix S is often ill-conditioned. In

order to avoid this, Householder (1964) introduced a new method for the determination of

c1 . . . cμ from Eq. (34.37) by means of suitable orthogonalizations. This method requires

equal weights G15 . . .5GM. Eq. (34.37) can then be interpreted as the norm of a vector in

an M-dimensional complex space; this norm is invariant under any unitary transformation.

We cannot go into details here but simply state the essential procedure. The user of a

Householder-transformation program is required to solve

A11 . . . A1N

. . . . . . . . .

AM1 . . . AMN

w1

. . .

wM









0
B@

1
CA

c1

^

cN

21

0
BBB@

1
CCCA























2

5min (34.41)

with Aμν5ψν(uμ). After setting up this matrix including the column for the wμ, it is left-

multiplied by a succession of suitable unitary matrices of rank M until a triangular structure

is obtained: Auμν5 0 for μ . ν with ν # N. Extraction of the coefficients c1, . . ., cN is

then straightforward. For more details, we refer to the standard textbooks on numerical

mathematics (e.g., Freund and Hoppe, 2007, 2011; Quarteroni et al., 2007; Hämmerlin and

Hoffmann, 1991).

34.5.2 The Determination of Deflection Aberrations

As an example, we now study the third- and fifth-order distortions of deflection systems,

defined in Eq. (33.12). Since all coordinates refer to the image plane, we drop the subscript i.

Inspection of Eq. (33.12) shows that in this particular case we have 10 real coefficients

Djk (j5 1, 2; k5 1 . . . 5) and 10 real trial functions

ψ1?ψ10 5 x3; x2y; xy2; y3; x5; x4y; x3y2; x2y3; xy4; y5

We therefore have to solve a linear system of 10 real equations for the unknown

coefficients. The real form of the LSF method is a simpler special case of the general

complex form.

The system of 10 equations can be solved en bloc. This is, however, the least efficient way;

we use this example to demonstrate how such a system can be profitably split into smaller

subsystems. Careful inspection of Eq. (33.12) shows that the two equations have no

common coefficients and can hence be treated separately. Thus the full system is already

partitioned into two uncoupled subsystems of rank 5. We next consider the fact that the
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distortions are antisymmetric with respect to the coordinate planes; this tells us that it is

sufficient to calculate trajectories with endpoints in one quarter of the image screen. In

order to obtain a true LSF, which will enable us to verify that Eq. (33.12) is a valid

representation, it is advantageous to use more than the minimum number of trajectories; we

therefore choose the pattern of ideal deflections shown in Fig. 34.1. As it is undesirable to

raise large numbers to high powers, we normalize the equations by introducing

dimensionless coordinates:

ξ5
x

a
; η5

y

b
; 2Δξ5

Δx

a
; 2Δη5

Δy

b
;

0# ξ# 1; 0# η# 1

We then have subsystems with the following aberration components, trial functions and

scaled coefficients:

1: η5 0;Δξ1;Δξ2;Δξ3;ψ1 5 ξ3;ψ2 5 ξ5;

c15 a2D11; c2 5 a4D13:

2: ξ5 0;Δη4;Δη5;Δη6;ψ35 η3;ψ4 5 η5;

c35 b2D22; c4 5 b4D25:

3: ηξ 6¼ 0;Δη7; . . .Δξ15;ψ55 ξη2;ψ65 ξ3η2;ψ7 5 ξη4;

c55 b2D12; c6 5 a2b2D14; c7 5 b4D15

4: ξη 6¼ 0;Δη7; . . .Δη15;ψ85 ηξ2;ψ95 η3ξ2;ψ105 ηξ4;

c85 a2D21; c9 5 a2b2D24; c105 a4D23:

6 13 14 15

5 10 11 12

4 7 8 9

0 1 2

a

b

xi

yi

3

Figure 34.1
Pattern of ideal deflection in one quarter of a viewing screen. The centre of the screen coincides

with the origin, O.
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The LSF equations for subsystems 1 and 2 are solved first and the results obtained are then

introduced into the remaining equations. We shall not go into this elementary procedure. It

is clear that such a calculation presents no particular difficulty whereas the second iteration

of the perturbation calculation (evaluation of SII in Chapter 22, Perturbation Theory:

General Formalism) is extremely complicated, so complicated indeed that this second-order

theory was hardly ever used except in connection with the Darmstadt aberration-correction

project (Chapter 41 of Volume 2) until aberration correction became a reality.

34.5.3 Some Other Examples

Another case in which the LSF method is obligatory is the filter lens. These are quite

ordinary electrostatic einzel lenses (see Chapter 35 of Volume 2), but the potential of the

central electrode is so low that electrons with an energy of about 5�10 eV below the

nominal energy cannot pass the central potential wall and are reflected, as in an

electrostatic mirror. The electrons that do pass over the wall are slowed down so much that

the associated slopes and off-axis distances may be very large; Fig. 34.2 shows a typical

example. It is clear that the third-order approximation for the aberrations is then quite

insufficient. Niemitz (1980), who investigated such lenses numerically, considered

geometric aberrations of at least fifth order and chromatic errors up to the third order in the

energy loss. The whole system of LSF equations then becomes so large that it is essential to

split it into subsystems and to introduce suitable scaling.
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Figure 34.2
Parallel beam of electrons incident on a filter lens; b denotes the bore radius of the central

electrode. Note that the scales on the axes are different. Courtesy of P. Niemitz (1980).
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An interesting application of the complex LSF method concerns systems of round magnetic

lenses and deflectors. Here the complex trial functions are given by Eq. (33.23). In order to

simplify the program, it may well be preferable to establish nine independent complex

coefficients, treating C0 and F0 as though they were complex ( ~C0 and ~F0) and regarding ~KT
0

as independent of ~K0 (writing ~Kc for ~KT
0 in the defining relation). If the numerical

procedure is sound, it will be found that |ℑ ~C0|{C0, |ℑ ~F0|{F0 and ~Kc 5 ~KT
0 with a high

degree of accuracy. This also provides a useful check. Generally, the paraxial properties

and the spherical aberration can be separated from the rest of the errors; the distortions also

form a separable subsystem. Once again, it is possible to study aberrations of higher than

third order. A very detailed account of the calculation of aberration coeficients by ray

tracing is given by Oral and Lencová (2009). See also Mynář et al. (2000) and Oral and

Lencová (2005).

34.6 Determination and Evaluation of Aberration Discs

A complete determination of all permitted aberrations of a very complex electron optical

system is a major task, regardless of the choice of method. We are therefore led to seek

simpler special classes of aberrations, which can be determined with a more modest effort.

One such class consists of the aberrations associated with a pencil of rays that start from a

common fixed object point and pass through an aperture (see Fig. 34.3). Neither the object

point nor the centre of the aperture need be situated on the optic axis.

As a result of the lens aberrations, a blurred intensity pattern is formed in the image plane,

the aberration disc. This is of extreme interest in many practical respects. For

monochromatic electrons, this disc can be interpreted as the shadow projection cast by a

grid placed over the aperture. This is shown in Fig. 34.4. If we assume that the grid is

illuminated uniformly and that the meshes of the grid in the aperture have equal areas, then

the intensities in the distorted areas will also be equal. In this way we obtain some idea of

the intensity distribution in the aberration disc. The aberrations may become so large that

parts of the disc overlap others; in overlapping areas the corresponding intensities are to be

summed. An example of a calculation of the distribution of points of arrival of 2000 million

trajectories is shown by Oral (2010).

The determination of patterns such as those shown in Fig. 34.4B is quite easy, if the space

between the object and the aperture is field-free, so that the relations between the object

coordinates (xo, yo, zo), the initial slopes (xuo, yuo) and the coordinates (xa, ya, za) in the

aperture plane are simple. In all other cases, the calculation of the ray that starts from the

given object point and strikes a particular aperture point while under the influence of

aberrations is already a difficult procedure, since a nonlinear boundary-value problem has

to be solved. In order to circumvent such an impractical procedure, we propose that first,

the corresponding paraxial boundary-value problem should be solved. This tells us the
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required initial slopes xuo, yuo. With these, the ray affected by aberrations is now calculated.

The latter will not, of course, pass exactly through the aperture point (xa, ya, za), but if the

deviation is small, as it should be in every well-designed system, the disparity will be

tolerable.

34.6.1 Fourier Analysis of the Aberrations

In very many practical devices, the image plane or the viewing screen is located in

essentially field-free space. The rays are then orthogonal trajectories of a characteristic

function. Since this is already true for the paraxial rays, the same must hold for the

aberrations after the paraxial contributions have been separated. If we have an aperture at a

zo

yo

xo

zs

xs

Δxs

Δys

ys

γ

ϕ

z

z

Object
plane

Focusing
system

Image
plane

Figure 34.3
Perspective sketch of the coordinate system and of a focused electron beam. The aperture cone in
image space has a circular cross-section. Note that the aperture angles are much exaggerated.

After Kasper (1985).

(A) (B)

Figure 34.4
(A) Zone pattern of an aperture. (B) Aberration disc regarded as a shadow projection of the zone

structure created by monoenergetic electrons from a single object point.
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distance d from the image plane in the field-free space in front of the latter, then the

gradient relations can be cast into the form

Δxi52d
@S

@xi
; Δyi52d

@S

@yi
; ðxi2xaÞ21 ðyi1yaÞ2{d2

We have xui5 (xi � xa)/d, yui5 (yi � ya)/d and hence

Δxi5
@S

@x0i
; Δyi5

@S

@y0i

so that this representation is independent of the particular distance between the aperture and

the image plane.

As we have seen above, it is necessary to approximate the slopes x0i; y
0
i by their paraxial

values, since only for these can the simple prescribed conditions be satisfied. In accordance

with the definitions introduced in Section 32.3, we now write

x0i5 x0i
ð0Þ

1σ cos ϕ5 x0i
ð0Þ

1α

y0i5 y0i
ð0Þ

1σ sin ϕ5 y0i
ð0Þ

1 β

)
(34.42)

for the paraxial slopes, where the subscript a has been dropped. As in Eqs (32.40) and

(32.46), we have

Δw5Δxi1 iΔyi5

�
@

@α
1 i

@

@β

�
S5 eiϕ

�
@

@σ
1

i

σ
@

@ϕ

�
S (34.43)

Since this representation is independent of the distance d to the assumed aperture, we may,

in theory at least, consider an arbitrarily close aperture. In the limit d-0, Eq. (34.43) must

hence remain valid even if the image plane is located in an electric field, as is the case for

the post-acceleration fields employed in cathode-ray tubes.

For conciseness we first define a normalized radial coordinate r :¼ σ/a, a being the

maximum semiaperture angle, hence 0# r# 1. Following Kasper (1985) closely, we now

introduce a Fourier series expansion with initially unknown coefficients, which are to be

determined from the computed aberrations:

Sðr;ϕÞ5
XN
m50

XN
k50

rm12k

2ðm1 kÞ ðA
�
mke

imϕ 1Amke
2imϕÞ

ðm1 k. 0; A0k realÞ
(34.44)

Differentiation gives

Δw5
X
m

X
k

rm12k21

�
k

m1 k
A

�
mke

iðm11Þϕ1Amke
2iðm21Þϕ

�
(34.45)

Numerical Calculation of Trajectories, Paraxial Properties and Aberrations 605



All the coefficients for m # 4, m1 2k # 5 can be determined from a few trajectories.

The Fourier series expansion (34.45) then takes the explicit form

Δw5 e23iϕUr3A401 e22iϕðr2A301 r4A31Þ
1 e2iϕðrA201 r3A12Þ1A101 r2A11 1 r4A12

1 2eiϕðrA011 r3A02Þ1
1

2
e2iϕ
�
r2A

�
111

4

3
r4A

�
12

�

1
1

3
e3iϕr3A

�
211

1

4
e4iϕr4A

�
31

(34.46)

This can be rewritten more concisely in the form

Δw ¼: uAðr;ϕÞ5
XN

n52N11

ρnðrÞeinϕ; ðN5 4Þ (34.47)

We now try to approximate an arbitrary complex function Δw5 u(r, ϕ), defined on a disc

r # 1, by a series expansion of the form (34.47). Since every part of the disc is a priori of

equal importance, this approximation is best made by an integral least-squares-fit

F :¼
ð1

r50

ð2π
ϕ50

juðr;ϕÞ2uAðr;ϕÞj2r dr dϕ5min (34.48)

Quite generally this integration is to be approximated by a suitable discrete summation.

With 2 N equidistant azimuths ϕj5 (j2 1)π/N, j5 1 . . . 2N and L $ 2 different radii

r1 . . . rL, such a summation formula has the basic form

F :¼
ð1

r50

ð2π
ϕ50

f ðr;ϕÞr dr dϕ5
π
2N

XL
l51

X2N
j51

Glflj

with discrete function values flj :¼ f(rl, ϕj) and positive weight factors Gl, normalized to

unit sum.

Introducing Eq. (34.47) into (34.48) and employing this summation formula, we obtain

F5
π
2N

XL
l51

X2N
j51

Gl



ulj

21π
XL
l51

XN
n512N

Gl

�

ρnl

2 1 2ℜðρnlK
�
nlÞ
�
5min

with ulj :¼ u(rl, ϕj) and ρnl :¼ ρn (rl) and the trigonometric sums

Kln :¼
1

2N

X2N
j51

ulj exp

�
2 iπðj2 1Þn

N

�

ðn52 ðN2 1Þ. . .NÞ
(34.49)
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We choose L and N as small as possible but without significant loss of accuracy. A

reasonable compromise is N5 4 and L5 2, which suffices for the determination of all

the coefficients in Eq. (34.46). The discretization of the radial integration is then simply

the two-point Gauss quadrature for the variable r2; we hence have G15G25 1/2 and

r21;2 5 0.5(16l/
ffiffiffi
3

p
),

r1;25

�
1

2
6

1ffiffiffiffiffi
12

p
�1=2

5 0:4597; 0:8881

The corresponding points in the aperture disc are shown in Fig. 34.5. The minimizing

condition is now @F/@A
�
μν 5 0 for all values of the subscripts μ and ν. With the convenient

abbreviation [X] :¼ Σ Xl for the sum of any set of quantities X, we arrive at a complex

linear system of equations for the unknowns Aμυ:

½r2�A011 ½r4�A025
1

2
½rK1�

½r4�A011 ½r6�A025
1

2
½r3K1�

9>>>=
>>>;

(34.50a)
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½r2�A101

5

4
½r4�A111

4

3
½r6�A125

�
r2
�
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½r6�A111

13

9
½r8�A125
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�
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9>>>>>>=
>>>>>>;

(34.50b)

½r2�A201 ½r4�A215 ½rK21�

½r4�A201
10

9
½r6�A215

�
r3
�
K21 1

1

3
K

�
3

��
9>=
>; (34.50c)

β

α

Figure 34.5
Relative directional angles, α and β, of the selected trajectories near the image plane; the outer

circle indicates the full extent of the electron beam.
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½r4�A301 ½r6�A315 ½r2K22�

½r6�A301
17

16
½r8�A315

�
r4
�
K221

1

4
K

�
4

��
9>=
>; (34.50d)

½r6�A405 ½r3K23� (34.50e)

These form five uncoupled symmetric subsystems with maximum rank 3. The coefficients

on the left-hand side are fixed positive numbers, which need to be calculated only once and

are then stored. Only the coefficients on the right-hand side have to be recalculated in

repeated applications; the surviving subscript is the last one (n) in Kln.

The procedure is self-consistent in the sense that a function S(r, ϕ), whose gradient contains
exactly the terms considered in Eq. (34.46) with arbitrary coefficients, is found exactly

apart from the unavoidable rounding errors. Moreover, the method provides an intrinsic

accuracy control, which is effected by substituting the calculated coefficients into the

functional F. Let the expression

:f: :¼
(

1

π

ð1
0

ð2π
0

f ðr;ϕÞr dr dϕ
)1=2

5

 
1

2LN

XL
l50

X2N
0




flj


2Gl

!1=2

denote the norm of any function f(r, ϕ), then ε5 ||Δw2 uA|| is the absolute error and

δ5 ε/||Δw|| the relative error of the approximation; the latter must satisfy δ ,, 1.

The Fourier analysis method not only provides a way of determining aberration coefficients

Aμν, but is also a quite general mathematical procedure for the reconstruction of a two-

dimensional real function from its gradient. In electron optics as well as in light optics, the

function S(r, ϕ), the wave aberration, is of particular interest in wave-theoretical

considerations.

34.6.2 Some Practical Aspects

The application of this method requires that the paraxial rays form a round cone in the

image space, which implies that the corresponding cone in the object space is elliptic, as is

sketched in Fig. 34.3. How then should the initial conditions be chosen? This is very rarely

a serious problem. In most cases we know � from the symmetry properties of the system in

question � the directions of maximum and minimum lateral magnifications Mx, My,

respectively. Let us suppose that these magnifications and the refractive index

μ5 ðΦ̂i=Φ̂oÞ1=2 of the image relative to the object are known. The appropriate starting

slopes (in the rotating frame) are then
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x0lj5 x0o
ð0Þ

1μMxarl cos ϕj

y0lj5 y0o
ð0Þ

1μMyarl sin ϕj

)
l5 1. . .L;
j5 1. . .2N

(34.51)

For equal magnifications, as in all arrangements of round lenses and deflectors with a

straight optic axis, it is not really necessary to refer to the image side. We can simply

identify the angles appearing in the theory as those at the starting point, thereby

representing the aberrations in terms of initial conditions, which is often very convenient.

Until now we have considered only the aberrations in a fixed image plane z5 zi.

Determination of the variation of the aberration coefficients with the coordinate z is,

however, straightforward, requiring no additional ray tracing. The routines for solving

systems of ordinary differential equations usually furnish the solution together with its first-

order derivative. In the approximation in which each trajectory is replaced by its local

tangent, we have

Δwjðzi1ΔzÞ5ΔwjðziÞ1ΔzUΔw0
jðziÞ1OðΔz2Þ

It is now easy to repeat the Fourier analysis with these new aberrations and to study in this

way the effect of a defocus.

Another necessary extension is the calculation of chromatic aberrations. The simplest

but also the slowest method is to repeat the whole procedure for a few different values

of the kinetic starting energy. In this way we could even determine the chromatic

variation of each aberration coefficient. In almost all practical applications, such highly

detailed information is never needed. The following procedure is then more favourable.

For the four rays with aperture conditions

r5 r1; ϕ5 ðj2 1Þπ
2
; j5 1. . .4

we solve Eq. (34.35) with the initial conditions u(0)5 0, _u(0) || _r(0), the length | _u(0)| being
determined from Eq. (34.33). The resulting aberrations are then purely chromatic ones. For

the complex lateral aberrations Δwj, j5 1 . . . 4, obtained from these solutions, a series

expansion similar to Eq. (34.45) can be set up, but this is now truncated after the terms with

m # 2, m1 2k # 3, hence

Δw5C20re
2iϕ 1C101C11r

21 2C01re
iϕ 1

1

2
C

�
11r

2e2iϕ (34.52)

This approximation is quite sufficient, since the energy shift eΦ0 is usually very small.

Writing down Eq. (34.52) for the four rays specified above and then forming the

trigonometric interpolation sums (34.49) with l5 1, N5 2, we find the four simple relations

Numerical Calculation of Trajectories, Paraxial Properties and Aberrations 609



K21 5
1

4
ðΔw11 iΔw2 2Δw3 2 iΔw4Þ5C20r1

K0 5
1

4
ðΔw11Δw2 1Δw3 1Δw4Þ5C101C11r

2
1

K1 5
1

4
ðΔw12 iΔw2 2Δw3 1 iΔw4Þ5 2C01r1

K2 5
1

4
ðΔw12Δw2 1Δw3 2Δw4Þ5

1

2
C

�
11r

2
1

9>>>>>>>>>>>>>>=
>>>>>>>>>>>>>>;

(34.53)

(the subscript l5 1 being omitted in the K-coefficients). These suffice for the determination

of the coefficients in Eq. (34.52). An accuracy control is given by the requirement that C01

must be real so that the imaginary part of C01 represents directly a numerical error. Ignoring

ℑ(C01) we then have the perturbation eikonal, which is analogous to Eq. (34.44).

34.6.3 Integral Properties of Aberration Discs

So far we have been exclusively concerned with the analysis of aberrations. A list of

coefficients, which may well be long, is, however, not very easy to interpret in terms of the

imaging quality of a practical device. A few geometric parameters characterizing the size

and shape of the aberration disc would be more helpful. This problem is usually solved in

the following way. Depending on the purpose of the device in question, the various types of

aberrations have different priorities. The aberrations with low priority are ignored; for each

of the remaining ones, a corresponding aberration radius is estimated on the basis of rough

conjectural formulae. Finally a root-mean-square radius is calculated, on the unjustified

assumption that the aberrations superimpose statistically. This procedure is as unsatisfactory

as it is simple. A better proposal has been made by Scherle (1983, 1984), who

approximated the cross-section of the beam by a suitably defined ellipse. It is then not even

necessary to determine any aberration coefficients. The price of this simplification is,

however, that a rather large number of trajectories must be traced. This disadvantage can be

avoided by combining Scherle’s method with the Fourier analysis procedure.

First of all we notice that every realistic electron beam has an energy spectrum,

characterized by a distribution function gs(ε) for ε1# ε# ε2,
Ð
gs(ε) dε5 1. Here ε5 eδΦ is

the deviation of the energy from its nominal value. We also take into account the fact that

the aperture may not be illuminated uniformly; this nonuniform illumination is described by

an intensity distribution ga(σ, ϕ), over the aperture of radius σmax5 a

ða
σ50

ð2π
ϕ50

gaðσ;ϕÞσ dσ dϕ5 1
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We now define the expectation value ,f. of any real or complex function f in the

recording plane z5 const.

, f ðzÞ. 5

ða
σ50

ð2π
ϕ50

ðε2
ε5ε1

gsðεÞgaðσ;ϕÞf ðz; ε;σ;ϕÞσ dσ dϕ dε (34.54)

We recall that (σ, ϕ) refer to the aperture, while z does not. In order to apply Eq. (34.52) to

the aberrations, we notice first that

Δwðz; ε;σ;ϕÞ5Δwðz; 0;σ;ϕÞ1 ε
εm

Δuðz; εm;σ;ϕÞ (34.55)

is a good approximation for the superposition of geometric and chromatic aberrations Δu, if

εm is the most probable energy. It is exact if only the chromatic and geometric aberrations of

lowest order are considered (first-order chromatic and third-order geometric aberrations for

round lenses, for example). We can now define an intensity-weighted distortion ,Δw(z).

by setting f :¼ Δw in Eq. (34.54). We also introduce a root-mean-square (rms) radius

ρðzÞ :¼ , jΔw2,Δw. j2 . 1=2 (34.56a)

and ellipticity parameters

e1ðzÞ1 ie2ðzÞ :¼ , ðΔw2,Δw. Þ2. (34.56b)

The meaning of the latter quantities is as follows: if we shift the origin of the coordinates to

the centre ,Δw. of the ellipse:

ξ :¼Δx2,Δx. ; η :¼Δy2,Δy. (34.57)

we obtain

2,ξ2. 5 ρ21 e1; 2,η2. 5 ρ2 2 e1; 2,ξη. 5 e2 (34.58)

The transformation to the principal axes of the ellipse is given by

ξ5 ξ cos θ1 η sin θ; η52 ξ sin θ1 η cos θ; (34.59a)

where the angle θ is to be calculated from

tan 2θ5
2,ξη.

,ξ2. 2,η2.
� e2ðzÞ
e1ðzÞ

(34.59b)

This rotation describes the overall effect of the anisotropic errors, if the directions obtained

in this way are not either meridional or sagittal. The main axes themselves are now given by

2, ξ
2
. 5 ρ2 1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e21 1 e22;

p
2, η2. 5 ρ2 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e21 1 e22;

p
(34.60)
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The axes obtained in this way are smaller than the true dimensions of the aberration figure.

Following Scherle’s (1983) proposal, we therefore introduce a dilatation factor, which may

almost always be set equal to two. Finally, we obtain the semiaxes

E1;2ðzÞ5
ffiffiffi
2

p �
ρ2 6

ffiffiffiffiffiffiffiffiffiffiffiffiffi
e211e22

q �1=2
(34.61)

In his thesis, Scherle proposed that the averaging should be performed by summation

over many individual aberrations. This is certainly necessary if the initial conditions of

the trajectories in the beam are so general that a wave aberration S cannot be used. Such

a case arises, for instance, if the electrons start from a cathode surface or from a

crossover with finite extent, so that the initial conditions themselves have a statistical

distribution.

In very many cases, this method is unnecessarily general and would entail an unreasonably

large effort. Instead, we can first determine the aberration coefficients (Amk), either from

integral expressions or from a Fourier analysis. These are then introduced into Eq. (34.46)

or more generally into Eq. (34.45) and, for the chromatic effects, into Eq. (34.52). These

formulae are now regarded as continuous interpolation formulae for the aberrations.

Numerical evaluation of the necessary integrals is then perfectly practical. This is always a

comparatively fast procedure since it does not require any new ray tracing. The

approximate ellipse can be determined rapidly for a sequence of image planes, after which

the optimal defocus can be found easily.

The advantage of this method lies in the fact that it gives us very clear and simple criteria

for optimal focusing. The best approximation to a stigmatic focus is obtained when, after

exploring all permissible variations of the system parameters, the largest value of the

semiaxis E1(z) is least for the object point with the worst aberrations. This idea has not

yet been much exploited in practice but it seems very likely that the method will prove

useful and deserves wide acceptance. The conclusions to which it leads are certainly

realistic. Fig. 34.6 shows, for example, how the size of the spherical aberration disc can

be reduced by defocusing. With Scherle’s procedure, the plane in which the beam radius

is smallest is found to be at (8/9)Δz, where Δz is the defocus of the theoretical plane of

least confusion (24.50); the radius of the disc differs by a factor of only (8/9)1/25 0.94

from the familiar radius of least confusion (24.51). This is well within the experimental

confidence limits.

We conclude this account of the various numerical methods of computing aberrations and

assessing their importance with the observation that the choice of practical procedures is

wide enough to enable us to study virtually any electron optical system, however

complicated, with sufficient accuracy for most practical needs.

612 Chapter 34



34.7 Optimization Procedures

Once programs for the computation of fields, trajectories, focusing properties and

aberrations have been successfully completed, it is very useful to incorporate them into a

program for the optimization of electron optical systems. Usually the purpose of

optimization is to determine geometric and electromagnetic configurations of electrodes,

polepieces and coils that minimize certain electron optical aberrations of the system in

question subject to given constraints, typically a fixed focal length, a minimum working

distance or an upper bound on a coil current or some other technical limit. It is clear that

this problem cannot be solved automatically in a perfectly general manner, since the

technical requirements and the constraints will differ widely for the various kinds of

electron optical devices. For this reason we cannot go into much detail here.

34.7.1 The Defect Function

The first step in any optimization procedure must be the definition of an appropriate defect

function or ‘merit function’. This must be a strictly positive quantity, which is to be

minimized by varying the system parameters within the allowed limits. This definition

already requires a precise formulation of the specific requirements and constraints. The

arguments (x1 . . . xn) of the defect function are the set of all those system parameters that

R

z

zGauss

2ρ√⎯

Figure 34.6
Form of the caustic and of the r.m.s radius as functions of the axial coordinate for a round lens

with spherical aberration.
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are allowed to vary, and their domain D of definition is bounded by constraints:

(x1 . . . xn) A D. Quite generally the constraints can be represented by inequalities:

θkðx1. . .xnÞ$ 0; k5 1. . .r (34.62)

which include equations as special cases.

The functional expression ψ of the defect function is usually the square of a total aberration

radius. This is defined in the following way. First, for each individual aberration a simple

effective defect radius is introduced, for instance ρ15MCsα3=4 for the spherical aberration

of a round lens with magnification M and aperture angle α, or ρ2 5MCcαΔΦ̂=Φ̂0 for the

chromatic aberration, and so on. Next, a set of nonnegative weight factors g21. . .g
2
m is

introduced, which characterize the importance of the m individual aberrations. Large

weights mean that the corresponding aberrations are very serious, while low weights are

associated with contributions of little importance. Vanishing weights mean that the

corresponding aberrations are completely ignored. The defect function is then

ψðx1. . .xnÞ5
Xm
i51

g2i ρ
2
i 5

Xm
i51

f 2i ðx1. . .xnÞ (34.63)

with fi :¼ giρi for i5 1 . . . m.

It is possible to incorporate the constraints (34.62) into the defect function:

ψðx1. . .xnÞ ¼:
XM
j51

f 2j 5
Xm
i51

g2i ρ
2
i 1

Xr
k51

G2
kðθk2jθkjÞ2 (34.64)

with M5m1 r being the total number of terms. The second contribution is a ‘penalty’

function: the defect function increases for θk , 0. This form of the defect function may be

useful if very small violations of constraints are allowed; such violations can be tolerated if the

constraints themselves represent only roughly guessed technical bounds. The magnitudes of

these violations will depend on the particular choice of the new weights G2
1UUUG

2
r :

As a simple example, we describe the appropriate defect function for axial focusing by an

ordinary unsaturated magnetic round lens. Here we have to consider the spherical aberration

and the axial chromatic aberration, and we include a rough guess for the blurring caused by

diffraction. The defect function is again a sum of squares of aberration radii. This definition

is convenient for numerical purposes, though of course the chromatic and geometric

aberrations add linearly. Thus

ψ5

 
1

4
g1Csα3

!2

1

 
g2Ccα

Δφ̂
φ̂

!2

1

 
0:61g3h

α
ffiffiffiffiffiffiffiffiffiffiffi
2meφ̂

q
!2

(34.65)
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α being the aperture angle at the object point, ~φ the acceleration potential and h Planck’s

constant. (For further details of the diffraction term, see Volume 3.) Since all three terms

are equally important, we set g15 g25 g35 1. In the absence of constraints and parameters

to be varied, this function is still incomplete. Reasonable constraints are, for instance, fixed

values of the object coordinate zo and of the image coordinate zi and the acceptable interval

fmin # f # fmax for the focal length f. The definition of system parameters requires a

decision concerning the class of shapes allowed for the axial field distribution B(z). If, for

instance, the simple model with a gap of width S and cylindrical bores with radii R1 and R2

is employed, we should use the parameters x15R1, x25R2, x35 S and x45 J, the latter

being the number of ampère-turns. If the midplane of the gap is kept fixed at zM5 0, we

have a well-specified optimization problem, so that ψ5minimum leads to a unique

solution.

This very simple example makes it clear that only with very detailed specification can a

reasonable answer to the optimization problem be expected. Moreover, this example is a

reminder that rough estimates of the form (34.65) are commonly used. These can be

replaced by improved formulae for more realistic intensity distributions and their

expectation values, but this is still uncommon.

34.7.2 The Optimization of Axial Distributions

As already pointed out, the focusing properties and the aberrations of electron optical

systems are generally determined by certain axial field distributions, such as the

electrostatic potential φ(z) and the magnetic field strength B(z) on the optic axis. It is

therefore tempting to try to optimize these functions. This means that, subject to the given

constraints, the defect function is minimized by finding the ‘best shapes’ of these axial

distributions.

This procedure has been followed several times and with different approaches. Moses

(1973), for instance, employed variational calculus for the minimization of spherical

aberration with simultaneously vanishing coma. Crewe et al. (1968) designed a field-

emission electron gun under the assumption that the axial potential φðzÞ in the space

between the first and second anode can be represented by a cubic polynomial, the

coefficients of which were the optimization parameters; this yielded the ‘Butler gun’. Later

Munro (1973) showed that this design does not represent a true optimum. Szilágyi (1977)

introduced dynamic programming (see Section 35.3.2). In this approach the integration

interval zo # z # zi between object and image is dissected into a set of small subintervals.

Then, starting from the object coordinate zo, the integrand of an aberration integral, for

instance that for Cs, is minimized under given constraints in each of these subintervals. The

result is then a piecewise analytic axial field distribution, a cubic spline, for example

(Szilágyi, 1984, 1987a,b), which is then assumed to be the best field. Fuzzy set theory has

Numerical Calculation of Trajectories, Paraxial Properties and Aberrations 615



been used by Wei et al. (1995) while Wei and Tong (1995) have constructed an expert

system based on artificial intelligence to seek optimal designs. Gu et al. (2001) have tested

a genetic algorithm.

Common to all methods starting from axial field distributions is the severe difficulty of

finding reasonably shaped electrodes or polepieces to generate these axial fields.

Analytic continuation of the axial potentials into off-axis domains by means of the

radial series expansions of Chapter 7, Series Expansions, generally leads to

equipotentials with a singular character such as sharp edges in the vicinity of the optic

axis or even vanishing bore radii. In order to avoid these, the electrode structure has to

be altered, but the additional fringe fields thus introduced cast doubt on the whole

design procedure.

Design based on optimization of an axial field function is thus rarely successful. At the

other extreme is the laborious technique in which the appropriate boundary-value problems

are solved repeatedly for different geometric shapes, with the risk that the best solution may

not belong to the set of configurations analysed. An intermediate way out of this dilemma

is to search for solutions among a reasonably constrained family of configurations. Thus

Glatzel and Lenz (1988) sought optimal designs of an electrostatic lens by using the

potentials and geometrical parameters of the lens as variables. Benez et al. (1995) searched

using a genetic algorithm. The ‘second-order electrode method’ (SOEM) developed in the

Delft University of Technology used a relatively simple lens model and suitable constraints

to find lenses for specific tasks. Here, the axial potential was modelled by a cubic spline,

which yielded a simple relation between Φ00ðr; zÞ and Φ on the axis and at (r, z). The

method and results obtained with it are described by Adriaanse et al. (1989), Lencová et al.

(1989), Lencová and Wisselink (1990), van der Steen and Barth (1989), van der Steen et al.

(1990), van der Stam et al. (1993) and Barth et al. (1995). Optimization of an individual

lens is not, however, sufficient to design a complete system and for this, a new tool was

developed: Particle Optics Computer-aided Design (POCAD). With this, the user can set

out from a very general schematic (multilens) model and iterate to a design or set of

designs that satisfies the desired conditions. Full details can be found in van der Stam and

Kruit (1995, 1999), van der Stam (1996), van der Stam et al. (1996) and Leunissen et al.

(2001). Another optimization program is the Cambridge Interactive Electron Lens Analysis

System (CIELAS): Hill and Smith (1980, 1981), Tsuno and Smith (1985, 1986), Taylor and

Smith (1986) and Edgcombe et al. (1999). For other work on optimization, see Makino and

Berz (2011), Nishiguchi and Toyoda (2008), Bärtle (2004), Sakaguchi et al. (1999), Gu

et al. (1999, 1991, 1984), Martı́nez et al. (1998, 1999), Demin et al. (1998), Hejna (1998),

Degenhardt (1996, 1997), Dymnikov and Martı́nez (1997), Martı́nez and Sancho (1995),

Munack (1992), Boesten (1988), Gu and Shan (1984), Fink and Kisker (1980),

Chutjian (1979), Al-Obaidi (2005), Al-Obaidi et al. (2009) and Kadhem (2014).
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34.7.3 The Damped Least-Squares Method

The damped least-squares method was first described by Levenberg (1944) and has been

successfully applied to light optical design problems. In 1982, it was introduced into

electron optics (Chu and Munro, 1982a,b; Munro and Chu, 1982a,b). We now briefly

outline their method.

The defect function is represented in the form (34.63). If the arguments xj are varied by

small increments Δxj (j5 1 . . . n), the functions fi alter by

f̂ i5 fi1
Xn
j51

aijΔxj; i5 1. . .m; (34.66a)

aij5
@fi
@xj

; j5 1. . .n (34.66b)

This linear approximation is adequate if all the increments Δxj are sufficiently small. The

new defect function is now

ψ̂5
Xm
i51

�
fi1

Xn
j51

aijΔxj

�2
(34.67)

The minimization conditions @ψ̂/@(Δxj)5 0 for j5 1 . . . n lead to n simultaneous linear

equations for the increments Δx1 . . . Δxn, which could be solved by straightforward

techniques.

Unfortunately this simple undamped least-squares method is unstable and can diverge. In

order to avoid this instability, Eq. (34.67) is modified to

ψy 5 ψ̂1
Xn
j51

p2jΔx2j

5
Xm
i51

�
fi1
Xm
j51

aijΔxj

�2
1
Xn
j51

p2jΔx2j

(34.68)

where the factors pj are called damping coefficients. Obviously we have ψ̂,ψy,
so that a minimum of ψy corresponds to a minimum of ψ̂. The minimization conditions

@ψ†/@(Δxk)5 0 now take the form

Xm
i51

�
aik

�
fi1

Xn
j51

aijΔxj

��
1 p2kΔxk 5 0

ðk5 1. . .nÞ
(34.69)
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These form a system of n simultaneous linear equations for the unknowns Δx1 . . . Δxn, the

coefficient matrix being symmetric and positive definite.

The new coordinates x
ðnÞ
j 5 xj1Δxj depend on the choice of the damping coefficients. Two

different choices are proposed by Chu and Munro:

p2j 5 p2 ðadditive damping methodÞ (34.70a)

p2j 5 p2
Xj
i51

a2ij ðmultiplicative damping methodÞ (34.70b)

p being a constant damping factor. With Eq. (34.70a), each diagonal element of the matrix

in (34.69) is enlarged by an additive term p2, while with (34.70b), each diagonal element is

multiplied by (11 p2). The numerical solution of (34.69) must be repeated for various

values of p, until the smallest value of ψ† is found.

The partial derivatives aij that appear in the above equations are to be calculated

numerically from a simple two-point formula:

aij5
@fi
@xj

5
fiðxj1 δxjÞ2 fiðxjÞ

δxj
(34.71)

δxj being a small increment. According to Chu and Munro, this linear approximation is

sufficient, since the whole minimization procedure must in any case be repeated if the

starting point is far distant from the final optimal configuration.

Chu and Munro have made extensive investigations concerning the applicability of this

method and set up an interactive program. For reasons of space we cannot outline this

here and refer to the corresponding publication, where full details are to be found.

Concerning the optimization of geometric configurations, Chu and Munro made the

following compromise: for each electron optical element, for instance round electrostatic

and magnetic lenses and electric or magnetic deflectors, reasonable geometric shapes

were assumed and for these the boundary-value problems were solved exactly

beforehand. Later, during the optimization process, all operations that can be performed

without a new field calculation were allowed: changes of electric or magnetic parameters

such as the electrode potentials or coil currents, axial shifts of the object plane, the image

plane or of entire deflectors, rotation of deflectors about the optic axis and scale-

transformations in independent elements. In principle it is also possible to alter the

geometric shape of electrode or polepiece surfaces but then an entirely new field

calculation is necessary.

The great advantage of this method is that each optimization step results in a realistic

configuration, which could be constructed. The applicability of this method was
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demonstrated for focusing and dual-channel deflection systems, which are employed in

electron beam lithography. A very detailed knowledge of the technical requirements in

electron beam lithography is needed to understand the particular features of the

optimization; much more discussion is to be found in Chapter 40 of Volume 2 and we

merely observe that the results published by Chu and Munro are distinctly encouraging.

We conclude that the damped least-squares method is an effective way of solving

optimization problems.

34.8 Differential Algebra

34.8.1 Introduction

An algebra in which real numbers are extended by including ‘differential’ elements was

designed many years ago by Abraham Robinson (1961, 1966); a very readable account is to

be found in Dauben’s biographical publications (1995, 2003). It was introduced into

charged-particle optics by Berz (1989) and has since been employed to calculate the

aberrations of round lenses (Cheng et al, 2001a,b, 2002a, 2006; Kang et al., 2007; Munro

et al, 2006a�c; Wang et al., 1999, 2000, 2004a; Liu, 2006), multipoles (Liu, 2003; Wang

et al., 2004b), curved-axis systems (Cheng et al., 2003; Wang et al., 2002a),

focusing�deflection systems (Wang et al. 2002b), mirrors (Wang et al., 2008a,b),

diffraction aberrations (Radlička, 2012) and parasitic aberrations (Radlička and Oral, 2016).

The method has been extensively developed in several directions by Berz and colleagues

(Berz, 1989, 1995; Berz and Makino, 2004; Berz and Wollnik, 1987; Makino and Berz,

1997, 1999, 2011; Makino et al. 2004; Zhang and Berz, 2011; Zhang et al., 2015); see Berz

et al. (2015) for much more information. In this section, we first describe the algebra and

then show how to apply it to aberration studies. Its attraction lies in the fact that only one

trajectory needs to be computed, using the methods described earlier, whatever the order of

the aberrations of interest. The accuracy of the results is inevitably dictated by the precision

with which the potentials or field distributions are known. We shall see that there are two

approaches. In one, only the fields or potentials on the optic axis are used and they are

represented as a linear combination of model functions, such as Hermite polynomials. In the

second approach, the local values of the fields or potentials in the space traversed by the

computed trajectory are used; elaborate interpolation is required if these values are the

result of a finite-element or finite-difference calculation.

34.8.2 Definition of Differential Algebras

We first consider the simplest such algebra from which the general principles can be

understood. We then turn to the more advanced algebras needed for aberration calculation.

Numerical Calculation of Trajectories, Paraxial Properties and Aberrations 619



Consider the set of pairs of numbers (a0, a1), familiar from the use of complex numbers where

a0 and a1 are the real and imaginary parts of a5 a0 1 ia1. Here, however, the second member

of the pair no longer satisfies (0, 1).(0, 1)5 (�1, 0). The basic operations of differential

algebra � addition, scalar multiplication and ‘vector’ multiplication � are as follows:

ða0; a1Þ1 ðb0; b1Þ5 ða01 b0; a1 1 b1Þ
tða0; a1Þ5 ðta0; ta1Þ (34.72a)

as usual but now

ða0; a1Þ:ðb0; b1Þ5 ða0b0; a0b11 a1b0Þ (34.72b)

where a0, a1, b0, b1 and t are all real numbers. It is clear that (a0, 0) is the same as the real

number a0. The meaning of (0, a1) is less obvious: we see that (0, a1). (0, a1)5 (0, 0)! Any

quantity of the form (0, a) appears to be the square root of zero, just as i is the square root of

�1. The element (0, 1) is therefore given a special symbol, d, and a1 is known as the

differential part of (a0, a1) for reasons that will soon become obvious. It is easy to show that

(1, 0) is the unit element, in the sense that (1, 0) � (a0, a1)5 (a0, a1) for all a0, a1. Elements of

the algebra have an inverse provided that a0 6¼ 0 (we are thus concerned with rings, not fields):

ða0; a1Þ:
�

1

a0
; 2

a1

a20

�
5 ð1; 0Þ (34.73)

This brings us to the reason for interest in this algebra: the differential part of f(x1 d)2 f(x)

proves to be df/dx.

df

dx
5D


f ðx1 dÞ2 f ðxÞ�5Df ðx1 dÞ (34.74)

in which the operator D signifies ‘take the differential part’. As an example, consider

f ðxÞ5 sin3x. Then

f ðx1 dÞ5 sin 3ðx1 dÞ
5 sin

�
3ðx; 0Þ1 3ð0; 1Þ�

5 sin 3x cos 3ð0; 1Þ1 cos 3x sin 3ð0; 1Þ
5 3 ðsin 3x; cos 3xÞ

and so Df(x1 d)5 3cos 3x as expected. We have used

sinð0; 1Þ5 ð0; 1Þ2 1

6
ð0; 1Þ31 . . .5 ð0; 1Þ

cosð0; 1Þ5 12
1

2
ð0; 1Þ2 1 . . .5 1
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For aberration studies, we need the more general forms of the algebra, denoted nDυ. First,

we introduce the number N of monomials in υ variables up to order n:

Nðn; υÞ5 ðn1 υÞ!
n!υ!

(34.75)

Thus for n5 3 and υ5 2, N5 5!/3!2!5 10. The monomials are

1 x y xx xy yy xxx xxy xyy yyy (34.76)

The position of a monomial M in this ordered sequence is denoted by IM so that for

example Ixyy5 9. The I-th monomial is denoted MI, so that M95 xyy. We shall also need

the quantity FI; if the I-th monomial MI is of the form x
j1
1 x

j2
2 x

j3
3 . . . then

FI 5 j1!j2!j3!. . . (34.77)

Thus for Ixyy in the above example, Fxyy5 2!5 2.

In nDv, the laws of addition and scalar magnification are unaltered but the law of

multiplication becomes

ða0; a1; a3; . . .aNÞ � ðb0; b1; b3; . . .bNÞ5 ðc0; c1; c3; . . .cNÞ
where

ci5Fi

X
0, p;q,N

apbp

FpFq

p and q are such thatMpMq5Mi (34.78)

Thus for the case of 3D2 we find

c1 5 a1b1

c2 5 a1b2 1 a2b1

c3 5 a1b3 1 a3b1

c4 5 a1b4 1 2a2b2 1 a4b1

c5 5 a1b5 1 a2b31 a3b21 a5b1

c6 5 a1b6 1 2a3b3 1 a6b1

c7 5 a1b7 1 3ða2b4 1 a4b2Þ1 a7b1

c8 5 a1b8 1 2a2b5 1 a3b4 1 a8b1

c9 5 a1b9 1 a2b61 2a3b5 1 a9b1

c105 a1b10 1 3ða3b6 1 a6b3Þ1 a10b1

Finally, we need a new differential operator, for which the partial derivative symbol @ is

used:

@pða1; a2; a3; :::aNÞ5 ðc1; c2; c3; :::cNÞ (34.79a)
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where now

ci5
0 if

P
j ij5 n where Mi5 xi11 x

i2
2 x

i3
3 :::x

in
n

aμ; μ5IðMi:XpÞ otherwise

(
(34.79b)

This enables us to generalize Eq. (34.74) to two or more variables. Thus for n5 υ5 2, for

example, we have

f ðx1 dx; y1 dyÞ5 f ;
@f

@x
;
@f

@y
;
@2f

@x2
;
@2f

@x@y
;
@2f

@y2

� �
ðx; yÞ

in which we have written

dx :¼ ð0; 1; 0; 0; 0; 0Þ and dy :¼ ð0; 0; 1; 0; 0; 0Þ
For the general case, v variables and order n, this becomes
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:::xivv

(34.80)

I
x
i1
1
x
i2
2
x
i3
3
:::xivv

denotes the position of the corresponding monomial in the ordered sequence of

monomials chosen at the outset.

Before moving on to the next stage, extraction of aberration coefficients from a ray trace,

we mention that different authors present differential algebra in different terms. Here, we

have followed Berz et al. (2015) closely but the reader may like to consult Wang et al.

(1999, 2004) and Radlička (2008 or 2012) in parallel, as well as Berz’s very lucid but more

abstract presentation (1999).

34.8.3 Calculation of Aberration Coefficients

The calculation involves solving the appropriate trajectory equation (3.22) with 3.19 for

round lenses, for example) by means of the Runge�Kutta routine but now, the elementary

quantities x(z), y(z) are replaced by the appropriate elements of the differential algebra. The

relation between the image, or final, plane and the object plane, known in this context as

the transfer map, has the general form

xi
yi
x0i
y0i

0
BB@

1
CCA5

Xi1j1k1l5n

i;j;k;l50;1;:::n

Aijkl

Bijkl

Cijkl

Dijkl

0
BB@

1
CCAxioy

j
ox

0
o
k
y0o
l

where n is the highest order of the aberrations to be included in the calculation. The

coefficients Aijkl,. . .Dijkl emerge from the calculation and it is only necessary to relate them
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to the usual aberration coefficients, For the fifth-order spherical aberration of round lenses,

for example, C5, the isotropic part is given by A0050 and the anisotropic part by B0050 (for a

complete list, see Wang et al., 2004a and for the corresponding list for the paraxial

properties and third-order aberrations of round lenses, see Wang et al., 1999).

This description conceals the principal obstacle to the use of this method: the need for

sufficiently accurate knowledge of the values of the field through which the ray is traced. In

the first form of the calculation, the distribution on the optic axis was represented by a sum

of analytic functions, which could hence be differentiated exactly; Wang et al. (2004) use

the Hermite functions,

hnðxÞ5
1

ðπ1=22nn!Þ1=2
HnðxÞexp 2

x2

2

� �

where Hn(x) are the Hermite polynomials. Since the Hermite functions form a complete

orthonormal set, it is a straightforward matter to represent a set of measured or calculated

values in terms of them (Wang et al., 2004a, who use 200 functions; Munro, 2002, 2011;

Munro et al., 2006a,b, 2008). Other authors have used Gaussian wavelets (Berz, 1999,

Section 3.2.1). The need to represent the axial potential as the sum of a set of basic

functions has been seen as a disadvantage of the procedure and Kang et al. (2007, 2009,

2010) have devised a way of using values generated by the finite-element method directly

without resorting to modelling the field on the optic axis. For this, they have introduced

elaborate interpolation routines, which provide the field or potential values required for

trajectory tracing with sufficient accuracy. Since the necessary accuracy increases with the

order of the aberrations, the interpolation procedure likewise becomes progressively more

complicated.

34.9 The Use of Computer Algebra Languages

34.9.1 Introduction

The familiar computer languages are designed to perform numerical calculations efficiently

but are extremely ill-adapted to any kind of symbolic calculation: it is trivial to list

z :¼ (x1 y)p for values of x and y that may contain many digits and any reasonable values

of p but much less easy to output the binomial expansion; numerical integration of a

function such as xp sin qx is again trivial but the closed form of the integral cannot be

found; the same is true of differentiation. We have seen that there are powerful routines for

solving differential equations numerically but there is no way of knowing whether the

equation has a solution in terms of tabulated (or easily computed) functions. It was for

reasons such as these that the various members of the family of algebra languages were
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born, and indeed many were created to perform specific calculations of great complexity in

such fields as celestial mechanics, general relativity and quantum electrodynamics.

We shall not describe any particular language here. We simply mention the principal tasks

that can be undertaken and indicate their relevance in electron optics. Details are of course

to be found in the manuals of each language and a useful early survey is given by van

Hulzen and Calmet (1982). The languages that are most widespread among physicists at

present are probably REDUCE (Hearn, 1985; Fitch, 1985; Rayna, 1987) MATHEMATICA

and MAPLE (up-to-date details can be found on the websites). We know of only two

examples of the use of a general language to perform algebraic calculations in electron

optics: ALGOL (Dodin and Nesvizhskii, 1981; Nesvizhskii, 1986) and FORTRAN (Berz

and Wollnik, 1987). The use of a Russian computer algebra language (ANALITIK) for

deriving aberration coefficients is described by Narylkov and Lyubchik (1982). The

proceedings of the conferences that are regularly held on progress in computer algebra give

a vivid picture of the growth of the subject (e.g., Ng, 1979 and Calmet, 1982 for the earlier

years). For a full list with many other references, see the background text edited by

Buchberger et al. (1982) and Davenport et al. (1988); for more recent developments, see

Grabmeier et al. (2003), von zur Gathen and Gerhard (2013) and the forthcoming volume

by Davenport.

34.9.2 Computer Algebra, Its Role in Electron Optics

In physics, algebra languages were first used mainly for calculations that involved

performing elementary operations on very large operands. The number of terms being

enormous, the risk of human error was correspondingly large and the computer was used

first to check the hand calculation and later, as confidence in these languages grew, to

supplant it altogether. A basic operation is therefore multinomial expansion of expressions

of the form (x1 1 x2 . . .1 xn)
m, where the variables xi may themselves consist of several

terms. Since the resulting expression will usually contain a very large number of terms,

another important family of operations permits sophisticated sorting of these into groups: all

terms x
p
i x

q
j for given p and q, for example, or such that p1 q takes a given value, or such

that p # q. If the xi are circular or hyperbolic functions, or functions of such functions,

some kind of reduction or simplification will probably be desirable and facilities for

replacing sin px sin qx and similar terms by functions of multiples of x are provided or can

be incorporated. An important aspect of these languages is that they can be ‘taught’ results

that are not in their regular repertoire. In a program in which Bessel functions and their

derivatives appeared, for example, the language could be instructed to use the well-known

recurrence formulae that relate Jn, Jun, Jn11 and Jn21; indeed the numerous relations

between contiguous hypergeometric functions (Whittaker and Watson, 1927, Section 14.7)

could just as easily be included if required. A further elementary operation is substitution:
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flexible commands permitting substitution of an expression for a variable are provided. The

next family of operations is concerned with calculus: these languages are capable of

differentiating the everyday functions such as exponentials, logarithms, circular and

hyperbolic functions and of course powers of a variable. They can also work correctly with

the derivative of a general function so that an expression of the form
Ð
f u(x) sin x dx, for

example, can be evaluated by partial integration. Depending on the degree of sophistication

of the language, indefinite integration of more or less complicated expressions can likewise

be performed. Integration of simple expressions is a routine matter and these algebra

languages can be extended to integrate any expression for which a solution in closed form

exists, provided that the functions occurring in the integrand belong to a certain set of

functions. See Norman and Davenport (1979) for a very readable account of an earlier stage

in this development and Norman (1982).

Expansion, substitution, sorting, differentiation and integration: although other operations are

available in some languages, it is these that have proved most useful in electron optics, where

computer algebra has been used primarily to derive or check integral expressions for the

aberration coefficients of various types of electron optical component. Let us consider the

steps for a typical aberration coefficient. First we must substitute the expansions for Φ and the

components of A into the refractive index fΦ̂ð11X021Y 02Þg1=22 ηðAXX
01AYY

0 1AzÞ
(15.23) truncated after terms of a particular degree. If the rotating coordinate system is to be

employed, the appropriate transformation from (X, Y, z) to (x, y, z) must be made. The

resulting terms must then be sorted according to their degree in x, y, x0, y0. It is generally
necessary to make a further substitution at this point, replacing the coordinates that appear in

the group of primary aberration terms by the paraxial approximation. The result must be

sorted according to the powers of the paraxial coordinates (xo, yo, x
0
o, y

0
o), in order to extract

individual aberration coefficients. If higher order perturbation theory is to be used, a

substitution involving paraxial terms and the primary aberrations in an arbitrary plane is also

needed, followed by sorting of the same kind.

Once the aberration integrals have been derived, further laborious calculations may be

needed. If the integrals are to be evaluated numerically, using measured or computed values

of the various field functions that occur, it may be desirable to remove terms in which high-

order derivatives appear by partial integration. The systematic procedure described in

Chapter 24, The Geometrical Aberrations of Round Lenses, at some length is the best way

of doing this, and once the fundamental structures (e.g., 24.56) have been recognized, the

subsequent differentiation, incorporation of the paraxial equation, multiplication by arbitrary

constants and addition to the original coefficients or eikonal function can all be performed

by the computer.

If, however, the behaviour of some unfamiliar component is being studied as a preliminary

to exact numerical computation of ranges of values of the parameters of apparent interest,
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it is often helpful to adopt a simple but realistic field model. Despite its shortcomings,

Glaser’s bell-shaped model (Chapter 36 of Volume 2) is invaluable for grasping the

behaviour of magnetic lenses and is invariably used for teaching purposes; for quadrupoles,

the rectangular and bell-shaped models are perfectly adequate for many purposes, and

several other types of component are likewise represented rather well by simple models.

Evaluation of the aberration integrals for these models is another lengthy task, involving the

manipulation of unwieldy expressions frequently involving powers of circular and

hyperbolic functions. Computer algebra languages are well-equipped to perform this.

We have mentioned the use of partial integration to cast aberration integrals into a form

suitable for numerical evaluation, but how is the latter to be implemented? Computer

algebra languages originally provided their answers only as algebraic formulae, which had

then to be programmed manually in one of the ordinary high-level languages suited to

numerical computation. This was clearly inefficient since one of the attractions of deriving

large formulae by computer is to eliminate the risk of human error, but such mistakes are

just as likely to creep in when translating the algebraic output into FORTRAN, for

example. By 1980, therefore, as a result of a considerable effort, symbolic�numeric

interfaces had been developed, notably for REDUCE; the same is now true of many other

languages. The user can perform numerical calculations directly from his algebraic output.

The derivation of aberration integrals is not of course the only laborious task facing the

theoretician in electron optics, and the operations mentioned above are only a selection of

those available. Packages for integration, for polynomial factorization, for solving ordinary

differential equations and integral equations, for arbitrary precision floating-point arithmetic

and for network analysis problems, including calculation of the determinants of sparse

matrices are now routinely included.

34.9.3 Practical Examples

The languages CAMAL (Barton and Fitch, 1972; Fitch, 1985) and REDUCE (Hearn, 1985)

have been used in electron optics to obtain relativistically correct formulae for the third-

order geometric aberrations of round electrostatic lenses (Hawkes, 1977), to derive

aberration coefficients for combined deflection and focusing fields (Soma, 1977,

cf. Section 32.3.2) and to study the aberrations of microwave cavities acting as dynamic

electron lenses (Hawkes, 1983). Liu has used MATHEMATICA in his work on differential

algebra (Liu, 2007) and on higher order aberrations, see Sections 24.10 and 26.3. Preikszas

(1995) developed a program, MOPS [Manipulation of Power Series], specifically designed

to generate the aberration coefficients of electron mirrors; this was resuscitated to generate

the unpublished off-axis aberrations of mirrors, listed in Section 28.1 (Preikszas, private

communication, 2016).
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Notes and References

The following lists of references follow the main divisions of the book with the exception of those

corresponding to Part VII (Instrumental Optics). The lists for Chapters 35 (Electrostatic Lenses) and 36

(Magnetic Lenses) are so long that it seemed preferable to give them separately.

In order to avoid repetition, standard abbreviations have been adopted for several series of conference

proceedings, namely, the European and International conferences on (electron) microscopy, which have

alternated every two years since 1954 (prior to that date they were not quite so regular); the occasional

conferences on high-voltage electron microscopy; the annual meetings of the Electron Microscopy Society

of America; and the biennial meetings of the Electron Microscopy and Analysis Group of the British

Institute of Physics. The European and International Conferences (EUREM or EMC and ICEM or IMC,

respectively) are identified by date and place, the high-voltage conferences by date followed by HVEM and

place, the American meetings by date followed by EMSA or MSA, venue and meeting number and the

British meetings by date followed by EMAG and venue. The Multinational Conferences on (Electron)

Microscopy and the Dreiländertagungen, now Microscopy Conferences, are labelled MCEM or MCM and

MC followed by number or date. The biennial Seminars on Recent Trends in Charged Particle Optics and

Surface Physics Instrumentation (‘Skalský Dvůr’) are referred to by date and Recent Trends. Full

bibliographic details of all these conference volumes are to be found at the end of this section.

Some of the lists that follow contain papers that are not cited in the text. With one exception, however, all these

additional references are cited in the notes that precede the lists with some indication of their contents. The

exception concerns the Preface and the introductory first chapter. This contains a very full list of books on

electron optics; texts that are devoted mainly to electron microscopy are not always included, however.

Despite the length of these lists, we make no claim to completeness and indeed, the coverage is deliberately

uneven. For some topics, excellent bibliographies have been compiled and we have referred to these rather

than merely repeating their contents. There are others, however, for which the literature is very scattered �
electron guns and ultrafast electron microscopy are examples � and here we have attempted to give rather

thorough coverage. We shall be most grateful to have any errors or serious omissions drawn to our

attention.
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E. Brüche and W. Henneberg (1936). Geometrische Elektronenoptik (Entwicklung von 1934 bis Mitte 1936).

Ergebnisse Exakten Naturwiss. 15, 365�421.
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L. de Broglie (1925). Recherches sur la théorie des quanta. Ann. Phys. (Paris) 3, 22�128.

L. de Broglie, Ed. (1946). L’Optique Electronique (Editions de la Revue d’Optique Théorique et Instrumentale,
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H. Rose (1968). Über die Berechnung der Bildfehler elektronenoptischer Systeme mit gerader Achse, I & II.

Optik 27, 466�474 & 497�514.

H. Rose (1983). Otto Scherzer gestorben. Optik 63, 185�188.

H. Rose (2008). History of direct aberration correction. Adv. Imaging Electron Phys. 153, 1�37.

H. Rose (2009). Historical aspects of aberration correction. J. Electron Microsc. 58, 77�85.

H. Rose (2012). Geometrical Charged-particle Optics, second edn. (Springer, Berlin; first edn, 2009).

R. Rühle (1949). Das Elektronenmikroskop (Curt E. Schwab, Stuttgart).
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E. Ruska (1979). Die Frühe Entwicklung der Elektronenlinsen und der Elektronenmikroskopie. Acta Hist.

Leopold. No. 12, 136 pp.

E. Ruska (1980). The early development of electron lenses and electron microscopy. Microsc. Acta. Suppl. 5.

Also published as a book by Hirzel, Stuttgart. Translation by T. Mulvey of the preceding entry.

E. Ruska (1984). Die Entstehung des Elektronenmikroskops (Zusammenhang zwischen Realisierung und erster

Patentanmeldung, Dokumente einer Erfindung). Arch. Geschichte Naturwiss., 525�551. Nos. 11/12.

E. Ruska (1986). The emergence of the electron microscope. Connection between realization and first patent

application, documents of an invention. J. Ultrastruct. Mol. Struct. Res. 95, 3�28. Translation of Ruska, 1984.

E. Ruska and M. Knoll (1931). Die magnetische Sammelspule für schnelle Elektronenstrahlen. Z. Tech. Phys.

12. 389�400 & 448.

A. A. Rusterholz (1950). Elektronenoptik, Vol. 1, Grundzüge der Theoretischen Elektronenoptik (Birkhäuser, Basle).
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M. von Ardenne (1978). Zur Geschichte der Rasterelektronenmikroskopie und der Elektronenmikrosonde. Optik

50, 177�188.

M. von Ardenne (1985). On the history of scanning electron microscopy, of the electron microprobe, and of

early contributions to transmission electron micoscopy. In The Beginnings of Electron Microscopy (P. W.

Hawkes, Ed.), 1�21 (Academic Press, Orlando and London). Adv. Electron. Electron Phys. Suppl. 16.
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B. Lencová (1988b). Computation of electron optical components. EUREM-9, York. 1, 75�80.
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M. Oral and B. Lencová (2003). Calculation of aberration coefficients by ray tracing. Microsc. Microanal. 9

(Suppl. 3), 26�27.
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C. H. Schaefer (1983). The application of the Alternating Procedure by H.A. Schwarz for computing three-

dimensional electrostatic fields in electron-optical devices with complicated boundaries. Optik 65,

347�359.

W. Scherle (1983). Eine Integralgleichungsmethode zur Berechnung magnetischer Felder von Anordnungen mit

Medien unterschiedlicher Permeabilität. Optik 63, 217�226.

W. Schwertfeger and E. Kasper (1974). Zur numerischen Berechnung elektromagnetischer Multipolfelder. Optik

41, 160�173.

P. Silvester and A. Konrad (1973). Axisymmetric triangular finite elements for the scalar Helmholz equation.

Int. J. Numer. Meth. Eng. 5, 481�497.

B. Singer and M. Braun (1970). Integral equation method for computer evaluation of electron optics. IEEE

Trans. Electron Devices 17, 926�934.

I. H. Sloan (1992). Error analysis of boundary integral methods. Acta Numerica 1, 287�339.

646 Part II, Chapters 6�13

http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref476
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref476
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref476
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref477
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref477
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref477
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref478
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref478
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref478
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref479
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref479
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref479
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref479
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref480
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref480
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref480
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref480
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref481
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref482
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref482
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref482
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref483
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref484
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref484
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref484
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref485
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref485
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref485
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref486
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref486
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref486
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref486
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref487
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref487
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref487
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref488
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref488
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref488
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref489
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref489
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref489
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref489
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref490
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref490
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref491
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref491
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref492
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref492
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref492
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref492
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref493
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref493
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref493
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref494
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref494
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref494
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref494
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref495
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref495
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref495
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref496
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref496
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref496
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref497
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref497
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref497
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref498
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref498
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref498
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref499
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref499


H. L. Stone (1968). Iterative solution of implicit approximations of multidimensional partial differential

equations. SIAM J. Numer. Anal. 5, 530�558.
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All books on electron optics devote considerable space to the paraxial properties of round lenses though the

distinction between the real and asymptotic cardinal elements is not always emphasized as strongly as it is

here. Information about electrostatic and magnetic lenses is to be found in the surveys of de Broglie (1946,

1950), Marton (1946), Bruck and Grivet (1950), Mulvey and Wallington (1973), Hawkes (1982), Riecke

(1982, 1984), Mulvey (1984), Baranova and Yavor (1984, 1986, 1989), Lencová (1997, 2009) and Tsuno

(1997, 2009) For some early work not cited in the main text, see Picht (1933a,b, 1939b), Dyachenko (1935),

Dyachenko and Sakharov (1935, 1937a,b, 1938a,b), Glaser (1936) and on Newtonian fields, Glaser (1950).

Additional information about electron mirrors (Chapter 18) is to be found in Henneberg and Recknagel (1935),

Hottenroth (1936, 1937), Picht (1939a), Regenstreif (1947), Kot (1952a,b), Ivanov and Abalmazova (1966),

Kel’man et al. (1971a�d, 1973a�c, 1982) and Yakushev and Sekunova (1986). For further details of the

mirror in the Castaing-Henry device, see Castaing and Henry (1964) and Metherell (1971). Chapters 18 and

28 have been greatly expanded and additional references are included in the text. Extensive bibliographies

are included in Luk’yanov and Spivak (1973) and Hawkes (2012).

Only a small section of the literature on quadrupoles (Chapter 19) is presented here. Several books deal

extensively with them (Strashkevich, 1959, 1966; Hawkes, 1966, 1970; and Yavor, 1968) and more are

listed in Chapter 39. Many monographs and review articles aimed at higher energies likewise deal with

them at length, though here a particular model (see Chapter 39) is usually adopted; see in particular

Bernard (1953a,b, 1954), Grivet and Septier (1960), Chamberlain (1960), Septier (1961), Luckey (1961),

King (1964), Steffen (1965, 1985), Banford (1966), Bruck (1966a,b), Brown (1968), Brown and Servranckx

(1985), Busse and Zelazny (1984), Wollnik (1987) and Carey (1987). On the origins of the strong-focusing

idea, see Thomas (1938), Christofilos (1950), Courant et al. (1952, 1953) and (for electrostatic strong

focusing) Blewett (1952). We also list an interesting early paper of Strashkevich (1954) and a discussion of

various quadruplets by Dymnikov et al. (1963b). Much of the later literature on quadrupoles is concerned

with aberration correction and is cited in Chapter 41 of Volume 2.
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The optics of cylindrical lenses (Chapter 20) or their potential distributions are further examined by Fry (1932),

Henneberg (1935), Glaser and Henneberg (1935), Strashkevich and Glushko (1940, 1941), Glushko and

Strashkevich (1940, 1941), Strashkevich (1940c, 1952a�c, 1955), Rabin and Strashkevich (1950), Rabin

et al. (1951), Strashkevich and Yurchenko (1952), Bálta Elı́as and Gómez Garcı́a (1950), Archard (1954a,

b), Laudet (1953, 1955, 1956), Septier (1954), Baranovskii et al. (1955), Gautier and Latour (1959),

Yavor and Szilágyi (1960), Yavor et al. (1960), Bacquet et al. (1961, 1963), Kochanov (1962, 1963),

Glikman and Yakushev (1967), Glikman et al. (1967a�c), Hibi et al. (1967), Ćirić et al. (1976) and

Vukanić et al. (1976).
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Part IV, Chapters 21�31

Further discussion or alternative presentations of the basic ideas of this chapter are to be found in Carathéodory

(1937), Sturrock (1952) and Kas’yankov (1958a) and aberrations in general are surveyed in Hawkes

(1967a, 2008, 2009a,b), Hawkes and Krivanek (2018) and Lenz (1982a). The historical article by Kanaya

(1985) also takes a broad view.

The interesting approach to aberrations in the language of Lie algebra, explained in detail by Dragt and Forest

(1986), was introduced briefly in Section 5.8. One of the attractions claimed for this approach is the ease

with which interrelations between aberration coefficients are recovered; we therefore remind the reader that

this has long been known to be an advantage of the eikonal method and that various alternative ways of

establishing such relations have been explored by Meads (1963) and Sivkov (1971). The ‘symplecticity’,

which is a central feature of the Lie method, is powerfully exploited by Wollnik and Berz (1985) and

examined critically by Rose (1987). The Lie method is presented in detail and compared with related

approaches by Radlička (2008).

Many papers have been devoted to each of the aberrations analysed in Chapters 24 and 25. On spherical

aberration, see Rebsch and Schneider (1937), Becker and Wallraff (1938), Rebsch (1938), Plass (1942),
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Distortion is the subject of papers by Hillier (1946b), Rang (1948), Mulvey and Jacob (1949), Kanaya (1951b,

1952b), Kanaya and Kato (1951), Liebmann (1952a), Wegmann (1953, 1954), De and Saha (1954), Seman

(1959a), Kynaston and Mulvey (1962, 1963), Reisner (1970), Marai and Mulvey (1975, 1977), Lambrakis

et al. (1977), Alshwaikh and Mulvey (1977), Elkamali and Mulvey (1977, 1979, 1980), Tsuno and Harada

(1981a,b) and Tsuno et al. (1980a,b).

A complete list of the fifth-order aberration coefficients of round lenses is to be found in Hawkes (1965a) and

later in Li and Ni (1988) and in Ai and Szilagyi (1988) but see comments on these lists at the end of

Section 24.10. As well as the paper by Meyer already cited, see also Archard (1960) and U (1957).

References to the formulae reproduced here are to be found in the corresponding paragraphs.

For further theoretical work on chromatic aberration (Chapter 26), see Glaser (1940b), Scherzer (1941), Kanaya

(1951a, 1952a), Liebmann (1952b), Katagiri (1953), Morito (1954, 1957), Vandakurov (1955a), Watanabe

and Morito (1955), Schiske (1956), Seman (1959b) and Brookes et al. (1968) and as usual, the references

for Chapters 35 and 36.

To Chapter 27, we may add Hawkes (1983b, 1984b), Hanszen et al. (1972), Brouwer and Walther (1967) and

the use by Heritage (1973) and Lewis et al. (1986) of aberration polynomials.

The general texts by Steffen (1965), Banford (1966), Carey (1987a) and Wollnik (1987) are all useful in

connection with Chapter 28 as are the Charged Particle Optics Conference proceedings listed after Part VI.

For very full bibliographies, see Hawkes (1966, 1970a). The papers by Ximen (1957) and Ximen et al.

(1983) are relevant to Chapter 29.

A few extra details on cylindrical lens theory (Chapter 30) are to be found in Bertein (1950a�c, 1951a,b),

Laudet (1953), Vandakurov (1955b) and Rose (1972).

Parasitic aberrations (Chapter 31) have a voluminous literature, in which few authors pay much attention to the

work of their predecessors. The following list contains analyses of lens imperfections of various sorts and

descriptions of many kinds of stigmator: Scherzer (1946), Hillier (1946a), Bertein (1947a-d, 1948a�c,

1949), Bertein and Regenstreif (1947, 1949), Bruck (1947b,c), Bruck and Grivet (1947, 1950), Bruck et al.

(1948), Glaser (1948), Cotte (1949, 1950), Grivet et al. (1949), Inoue (1950), Rabin et al. (1951),

Regenstreif (1951a�d), Recknagel and Haufe (1952/53), Leisegang (1953, 1954), Hahn (1954, 1959,

1966), Lenz and Hahn (1953), Kanaya (1953, 1955, 1958, 1962), Sakaki and Maruse (1954), Morito

(1955), Stoyanov (1955a,b, 1958), Riecke (1958, 1964, 1966/67, 1972, 1976, 1982), Kanaya and Ishikawa

(1958, 1959), Kas’yankov (1959), Katagiri (1960a,b), Meyer (1961a,b), Vlasov and Shakhmatova (1962),

Watanabe and Someya (1963), Ximen and Chen (1964), Ximen and Xi (1964), Tadano et al. (1966),

Reisner and Schuler (1967), Amboss and Jennings (1970), Yanaka and Shirota (1970), Monastyrskii and

Kolesnikov (1983), Boerboom (1987), Carey (1987b), Liu et al. (1990), Yavor and Berdnikov (1995), Wei

and Yan (1999), Dvořák (2002), Ivanov and Kriklivyy (2004), Shánel et al. (2014), Zlámal and Lencová

(2015), Radlička and Oral (2016). The related literature that has been generated by aberration correction is

cited in Chapter 41. The subject has been reviewed by Yavor (1993).
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Notes and References 661

http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref806
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref806
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref806
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref807
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref807
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref807
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref808
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref808
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref808
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref809
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref809
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref809
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref810
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref810
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref810
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref811
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref811
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref811
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref812
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref812
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref812
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref813
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref813
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref813
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref814
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref814
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref814
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref815
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref815
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref815
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref816
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref816
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref816
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref817
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref817
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref817
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref818
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref818
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref818
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref819
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref819
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref819
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref819
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref820
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref820
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref820
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref821
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref821
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref821
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref821
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref822
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref822
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref823
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref824
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref824
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref824
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref07
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref07
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref07
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref825
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref825
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref825
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref08
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref08
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref08
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref826
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref826
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref826
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref827
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref827


H. Bruck, R. Remillon and L. Romani (1948). L’aberration de l’objectif électrostatique à trou central ovalisé. C.
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P. W. Hawkes, B. Lencová and M. Lenc (1995). Approximate expressions for electron lens properties. J.

Microsc. (Oxford) 179, 145�157.

A. C. Hearn (1985). REDUCE User’s Manual (Rand Corp., Santa Monica CA).

M. B. Heritage (1973). The computation of the third-order aberration coefficients of electron lenses. In Image

Processing and Computer-Aided Design in Electron Optics (P. W. Hawkes, Ed.), 324�338 (Academic

Press, London & New York).

M. Herzberger (1931). Strahlenoptik (Springer, Berlin).

M. Herzberger (1958). Modern Geometrical Optics (Wiley�Interscience, New York & London).

666 Part IV, Chapters 21�31

http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref930
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref930
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref930
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref930
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref931
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref931
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref931
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref933
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref933
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref934
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref934
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref934
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref934
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref935
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref935
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref935
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref936
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref936
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref936
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref937
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref937
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref937
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref938
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref938
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref938
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref939
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref939
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref939
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref939
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref940
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref940
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref940
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref941
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref941
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref941
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref942
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref942
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref942
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref944
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref944
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref945
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref946
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref946
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref947
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref947
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref947
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1857
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1857
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref949
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref949
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref949
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref950
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref950
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref950
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref951
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref952
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref952
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref952
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref952
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref953
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref954
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref954


J. Hillier (1946a). Further improvement in the resolving power of the electron microscope. J. Appl. Phys. 17, 307�309.

J. Hillier (1946b). A study of distortion in electron microscope projection lenses. J. Appl. Phys. 17, 411�419.

J. Hillier and E. G. Ramberg (1947). The magnetic electron microscope objective: contour phenomena and the

attainment of high resolving power. J. Appl. Phys. 18, 48�71.

Y. Inoue (1950). On the asymmetric aberration of the electron lens. ICEM-2, Paris. 1, 199�200.

D. Ioanoviciu (1989). Ion optics. Adv. Electron. Electron Phys. 73, 1�92.

D. Ioanoviciu, G. E. Yefchak and C. G. Enke (1989). Second-order space-time transfer matrix of the two-stage

electrostatic mirror. Int. J. Mass Spectrom. Ion Process. 94, 281�291.

K. Ishizuka (1994). Coma-free alignment of a high-resolution electron microscope with three-fold astigmatism.

Ultramicroscopy 55, 407�418.

V. Ivanov and V. Kriklivyy (2004). Numerical algorithms for boundary problems with disturbed axial

symmetry. Nucl. Instrum. Meth. Phys. Res. A 519, 96�116.

O. Jandeleit and F. Lenz (1959). Berechnung der Bildfehlerkoeffizienten magnetischer Elektronenlinsen in

Abhängigkeit von der Polschuhgeometrie und den Betriebsdaten. Optik 16, 87�107.

J. Janse (1971). Numerical treatment of electron lenses with perturbed axial symmetry. Optik 33, 270�281.

K. Kanaya (1951a). Spherical and chromatic aberrations in magnetic lenses for electron microscopes [in

Japanese]. Bull. Electrotech. Lab. 15, 86�91.

K. Kanaya (1951b). Distortion in magnetic lenses for electron microscopes [in Japanese]. Bull. Electrotech. Lab.

15, 91�94.

K. Kanaya (1951c). Curvature of field and astigmatism in magnetic lenses for electron microscopes [in

Japanese]. Bull. Electrotech. Lab. 15, 193�198.

K. Kanaya (1951d). Coma in magnetic lenses for electron microscopes [in Japanese]. Bull. Electrotech. Lab. 15,

199�202.

K. Kanaya (1952a). Three-stage electron microscopes. I. Spherical and chromatic aberrations of magnetic lenses

[in Japanese]. Bull. Electrotech. Lab. 16, 25�30.

K. Kanaya (1952b). Three-stage electron microscopes. II. Distortion of magnetic lenses [in Japanese]. Bull.

Electrotech. Lab. 16, 135�142.

K. Kanaya (1952c). Three-stage electron microscopes. III. Curvature of field and astigmatism of magnetic

lenses [in Japanese]. Bull. Electrotech. Lab. 16, 184�192.

K. Kanaya (1953). On the manufacture accuracy of magnetic lenses in electron microscopes. J.

Electronmicrosc. 1, 7�12.

K. Kanaya (1955). Electron optic theory on the design of magnetic lenses for electron microscopes. Res.

Electrotech. Lab. 548. 70 pp.

K. Kanaya (1958). Theoretical consideration for anastigmatic lens in electron microscope. Bull. Electrotech.

Lab. 22, 615�622.

K. Kanaya (1962). An anastigmatic alinement system by double magnetic deflectors with stigmator in the

electron beam instruments. Bull. Electrotech. Lab. 26, 161�172.

K. Kanaya (1985). Reminiscences of the development of electron optics and electron microscope

instrumentation in Japan. Adv. Electron. Electron Phys. (Suppl. 16), 317�386.

K. Kanaya and A. Ishikawa (1958). Disagreement of voltage and current centres due to misalignment in the

electron microscope. Bull. Electrotech. Lab. 22, 641�646.

K. Kanaya and A. Ishikawa (1959). Mialignment defects on the electron microscope images. J. Electronmicrosc.

7, 13�15.

K. Kanaya and A. Kato (1951). Measurement of distortion in magnetic lenses for electron microscopes. Bull.

Electrotech. Lab. 15, 827�833.

K. Kanaya and H. Kawakatsu (1961). Electro-static stigmators used in correcting second and third order

astigmatisms in the electron microscope. Bull. Electrotech. Lab 25, 641�656.

K. Kanaya, H. Kawakatsu, H. Yamazaki and S. Sibata (1966). Electron optical properties of three-electrode

electron lenses. J. Sci. Instrum. 43, 416�429.

E. Kasper (1982). Magnetic field calculation and the determination of electron trajectories. In Magnetic Electron

Lenses (P. W. Hawkes, Ed.), 57�118 (Springer, Berlin & New York).

Notes and References 667

http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref955
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref955
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref956
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref956
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref957
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref957
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref957
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref958
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref958
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref959
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref959
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref959
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref960
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref960
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref960
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref961
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref961
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref961
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref962
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref962
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref962
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref963
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref963
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref964
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref964
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref964
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref965
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref965
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref965
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref966
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref966
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref966
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref967
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref967
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref967
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref968
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref968
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref968
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref969
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref969
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref969
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref970
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref970
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref970
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref971
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref971
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref971
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref972
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref972
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref973
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref973
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref973
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref974
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref974
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref974
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref975
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref975
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref975
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref976
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref976
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref976
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref977
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref977
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref977
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref978
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref978
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref978
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1865
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1865
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1865
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref979
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref979
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref979
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref980
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref980
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref980


P. P. Kas’yankov (1950). Conditions for the correction of astigmatism and field curvature in electron lenses. Zh.

Tekh. Fiz. 20, 1426�1434.

P. P. Kas’yankov (1952). Calculation of an electron lens for given conditions on the aberrations of third order.

Zh. Tekh. Fiz. 22, 80�83.

P. P. Kas’yankov (1955). On electron lenses the the spherical aberration of which can be made as small as is

desired. Zh. Tekh. Fiz. 25, 1639�1648.

P. P. Kas’yankov (1956a). On some problems in the theory of electron beam focusing. Dokl. Akad. Nauk SSSR

108, 813�816. Sov. Phys. Dokl. 1, 367�371.

P. P. Kas’yankov (1956b). Teoriya Elektromagnitnykh Sistem s Krivolineinoi Os’yu (Leningrad University Press,

Leningrad).

P. P. Kas’yankov (1957). On the trajectory equations for an electron in electron-optical systems with a

curvilinear axis. Opt. Spektrosk. 3, 169�179.

P. P. Kas’yankov (1958a). On the condition for the existence of stigmatic imaging in electron optical systems

with curvilinear axis. Dokl. Akad. Nauk SSSR 120, 497�500. Sov. Phys. Dokl. 3, 573�576.

P. P. Kas’yankov (1958b). On the letter of Corresponding Member of the Academy of Sciences, Prof. G.A.

Grinberg. Zh. Tekh. Fiz. 28, 915�918. Sov. Phys. Tech. Phys. 3, 854�857.

P. P. Kas’yankov (1959). A theoretical method of investigating the characteristics of a stigmator. Izv. Akad.

Nauk SSSR (Ser. Fiz.) 23, 711�715. Bull. Acad. Sci. USSR (Phys. Ser.) 23, 706�710.

P. P. Kas’yankov (1967). Methods of calculation for axially symmetric electron optical systems. In Chislennye

Metody Rascheta Elektronno-opticheskykh Sistem (G. I. Marchuk, Ed.), 4�10 (Nauka, Novosibirsk).

P. P. Kas’yankov, N. S. Cheremisina and N. P. Rynkevich (1970a). Petzval systems in electron optics. Opt.-

Mekh. Prom. 37 (11), 67. Sov. J. Opt. Technol. 37, 757�758.

P. P. Kas’yankov, N. P. Rynkevich and N. S. Cheremisina (1970b). Systems with corrected Petzval curvature.

In Metody Rascheta Elektronno-opticheskykh Sistem (G. I. Marchuk, Ed.), 62�67 (Nauka, Novosibirsk).

S. Katagiri (1953). Experimental study of axial chromatic aberration. J. Electronmicrosc. 1, 13�18.

S. Katagiri (1960a). On the astigmatism of magnetic electron lens. J. Electronmicrosc. 8, 13�16.

S. Katagiri (1960b). Hysteresis in astigmatism of magnetic electron lens. J. Electronmicrosc. 9 (2), 119�120.

H. Kawakatsu and K. Kanaya (1961). Magnetic stigmators used in correcting second and third order

astigmatisms in the electron microscope. Bull. Electrotech. Lab 25, 801�814.

V. M. Kel’man and S. Ya. Yavor (1961). Achromatic quadrupole electron lenses. Zh. Tekh. Fiz. 31, 1439�1442.

Sov. Phys. Tech. Phys. 6, 1052�1054.

V. M. Kel’man, L. V. Fedulina and E. M. Yakushev (1971a). Electrostatic cylindrical electron mirrors. Zh.

Tekh. Fiz. 41, 1489�1497. Sov. Phys. Tech. Phys. 16, 1171�1176.

V. M. Kel’man, L. V. Fedulina and E. M. Yakushev (1971b). Paraxial properties and aberrations of a two-

electrode cylindrical mirror. Zh. Tekh. Fiz. 41, 1832�1838. Sov. Phys. Tech. Phys. 16, 1449�1454.

V. M. Kel’man, L. V. Fedulina and E. M. Yakushev (1971c). Combined cylindrical electron mirrors. I. Zh.

Tekh. Fiz. 41, 2016�2022. Sov. Phys. Tech. Phys. 16, 1598�1602.

V. M. Kel’man, A. A. Sapargaliev and E. M. Yakushev (1972). Theory of the cathode lens. I. Cylindrical

cathode lens. Zh. Tekh. Fiz. 42, 2001�2009. Sov. Phys. Tech. Phys. 17, 1607�1611.

V. M. Kel’man, A. A. Sapargaliev and E. M. Yakushev (1973). Theory of the cathode lens. II. Electrostatic

cathode lens with rotational field symmetry. Zh. Tekh. Fiz. 43, 52�60. Sov. Phys. Tech. Phys. 18, 33�37.

R. Könenkamp, T. Jones, J. Elstner, R. C. Word, G. Rempfer, T. Dixon, L. Almaraz and W. Skoczylas (2008).

Image properties in an aberration-corrected photoemission electron microscope. Phys. Procedia 1, 505�511.

J. Korringa (1942). Onderzoekingen op het Gebied der Algebraı̈sche Optiek. Dissertation, Delft.

O. Krivanek (1994). Three-fold astigmatism in high-resolution transmission electron microscopy.

Ultramicroscopy 55, 419�433.

O. L. Krivanek and M. L. Leber (1993). Three-fold astigmatism: an important TEM aberration. MSA 51,

Cincinnati. 972�973.

O. L. Krivanek and P. A. Stadelmann (1995). Effect of three-fold astigmatism on high-resolution electron

micrographs. Ultramicroscopy 60, 103�113.

668 Part IV, Chapters 21�31

http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref981
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref981
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref981
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref982
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref982
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref982
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref983
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref983
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref983
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref984
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref984
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref984
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref984
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref985
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref985
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref986
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref986
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref986
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref987
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref987
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref987
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref987
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref988
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref988
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref988
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref988
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref989
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref989
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref989
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref989
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref990
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref990
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref990
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref991
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref991
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref991
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref992
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref992
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref992
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref993
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref993
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref994
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref994
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref995
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref995
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1860
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1860
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1860
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref996
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref996
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref996
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref996
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref997
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref997
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref997
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref997
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref998
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref998
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref998
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref998
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref999
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref999
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref999
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref999
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1000
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1000
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1000
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1000
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1001
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1001
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1001
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1001
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1002
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1002
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1002
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1003
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1003
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1003
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1004
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1004
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1004


O. L. Krivanek, N. Dellby and M. Murfitt (2009). Aberration correction in electron microscopy. In Handbook of

Charged Particle Optics, 2nd edn (J. Orloff, Ed.) 601�640. (CRC Press, Baton Rouge).

Yu. V. Kulikov (1971). Geometrical optics of a five-electrode immersion objective. Radiotekh. Elektron. 16,

654�655. Radio Eng. Electron. Phys. 16, 715�717.

Yu. V. Kulikov (1972). The problem of evaluating the image quality of cathode electron-optical systems.

Radiotekh. Elektron. 17, 373�375. Radio Eng. Electron. Phys. 17, 286�288.

Yu. V. Kulikov (1973). Some problems of cathode lenses with image transfer. Radiotekh. Elektron. 18,

2379�2383. Radio Eng. Electron. Phys. 18(11), 286�288.

Yu. V. Kulikov (1975). Evaluation of the image quality of cathode electron-optical systems with third-order

aberrations taken into account. Radiotekh. Elektron. 20, 1249�1254. Radio Eng. Electron. Phys. 20 (6), 93.

Yu. V. Kulikov, M. A. Monastyrskii and K. I. Feygin (1978). Theory of third-order aberrations of cathode

lenses. Aberrations of cathode lenses with combined electric and magnetic fields. Radiotekh. Elektron. 23,

167�175. Radio Eng. Electron. Phys. 23 (1), 120.

C. E. Kuyatt (1978). Systematic transformations of the asymptotic aberration coefficients of round electrostatic

lenses (1). J. Vac. Sci. Technol 15, 861�864.

C. E. Kuyatt, D. DiChio and S. V. Natali (1974). Third-order asymptotic aberration coefficients of electron

lenses. III. Formulas and results for the two-tube electrostatic lens. Rev. Sci. Instrum. 45, 1275�1280.

D. Kynaston and T. Mulvey (1962). Distortion-free operation of the electron microscope. ICEM-5, Philadelphia.

1, D-2.

D. Kynaston and T. Mulvey (1963). The correction of distortion in the electron microscope. Br. J. Appl. Phys.

14, 199�206.

E. Lambrakis, F. Z. Marai and T. Mulvey (1977). Correction of spiral distortion in the transmission electron

microscope. EMAG, Glasgow. 35�38.

M. Laudet (1953). Potentiel et champ d’une lentille électrostatique à trois fentes. Cah. Phys. 41, 73�80.
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E. Plies and H. Rose (1971). Über die axialen Bildfehler magnetischer Ablenksysteme mit krummer Achse.

Optik 34, 171�190.
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R. Rebsch (1938). Das theoretische Auflösungsvermögen des Elektronenmikroskops. Ann. Phys. (Leipzig) 31

(423), 551�560.

672 Part IV, Chapters 21�31

http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1071
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1072
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1072
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1072
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1073
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1073
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1074
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1074
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1074
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1075
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1075
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1075
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1075
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1076
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1076
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1077
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1077
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1077
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1078
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1078
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1078
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1079
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1079
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1079
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1080
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1080
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1080
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1081
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1081
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1081
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1082
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1082
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1083
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1083
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1083
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1084
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1084
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1084
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1085
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1085
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1085
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1085
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1086
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1086
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1086
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1087
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1087
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1088
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1088
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1088
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1089
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1089
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1089
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1090
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1090
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1090
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1090
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1091
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1091
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1091
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1092
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1092
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1092


R. Rebsch (1940). Über den Öffnungsfehler der Elektronenlinsen. Z. Phys. 116, 729�733.
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Part V, Chapters 32 and 33

We draw attention to the survey by Ritz (1979), to the earlier papers on deflection aberrations by Griimm and

Spurny (1956), Werner (1963), Hutter (1947, 1948, 1967) and Schürmann and Haussmann (1967) and to

other work by Munro (1975, 1980), Soma (1979), Knauer (1981), Owen (1981) and Tsumagari et al. (1986,

1987, 1991), who consider parasitic aberrations. See also Baranova and Yavor (1996) and Petrov et al.

(2001) on achromatic deflectors, Hu and Tang (1998, 1999a,b) and Hu et al. (1999) on higher order field

functions and the use of Lie algebra, Oral et al. (2015) on dynamic correction and an original proposal by

Retsky (1997a�c, 2001).

Papers on this subject frequently appear in the proceedings of the Electron, Ion and Photon Beam Technology
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Notes and References 679

http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1242
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1242
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1242
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1243
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1243
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1243
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1244
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1244
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1244
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1245
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1245
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1245
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1245
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1246
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1246
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1246
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1247
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1247
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1247
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1248
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1248
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1248
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1249
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1249
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1249
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1250
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1250
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1250
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1251
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1252
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1252
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1252
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1253
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1253
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1253
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1254
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1254
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1254
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1254
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1255
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1255
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1255
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1256
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1256
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1256
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1256
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1257
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1257
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1257
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1258
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1258
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1258
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1259
http://refhub.elsevier.com/B978-0-08-102256-6.00056-0/sbref1259


Engineering meetings now published in Microelectronic Engineering and in those of the Microprocesses

and Nanotechnology conferences, published in the Japanese Journal of Applied Physics.

���

K. Amboss and E. D. Wolf (1971). Double-deflection aberrations in a scanning electron microscope. In Record

11th Symposium Electron, Ion & Laser Beam Technology (R. F. M. Thornley, Ed.), 195�204 (San

Francisco Press, San Francisco).

L. A. Baranova and S. Ya. Yavor (1996). Achromatic deflection system. Proc. SPIE 2858, 81�87.

H. C. Chu and E. Munro (1981). Computerized optimization of electron-beam lithography systems. J. Vac. Sci.

Technol. 19, 1053�1057.

H. C. Chu and E. Munro (1982a). Numerical analysis of electron beam lithography systems. Part III.

Calculation of the optical properties of electron focusing systems and dual-channel deflection systems with

combined magnetic and electrostatic fields. Optik 61, 121�145.

H. C. Chu and E. Munro (1982b). Numerical analysis of electron beam lithography systems. Part IV.

Computerized optimization of the electron optical performance of electron beam lithography systems using

the damped least squares method. Optik 61, 213�246.

A. V. Crewe and N. W. Parker (1976). Correction of third-order aberrations in the scanning electron

microscope. Optik 46, 183�194.

S.-q. Ding (1982). A generalized coefficient formula of the third order magnetic deflection aberrations and its

relations with the raster pattern. ICEM-10, Hamburg. 1, 315�316.

A. L. Dodin (1983). Electrostatic deflecting elements without fourfold aberrations. Radiotekh. Elektron. 28,

357�361. Radio Eng. Electron. Phys. 28 (2), 114�118.
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6. EMAG [Electron Microscopy and Analysis Group of the Institute of Physics] meetings.

7. Multinational Congresses on (Electron) Microscopy (MCEM, MCM).

8. The Dreiländertagungen (Germany, Austria, Switzerland) and related meetings.

9. Recent Trends in Charged Particle Optics and Surface Physics Instrumentation (Skalský Dvůr).

10. SPIE Proceedings.

11. Soviet All-Union Conferences on Electron Microscopy.

12. Problems of Theoretical and Applied Electron Optics [Problemyi Teoreticheskoi i Prikladnoi Elektronnoi

Optiki].

13. Related Meetings.

The following list gives full publishing details of the series of International and Regional conferences

on Electron Microscopy. The South American (CIASEM) conferences are not listed as they contain

little optics. For the reader’s convenience, a few other meetings are included, in particular those on

charged particle optics, the Multinational Conferences on Electron Optics (now Multinational

Conferences on Microscopy), the Dreiländertagungen (now Microscopy Conferences) and the

conferences organized by the Electron Microscopy and Analysis Group (EMAG) of the British

Institute of Physics. In the lists of references, these are referred to by their acronyms and venue.

The irregular, short-lived series of meetings on high-voltage electron microscopy is identified by the

acronym HVEM.

The list does not include the proceedings of the annual meetings of the Electron Microscopy Society of

America, which are identified in the reference lists by EMSA or MSA, venue and the meeting number until

publication as a Supplement to Microscopy and Microanalysis was adopted. Proceedings were first issued

for the 25th meeting (1967) and have been published ever since, at first in print and more recently on-line.

For full details, see the lists published by Hawkes in Advances in Imaging and Electron Physics, Vol. 117

(2003) 203�379 and Vol. 190 (2015) 143�175.

Many other national electron microscopy societies publish proceedings of their major meetings but few contain

much optics. A notable exception is the series of All-Union meetings held in Russia, the proceedings of

which are mainly published in Izv. Akad. Nauk (Ser. Fiz.), translated as Bull. Acad. Sci. USSR (Phys. Ser.),

though a few papers appear in Radiotekhnika i Elektronika (Radio Engineering and Electronic Physics and

later Soviet Journal of Communications Technology and Electronics). Brief details of these are given at the

end of the main list. The other noteworthly exception is Japan; abstracts of Japanese national meetings

were published regularly and rapidly in the Journal of Electron Microscopy and now appear in a

supplement to Kenbikyo.

Details of other related meetings are to be found in the articles by Hawkes mentioned above, notably the

International Congresses on X-ray Optics and Microscopy (ICXOM), the Low-energy Electron Microscopy

and Photoemission Electron Microscopy (LEEM, PEEM) meetings and Frontiers of Aberration-corrected

Electron Microscopy (PICO).

1. International Congresses on Electron Microscopy, later International Microscopy Congresses

ICEM-1, Delft, 1949: Proceedings of the Conference on Electron Microscopy, Delft, 4�8 July, 1949 (A. L.

Houwink, J. B. Le Poole and W. A. Le Rütte, Eds) Hoogland, Delft, 1950.

ICEM-2, Paris, 1950: Comptes Rendus du Premier Congrès International de Microscopie Electronique, Paris,

14�22 September, 1950. Editions de la Revue d’Optique Théorique et Instrumentale, Paris, 1953. 2 Vols.

ICEM-3, London, 1954: The Proceedings of the Third International Conference on Electron Microscopy,

London, 15�21 July 1954 (R. Ross, Ed.) Royal Microscopical Society, London, 1956.

ICEM-4, Berlin, 1958: Vierter Internationaler Kongress für Elektronenmikroskopie, Berlin, 10�17 September,

1958, Verhandlungen (W. Bargmann, G. Möllenstedt, H. Niehrs, D. Peters, E. Ruska and C. Wolpers, Eds)

Springer, Berlin, 1960. 2 Vols; on-line via SpringerLink.

ICEM-5, Philadelphia, 1962: Electron Microscopy. Fifth International Congress for Electron Microscopy,

Philadelphia, Pennsylvania, 29 August to 5 September, 1962 (S. S. Breese, Ed.) Academic Press, New

York, 1962. 2 Vols.
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ICEM-6, Kyoto, 1966: Electron Microscopy 1966. Sixth International Congress for Electron Microscopy,

Kyoto, 28 August � 4 September 1966 (R. Uyeda, Ed.) Maruzen, Tokyo, 1966. 2 Vols.

ICEM-7, Grenoble, 1970: Microscopie Electronique 1970. Résumés des Communications Présentées au

Septième Congrès International, Grenoble, 30 August � 5 September 1970 (P. Favard, Ed.) Société

Française de Microscopie Electronique, Paris, 1970. 3 Vols.

ICEM-8, Canberra, 1974: Electron Microscopy 1974. Abstacts of Papers Presented to the Eighth International

Congress on Electron Microscopy, Canberra, 25�31 August 1974 (J. V. Sanders and D. J. Goodchild, Eds)

Australian Academy of Science, Canberra, 1974. 2 Vols.

ICEM-9, Toronto, 1978: Electron Microscopy 1978. Papers Presented at the Ninth International Congress on

Electron Microscopy, Toronto, 1�9 August 1978 (J. M. Sturgess, Ed.) Microscopical Society of Canada,

Toronto, 1978. 3 Vols.

ICEM-10, Hamburg, 1982: Electron Microscopy, 1982. Papers Presented at the Tenth International Congress

on Electron Microscopy, Hamburg, 17�24 August 1982. Deutsche Gesellschaft für Elektronenmikroskopie,

Frankfurt, 1982. 3 Vols.

ICEM-11, Kyoto, 1986: Electron Microscopy 1986. Proceedings of the XIth International Congress on Electron

Microscopy, Kyoto, 31 August�7 September 1986 (T. Imura, S. Maruse and T. Suzuki, Eds.). Japanese

Society of Electron Microscopy, Tokyo. 4 Vols; published as a supplement to J. Electron Microsc. 35

(1986).

ICEM-12, Seattle, 1990: Electron Microscopy 1990. Proceedings of the XIIth International Congress for

Electron Microscopy, Seattle WA, 12�18 August 1990 (L. D. Peachey, and D. B. Williams, Eds). San

Francisco Press, San Francisco. 4 Vols. See also Ultramicroscopy 36 (1991) Nos 1�3, 1�274.

ICEM-13, Paris, 1994: Electron Microscopy 1994. Proceedings of the 13th International Congress on Electron

Microscopy, Paris, 17�22 July 1994 [B. Jouffrey, C. Colliex, J. P. Chevalier, F. Glas, P. W. Hawkes, D.

Hernandez�Verdun, J. Schrevel and D. Thomas (Vol. 1), B. Jouffrey, C. Colliex, J. P. Chevalier, F. Glas

and P. W. Hawkes (Vols 2A and 2B) and B. Jouffrey, C. Colliex, D. Hernandez�Verdun, J. Schrevel and

D. Thomas (Vols 3A and 3B), Eds]. Editions de Physique, Les Ulis, 1994.

ICEM-14, Cancún, 1998: Electron Microscopy 1998. Proceedings of the 14th International Congress on

Electron Microscopy, Cancún, 31 August�4 September 1998 [Memorias del 14to Congreso Internacional

de Microscopı́a Electrónica celebrado en Cancún (México) del 31 de Agosto al 4 de Septiembre de 1998]

(H. A. Calderón Benavides and M. J. Yacamán, Eds). Institute of Physics Publishing, Bristol and

Philadelphia 1998. 4 Vols. See also Micron 31 (2000), No. 5.

ICEM-15, Durban, 2002: Electron Microscopy 2002. Proceedings of the 15th International Congress on

Electron Microscopy, International Convention Centre, Durban, 1�6 September 2002 [R. Cross, P.

Richards, M. Witcomb and J. Engelbrecht (Vol. 1, Physical, Materials and Earth Sciences), R. Cross, P.

Richards, M. Witcomb and T. Sewell, (Vol. 2, Life Sciences) and R. Cross, P. Richards, M. Witcomb, J.

Engelbrecht and T. Sewell (Vol. 3, Interdisciplinary), Eds]. Microscopy Society of Southern Africa,

Onderstepoort 2002.

IMC-16, Sapporo, 2006: Proceedings 16th International Microscopy Conference, “Microscopy for the 21st

Century”, Sapporo, 3�8 September 2006 (H. Ichinose and T. Sasaki, Eds). Vol. 1, Biological and Medical

Science; Vol. 2, Instrumentation; Vol. 3, Materials Science. Publication Committee of IMC16, Sapporo

2006.

IMC-17, Rio de Janeiro, 2010: Proceedings IMC17, The 17th IFSM International Microscopy Congress, Rio de

Janeiro, 19�24 September 2010 (G. Solórzano and W. de Souza, Eds). Sociedade Brasileira de

Microscopia e Microanálise, Rio de Janeiro 2010.

IMC-18, Prague, 2014: Prague Convention Centre, 7�12 September 2014. Proceedings open-access at www.

microscopy.cz/proceedings/all.html, edited by P. Hozak.

IMC-19, Sydney, 9�14 September 2018.

2. European Regional Congresses on Electron Microscopy, later European Microscopy Congresses

EUREM-1, Stockholm, 1956: Electron Microscopy. Proceedings of the Stockholm Conference, 17�20

September, 1956 (F. J. Sjöstrand and J. Rhodin, Eds) Almqvist and Wiksells, Stockholm, 1957.
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EUREM-2, Delft, 1960: The Proceedings of the European Regional Conference on Electron Microscopy, Delft,

29 August � 3 September 1960 (A. L. Houwink and B. J. Spit, Eds) Nederlandse Vereniging voor

Elektronenmicroscopie, Delft n.d. 2 Vols.

EUREM-3, Prague, 1964: Electron Microscopy 1964. Proceedings of the Third European Regional Conference,

Prague, 26 August � 3 September 1964 (M. Titlbach, Ed.) Publishing House of the Czechoslovak

Academy of Sciences, Prague, 1964. 2 Vols.

EUREM-4, Rome, 1968: Electron Microscopy 1968. Pre-Congress Abstracts of Papers Presented at the Fourth

Regional Conference, Rome, 1�7 September 1968 (D. S. Bocciarelli, Ed.) Tipografia Poliglotta Vaticana,

Rome, 1968. 2 Vols.

EUREM-5, Manchester, 1972: Electron Microscopy 1972. Proceedings of the Fifth European Congress on

Electron Microscopy, Manchester, 5�12 September 1972 (Institute of Physics, London, 1972).

EUREM-6, Jerusalem, 1976: Electron Microscopy 1976. Proceedings of the Sixth European Congress on

Electron Microscopy, Jerusalem, 14�20 September 1976 (D. G. Brandon (Vol. I) and Y. Ben-Shaul (Vol.

II), Eds) Tal International, Jerusalem, 1976. 2 Vols.

EUREM-7, The Hague, 1980: Electron Microscopy 1980. Proceedings of the Seventh European Congress on

Electron Microscopy, The Hague, 24�29 August 1980 (P. Brederoo and G. Boom (Vol. I), P. Brederoo

and W. de Priester (Vol. II), P. Brederoo and V. E. Cosslett (Vol. III) and P. Brederoo and J. van Landuyt

(Vol. IV), Eds). Vols. I and II contain the proceedings of the Seventh European Congress on Electron

Microscopy, Vol. III those of the Ninth International Conference on X-Ray Optics and Microanalysis, and

Vol. IV those of the Sixth International Conference on High Voltage Electron Microscopy. Seventh

European Congress on Electron Microscopy Foundation, Leiden, 1980.

EUREM-8, Budapest, 1984: Electron Microscopy 1984. Proceedings of the Eighth European Congress on

Electron Microscopy, Budapest 13�18 August 1984 (A. Csanády, P. Röhlich and D. Szabó, Eds)

Programme Committee of the Eighth European Congress on Electron Microscopy, Budapest, 1984. 3 Vols.

EUREM-9, York, 1988: Proceedings of the Ninth European Congress on Electron Microscopy, York, 4�9

September, 1988 (P. J. Goodhew and H. G. Dickinson, Eds) Institute of Physics, Bristol and Philadelphia,

1988. Conference Series 93, 3 Vols.

EUREM-10, Granada, 1992: Electron Microscopy 92. Proceedings of the 10th European Congress on Electron

Microscopy, Granada, 7-11 September 1992 [A. Rı́os, J. M. Arias, L. Megı́as-Megı́as and A. López-

Galindo (Vol. I), A. López-Galindo and M. I. Rodrı́guez-Garcı́a (Vol. II) and L. Megı́as-Megı́as, M. I.

Rodrı́guez-Garcı́a, A. Rı́os and J. M. Arias, (Vol. III), Eds]. Secretariado de Publicaciones de la

Universidad de Granada, Granada. 3 Vols.

EUREM-11, Dublin, 1996: Electron Microscopy 1996. Proceedings of the 11th European Conference on Electron

Microscopy, Dublin, 26�30 August 1996, distributed on CD-ROM [defective]. Subsequently published in

book form by CESM, the Committee of European Societies of Microscopy, Brussels 1998. 3 Vols.

EUREM-12, Brno, 2000: Electron Microscopy 2000. Proceedings of the 12th European Conference on Electron

Microscopy, Brno, 9�14 July 2000. (L. Frank and F. Čiampor, General Eds); Vol. I, Biological Sciences

(S. Čech and R. Janisch, Eds); Vol. II, Physical Sciences (J. Gemperlová and I. Vávra, Eds); Vol. III,

Instrumentation and Methodology (P. Tománek and R. Kolařı́k, Eds); Vol. IV, Supplement (L. Frank and

F. Čiampor, Eds); Vols I�III also distributed on CD-ROM. Czechoslovak Society of Electron Microscopy,

Brno 2000.

EMC-13, Antwerp, 2004: Proceedings European Microscopy Congress, Antwerp, 23�27 August 2004. (D.

Schryvers, J.-P. Timmermans and E. Pirard, General Eds); Biological Sciences, (J.-P. Verbelen and E.

Wisse, Eds); Materials Sciences, (G. van Tendeloo and C. van Haesendonck, Eds); Instrumentation and

Methodology, (D. van Dyck and P. van Oostveldt, Eds). Belgian Society for Microscopy, Liège 2004.

EMC-14, Aachen, 2008: Proceedings EMC 2008, 14th European Microscopy Congress, Aachen, 1�5

September 2008. Volume 1, Instrumentation and Methods (M. Luysberg and K. Tillmann, Eds); Volume 2,

Materials Science (S. Richter and A. Schwedt, Eds); Volume 3, Life Science (A. Aretz, B.

Hermanns�Sachweh and J. Mayer, Eds). Springer, Berlin 2008.
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EMC-15, Manchester, 2012: Proceedings EMC2012, 15th European Microscopy Congress, Manchester, 16�21

September 2012. Volume 1, Physical Sciences: Applications (D. J. Stokes and W. M. Rainforth, Eds);

Volume 2, Physical Sciences: Tools and Techniques (D. J. Stokes and J. L. Hutchison, Eds); Volume 3,

Life Sciences (D. J. Stokes, P. J. O’Toole and T. Wilson, Eds). Royal Microscopical Society, Oxford 2012.

EMC-16, Lyon, 2016: 28 August�2 September 2016. European Microscopy Congress 2016. Vol. 1:

Instrumentation and Methods (O. Stéphan, M. Hÿtch, B. Satiat�Jeunemaı̂tre, C. Venien-Bryan,

P. Bayle-Guillemaud and T. Epicier, Eds); Vols 2.1 and 2.2: Materials Science (O. Stéphan, M. Hÿtch and

T. Epicier, Eds); Vol. 3: Life Sciences (B. Satiat-Jeunemaı̂tre, C. Venien-Bryan and T. Epicier, Eds).

Wiley�VCH, Weinheim 2016.

EMC-17, Copenhagen, 23�28 August 2020.

3. Asia-Pacific Congresses on Electron Microscopy, later Asia�Pacific Microscopy Congresses

APEM-1, Tokyo, 1956: Electron Microscopy. Proceedings of the First Regional Conference in Asia and

Oceania, Tokyo, 23�27 October 1956. Electrotechnical Laboratory, Tokyo, 1957.

APEM-2, Calcutta, 1965: Proceedings of the Second Regional Conference on Electron Microscopy in Far East

and Oceania, Calcutta 2-6 February 1965. Electron Microscopy Society of India, Calcutta.

APEM-3, Singapore, 1984: Conference Proceedings 3rd Asia Pacific Conference on Electron Microscopy,

Singapore, 29 August�3 September, 1984 (Chung Mui Fatt, Ed.) Applied Research Corporation,

Singapore.

APEM-4, Bangkok, 1988: Electron Microscopy 1988. Proceedings of the IVth Asia-Pacific Conference and

Workshop on Electron Microscopy, Bangkok, 26 July-4 August 1988 (V. Mangclaviraj, W.

Banchorndhevakul and P. Ingkaninun, Eds.) Electron Microscopy Society of Thailand, Bangkok, 1988.

APEM-5, Beijing, 1992: Electron Microscopy I and II. 5th Asia-Pacific Electron Microscopy Conference,

Beijing, 2-6 August 1992 (K. H. Kuo and Z. H. Zhai, Eds.). World Scientific, Singapore, River Edge NJ,

London and Hong Kong, 1992. 2 Vols. See also Ultramicroscopy 48 (1993) No. 4, 367�490.

APEM-6, Hong Kong, 1996: Proceedings of the 6th Asia�Pacific Conference on Electron Microscopy, Hong

Kong, 1�5 July, 1996 (D. Barber, P. Y. Chan, E. C. Chew, J. S. Dixon, and J. K. L. Lai, Eds). Chinetek

Promotion, Kowloon, Hong Kong, 1996.

APEM-7, Singapore, 2000: Proceedings of the 7th Asia�Pacific Conference on Electron Microscopy, Singapore

International Convention & Exhibition Centre, Suntec City, Singapore, 26�30 June 2000 (two volumes and

CD-ROM, Y. T. Yong, C. Tang, M. Leong, C. Ng and P. Netto, Eds). 7th APEM Committee, Singapore 2000.

APEM-8, Kanazawa, 2004: Proceedings 8th Asia�Pacific Conference on Electron Microscopy (8APEM),

Kanazawa, Ishikawa Prefecture, 7�11 June 2004. Full proceedings on CD-ROM, Japanese Society of

Microscopy, Tokyo 2004.

APMC-9, Jeju, 2008: Proceedings of the Ninth Asia�Pacific Microscopy Conference (APMC9) Jeju, Korea,

2�7 November 2008. (H.-c. Lee, D. H. Kim, Y.-w. Kim, I. J. Rhyu and H.-t. Jeong, Eds). Korean Journal

of Microscopy 38 (2008), No. 4, Supplement, on CD-ROM only.

APMC-10, Perth, 2012: Proceedings of the Tenth Asia�Pacific Microscopy Conference (APMC-10) Perth,

Australia, 5�9 February 2012 (B. Griffin, L. Faraone and M. Martyniuk, Eds). Held in conjunction with

the 2012 International Conference on Nanoscience and Nanotechnology (ICONN2012) and the 22nd

Australian Conference on Microscopy and Microanalysis (ACMM22).

APMC-11, Phuket, 2016: 11th Asia-Pacific Microscopy Conference (APMC-11) Phuket, Thailand, 23�27 May

2016. Held in conjunction with the 33rd Annual Conference of the Microscopy Society of Thailand (MST-

33) and the 39th Annual Conference of the Anatomy Association of Thailand (AAT-39). Selected articles

published in Siriraj Medical Journal 8(3), Suppl. 1 (2016) and Journal of the Microscopy Society of

Thailand.

APMC-12, Hyderabad, 2020.

4. Charged Particle Optics Conferences

CPO-1, Giessen, 1980: Proceedings of the First Conference on Charged Particle Optics, Giessen, 8�11

September, 1980 (H. Wollnik, Ed.) Nucl. Instrum. Meth. 187 (1981) 1�314.
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CPO-2, Albuquerque, 1986: Proceedings of the Second International Conference on Charged Particle Optics,

Albuquerque, 19�23 May, 1986 (S. O. Schriber and L. S. Taylor, Eds) Nucl. Instrum. Meth. Phys. Res. A

258 (1987) 289�598.

CPO-3, Toulouse, 1990: Proceedings of the Third International Conference on Charged Particle Optics,

Toulouse, 24-27 April 1990 (P. W. Hawkes, Ed.) Nucl. Instrum. Meth. Phys. Res. A 298 (1990) 1�508.

CPO-4, Tsukuba, 1994: Proceedings of the Fourth International Conference on Charged Particle Optics,

Tsukuba 3�6 October 1994 (K. Ura, M. Hibino, M. Komuro, M. Kurashige, S. Kurokawa, T. Matsuo, S.

Okayama, H. Shimoyama and K. Tsuno, Eds) Nucl. Instrum. Meth. Phys. Res. A 363 (1995) 1�496.

CPO-5, Delft, 1998: Proceedings of the Fifth International Conference on Charged Particle Optics, Delft

14�17 April 1998 (P. Kruit and P. W. van Amersfoort, Eds). Nucl. Instrum. Meth. Phys. Res. A 427 (1999)

1�422.

CPO-6, College Park, 2002: Proceedings of the Sixth International Conference on Charged Particle Optics,

Marriott Hotel, Greenbelt MD, 21�25 October 2002 (A. Dragt and J. Orloff, Eds). Nucl. Instrum. Meth.

Phys. Res. A 519 (2004) 1�487.

CPO-7, Cambridge, 2006: Charged Particle Optics. Proceedings of the Seventh International Conference on

Charged Particle Optics, Trinity College, Cambridge, 24�28 July 2006 (E. Munro and J. Rouse, Eds).

Physics Procedia 1 (2008) 1�572.

CPO-8, Singapore, 2010: Proceedings of the Eighth International Conference on Charged Particle Optics,

Suntec Convention Centre, Singapore 12�16 July 2010 (A. Khursheed, P. W. Hawkes and M. B.

Osterberg, Eds). Nucl. Instrum. Meth. Phys Res. A 645 (2011) 1�354.

CPO-9, Brno, 2014: Proceedings of the Ninth International Conference on Charged Particle Optics, Brno 31

August�5 September, 2014 (L. Frank, P. W. Hawkes and T. Radlička, Eds). Microsc. Microanal. 21

(2015) Suppl. 4.

CPO-10, Key West 2018.

5. High-Voltage Electron Microscopy Conferences

HVEM Monroeville, 1969: Current Developments in High Voltage Electron Microscopy (First National

Conference), Monroeville, 17�19 June, 1969. Proceedings not published but Micron 1 (1969) 220�307

contains official reports of the meeting based on the session chairmen’s notes.

HVEM Stockholm, 1971: The Proceedings of the Second International Conference on High-Voltage Electron

Microscopy, Stockholm, 14�16 April, 1971; published as Jernkontorets Annaler 155 (1971) No. 8.

HVEM Oxford, 1973: High Voltage Electron Microscopy. Proceedings of the Third International Conference,

Oxford, August, 1973 (P. R. Swann, C. J. Humphreys and M. J. Goringe, Eds) Academic Press, London

and New York, 1974.

HVEM Toulouse, 1975: Microscopie Electronique à Haute Tension. Textes des Communications Présentées au

Congrès International, Toulouse, 1�4 Septembre, 1975 (B. Jouffrey and P. Favard, Eds) SFME Paris,

1976.

HVEM The Hague, 1980 see EUREM-7, The Hague, 1980.

HVEM Berkeley, 1983: Proceedings of the Seventh International Conference on High Voltage Electron

Microscopy, Berkeley, 16�19 August, 1983 (R. M. Fisher, R. Gronsky and K. H. Westmacott, Eds).

Published as a Lawrence Berkeley Laboratory Report, LBL-16031, UC-25, CONF-830819.

6. EMAG [Electron Microscopy and Analysis Group of the Institute of Physics] Meetings

EMAG, 1971: Electron Microscopy and Analysis. Proceedings of the 25th Anniversary Meeting of the Electron

Microscopy and Analysis Group of the Institute of Physics, Cambridge, 29 June�1 July, 1971 (W. C.

Nixon, Ed.) Institute of Physics, London, 1971. Conference Series 10.

EMAG, 1973: Scanning Electron Microscopy: Systems and Applications, Newcastle-upon-Tyne, 3�5 July, 1973

(W. C. Nixon, Ed.) Institute of Physics, London, 1973. Conference Series 18.

EMAG, 1975: Developments in Electron Microscopy and Analysis. Proceedings of EMAG 75, Bristol, 8�11

September, 1975 (J. A. Venables, Ed.; Academic Press, London and New York, 1976).
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EMAG, 1977: Developments in Electron Microscopy and Analysis. Proceedings of EMAG 77, Glasgow, 12�14

September, 1977 (D. L. Misell, Ed.) Institute of Physics, Bristol, 1977. Conference Series 36.

EMAG, 1979: Electron Microscopy and Analysis, 1979. Proceedings of EMAG 79, Brighton, 3�6 September,

1979 (T. Mulvey, Ed.) Institute of Physics, Bristol, 1980) Conference Series 52.

EMAG, 1981: Electron Microscopy and Analysis, 1981. Proceedings of EMAG 81, Cambridge, 7�10

September, 1981 (M. J. Goringe, Ed.) Institute of Physics, Bristol, 1982. Conference Series 61.

EMAG, 1983: Electron Microscopy and Analysis, 1983. Proceedings of EMAG 83, Guildford, 30 August � 2

September, 1983 (P. Doig, Ed.) Institute of Physics, Bristol, 1984. Conference Series 68.

EMAG, 1985: Electron Microscopy and Analysis, 1985. Proceedings of EMAG 85. Newcastle-upon-Tyne, 2�5

September, 1985 (G. J. Tatlock, Ed.) Institute of Physics, Bristol, 1986. Conference Series 78.

EMAG, 1987: Electron Microscopy and Analysis, 1987. Proceedings of EMAG 87, Manchester, 8�9

September, 1987 (L. M. Brown, Ed.) Institute of Physics, Bristol and Philadelphia, 1987. Conference Series

90.

EMAG, 1989: EMAG-MICRO 89. Proceedings of the Institute of Physics Electron Microscopy and Analysis

Group and Royal Microscopical Society Conference, London, 13-15 September 1989 (P. J. Goodhew and

H. Y. Elder, Eds.) Institute of Physics, Bristol and New York, 1990. Conference Series 98, 2 Vols.

EMAG, 1991: Electron Microscopy and Analysis 1991. Proceedings of EMAG 91, Bristol, 10-13 September

1991 (F. J. Humphreys, Ed.) Institute of Physics, Bristol, Philadelphia and New York, 1991. Conference

Series 119.

EMAG, 1993: Electron Microscopy and Analysis 1993. Proceedings of EMAG 93, Liverpool, 15-17 September

1993 (A. J. Craven, Ed.) Institute of Physics, Bristol, Philadelphia and New York, 1994. Conference Series

138.

EMAG, 1995: Electron Microscopy and Analysis 1995. Proceedings of EMAG 95. Birmingham, 12-15

September 1995 (D. Cherns, Ed.) Institute of Physics, Bristol, Philadelphia and New York, 1995.

Conference Series 147.

EMAG, 1997: Electron Microscopy and Analysis 1997. Proceedings of EMAG 97, Cavendish Laboratory,

Cambridge, 2�5 September 1997 (J. M. Rodenburg, Ed.; Institute of Physics, Bristol and Philadelphia,

1997. Conference Series 153.

EMAG, 1999: Electron Microscopy and Analysis 1999. Proceedings of EMAG 99, University of Sheffield,

25�27 August 1999 (C. J. Kiely, Ed.); Institute of Physics, Bristol and Philadelphia, 1999. Conference

Series 161.

EMAG, 2001: Electron Microscopy and Analysis 2001. Proceedings of the Institute of Physics Electron

Microscopy and Analysis Group Conference, University of Dundee, 5�7 September 2001 (M. Aindow and

C. J. Kiely, Eds); Institute of Physics Publishing, Bristol and Philadelphia 2002) Conference Series 168.

EMAG, 2003: Electron Microscopy and Analysis 2003. Proceedings of the Institute of Physics Electron

Microscopy and Analysis Group Conference, Examination Schools, University of Oxford, 3�5 September

2003 (S. McVitie and D. McComb, Eds); Institute of Physics Publishing, Bristol and Philadelphia 2004.

Conference Series 179.

EMAG�NANO, 2005. University of Leeds, 31 August�2 September 2005 (P. D. Brown, R. Baker and B.

Hamilton, Eds). J. Phys. Conf. 26 (2006).

EMAG, 2007: Caledonian University and University of Glasgow, 3�7 September 2007 (R. T. Baker, G. Möbus

and P. D. Brown, Eds). J. Phys.: Conf. 126 (2008).

EMAG, 2009: University of Sheffield, 8�11 September 2009 (R. T. Baker, Ed.). J. Phys.: Conf. 241 (2010).

EMAG, 2011: University of Birmingham (R. T. Baker, P. D. Brown and Z. Li, Eds). J. Phys.: Conf. 371 (2012).

EMAG, 2013: University of York, 3�6 September 2013 (P. Nellist, Ed.). J. Phys.: Conf. 522 (2014).

EMAG, 2015: Manchester, 29 June�2 July 2015, joint with the Microscience Microscopy Conference (Royal

Microsopical Society) (I. MacLaren, Ed.). J. Phys.: Conf. 644 (2015).

EMAG, 2016: Durham, 7�8 April 2016 (no publication).

EMAG 2017, Manchester, 3�6 July 2017, joint with the Microscience Microscopy Conference (Royal

Microsopical Society). J. Phys.: Conf. 902 (2017).
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7. Multinational Congresses on (Electron) Microscopy (MCEM, MCM)

The first of these meetings brought together the Italian, Hungarian, Czechoslovak and Slovenian Societies. For

subsequent congresses, these were joined by the Austrian and Croatian societies.

MCEM-93. Multinational Congress on Electron Microscopy, Parma, 13�17 September 1993; Proceedings

issued as Supplement to 14 (2) of Microscopia Elettronica.

MCEM-95. Proceedings Multinational Conference on Electron Microscopy, Stará Lesná (High Tatra

Mountains), 16�20 October 1995. Slovak Academic Press, Bratislava 1995.

MCEM-97. Proceedings Multinational Congress on Electron Microscopy, Portorož (Slovenia), 5�8 October

1997. Part I, Microscopy Applications in the Life Sciences; Part II, Microscopy Applications in the

Material Sciences; Part III, Microscopy Methods and Instrumentation. J. Computer-assisted Microsc. 8

(1996) No. 4 and 9 (1997) Nos 1 and 2.

MCEM-99. Proceedings 4th Multinational Congress on Electron Microscopy, Veszprém (Hungary), 5�8

September 1999 (K. Kovács, Ed.). University of Veszprem 1999.

MCEM-5. Proceedings of the 5th Multinational Congress on Electron Microscopy, Department of Biology,

University of Lecce (Italy), 20�25 September 2001 (L. Dini and M. Catalano, Eds). Rinton Press,

Princeton NJ 2001.

MCM-6. Proceedings of the Sixth Multinational Congress on Electron Microscopy, Pula (Croatia), 1�5 June

2003 (O. Milat and D. Ježek, Eds). Croatian Society for Electron Microscopy, Zagreb 2003.

MCM-7. Proceedings of the 7th Multinational Congress on Microscopy, Portorož, (Slovenia) 26�30 June 2005

(M. Čeh, G. Dražič and S. Fidler, Eds). Slovene Society for Microscopy and Department for

Nanostructured Materials, Jožef Stefan Institute, Ljubljana 2005.

MCM-8. Proceedings 8th Multinational Congress on Microscopy, Prague (Czech Republic), 17�21 June 2007

(J. Nebesářova and P. Hozák, Eds). Czechoslovak Microscopy Society, Prague 2007.

MC 2009 incorporating MCM-9. Microscopy Conference, Graz, Austria 30 August�4 September 2009.

Proceedings First Joint Meeting of Dreiländertagung & Multinational Congress on Microscopy. Volume 1,

Instrumentation and Methodology (G. Kothleitner and M. Leisch, Eds); Volume 2, Life Sciences (M. A.

Pabst and G. Zellnig, Eds); Volume 3, Materials Science (W. Grogger, F. Hofer and P. Pölt, Eds). Verlag

der Technischen Universität, Graz 2009.

MCM-10. Proceedings 10th Multinational Conference on Microscopy, Urbino, 4�9 September 2011 (E.

Falcieri, Ed.). Società Italiana di Scienze Microscopiche (SISM), 2011.

MC-2013, Regensburg, 25�30 August 2013. Joint Meeting of Dreiländertagung & Multinational Congress on

Microscopy, together with the Serbian and Turkish Microscopy Societies. Proceedings can be downloaded

from www.mc2013.de. urn:nbn:de:bvb:355-epub-287343 (R. Rachel, J. Schröder, R. Witzgall and J.

Zweck, Eds).

MCM-12. Multinational Conference on Microscopy, Eger (Hungary) 23�29 August 2015. Webarchive.

MCM-13. Multinational Conference on Microscopy, Rovinj (Croatia), 24�29 September 2017. Abstracts

published in Resolution and Discovery (2017).

MCM-14, Multinational Conference on Microscopy, Belgrade (Serbia), 15�20 September 2019.

8. The Dreiländertagungen (Germany, Austria, Switzerland) and Related Meetings

These conferences are organized in turn by the Austrian, German and Swiss Microscopy societies; originally

designed for German-speaking microscopists, they now tend to use English and attract a wider

participation.

Dreiländertagung für Elektronenmikroskopie: Konstanz, 15�21 September 1985. Optik (1985) Supplement 1 or

Eur. J. Cell Biol. (1985) Supplement 10. See also Beiträge zur Elektronenmikroskopische Direktabbildung

von Oberflächen 18 (1985).

Dreiländertagung für Elektronenmikroskopie: Salzburg, 10�16 September 1989. Optik 83 (1989) Suppl. 4 or

Eur. J. Cell Biol. 49 (1989) Suppl. 27.

Dreiländertagung für Elektronenmikroskopie: Zürich, 5�11 September 1993. Optik 94 (1993) Suppl. 5 or Eur.

J. Cell Biol. 61 (1993) Suppl. 39.
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Dreiländertagung für Elektronenmikroskopie: Regensburg, 7�12 September 1997. Optik 106 (1997) Suppl. 7 or

Eur. J. Cell Biol. 74 (1997) Suppl. 45.

Dreiländertagung für Elektronenmikroskopie: Innsbruck, 9�14 September 2001. Abstracts book (168 pp.) not

published as a Supplement to Optik or Eur. J. Cell Biol.

MC-2003, Dresden 7�12 September 2003. Microsc. Microanal. 9 (2003) Suppl. 3 (T. Gemming, M. Lehmann,

H. Lichte and K. Wetzig, Eds).

Dreiländertagung für Elektronenmikroskopie: Microscopy Conference 2005. Paul Scherrer Institute, Davos, 25

August�2 September, 2005. Paul-Scherrer-Institute Proceedings PSI 05�01, 2005.

MC-2007, Saarbrücken, 2�7 September 2007. Microsc. Microanal. 13 (2007) Suppl. 3 (T. Gemming, U.

Hartmann, P. Mestres and P. Walther, Eds).

Microscopy Conference (MC 2009), Graz, 30 August�4 September 2009. First Joint Meeting of

Dreiländertagung & Multinational Congress on Microscopy. Volume 1, Instrumentation and Methodology

(G. Kothleitner and M. Leisch, Eds); Volume 2, Life Sciences (M. A. Pabst and G. Zellnig, Eds); Volume 3,

Materials Science (W. Grogger, F. Hofer and P. Pölt, Eds). Verlag der Technischen Universität, Graz 2009.

MC-2011, Kiel, 28 August�2 September 2011. Joint meeting of the German Society (DGE), the Nordic

Microscopy Society (SCANDEM), and the Polish Microscopy Society (PTMi) with participation of

microscopists from Estonia, Latvia, Lithuania and St Petersburg, Russia. Proceedings published in 3

volumes by the German Society for Electron Microscopy and also distributed as a USB key (W. Jäger, W.

Kaysser, W. Benecke, W. Depmeier, S. Gorb, L. Kienle, M. Mulisch, D. Häußler and A. Lotnyk, Eds).

MC-2013, Regensburg, 25�30 August 2013. Joint Meeting of Dreiländertagung & Multinational Congress on

Microscopy, together with the Serbian and Turkish Microscopy Societies. Proceedings can be downloaded

from www.mc2013.de. urn:nbn:de:bvb:355-epub-287343 (R. Rachel, J. Schröder, R. Witzgall and J.

Zweck, Eds).

MC-2015, Georg-August-Universität, Göttingen, 6�11 September 2015. Proceedings at www.mc2015.de.

MC-2017, Lausanne, 21�25 August 2017. Proceedings at epub.uni-regensburg.de/36143.

MC-2019, Berlin, 1�5 September 2019.

9. Recent Trends in Charged Particle Optics and Surface Physics Instrumentation (Skalský Dvůr)

1989: First Seminar, Brno, 4�6 September 1989 (no proceedings).

1990: Second Seminar, Brno, 27�29 September 1990 (no proceedings).

1992: Third Seminar, Skalský Dvůr (near Brno), 15�19 June 1992 (no proceedings).

1994: Fourth Seminar, Skalský Dvůr, 5�9 September 1994 (no proceedings).

1996: Fifth Seminar, Skalský Dvůr, 24�28 June 1996. (I. Müllerová and L. Frank, Eds). 92 pp.

1998: Sixth Seminar, Skalský Dvůr, 29 June�3 July 1998. (I. Müllerová and L. Frank, Eds). 84 pp. Published

by the CSEM (Brno 1998).

2000: 7th Seminar, Skalský Dvůr, 15�19 July 2000. No proceedings book.

2002: 8th Seminar, Skalský Dvůr, 8�12 July 2002. (L. Frank, Ed.). 96 pp1 Supplement, 6 pp. Published by the

CSMS (Brno 2002).

2004: 9th Seminar, Skalský Dvůr, 12�16 July 2004. (I. Müllerová, Ed.). Published by the CSMS (Brno 2004).

2006: 10th Seminar, Skalský Dvůr, 22�26 May 2006. (I. Müllerová, Ed.). Published by the CSMS (Brno 2006).

2008: 11th Seminar, Skalský Dvůr, 14�18 July 2008. (F. Mika, Ed.). Published by the CSMS (Brno 2008).

2010: 12th Seminar, Skalský Dvůr, 31 May�4 June 2010. (F. Mika, Ed.). Published by the CSMS (Brno 2010).

2012: 13th Seminar, Skalský Dvůr, 25 �29 June 2012. (F. Mika, Ed.). Published by the CSMS (Brno 2012).

2014: 14th Seminar, incorporated in CPO-9, Brno, see Section 5.1.

2016: 15th Seminar, Skalský Dvůr, 25�29 June 2012. (F. Mika, Ed.). Published by the CSMS (Brno 2016).

10. SPIE Proceedings

1. Charged Particle Optics, San Diego CA, 15 July 1993 (W. B. Thompson, M. Sato and A. V. Crewe, Eds).

Proc SPIE 2014 (1993).

2. Electron-beam Sources, and Charged Particle Optics, San Diego, 19�14 July 1995 (E. Munro and H. P.

Freund, Eds). Proc. SPIE 2522 (1995).
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3. Charged Particle Optics II, Denver CO, 5 August 1996 (E. Munro, Ed.). Proc. SPIE 2858 (1996).

4. Charged Particle Optics III, San Diego CA, 27�28 July 1997 (E. Munro, Ed.). Proc. SPIE 3155 (1997).

5. Charged Particle Optics IV, Denver CO, 22�23 July 1999 (E. Munro, Ed.). Proc. SPIE 3777 (1999).

6. Charged Particle Beam Optics Imaging, San Diego CA, 30 July 2001. In Charged Particle Detection,

Diagnostics and Imaging (O. Delage, E. Munro and J. A. Rouse, Eds). Proc. SPIE 4510 (2001) 71�236.

11. Soviet All-Union Conferences on Electron Microscopy

The Proceedings of the Soviet All-Union conferences on electron microscopy are to be found in the volumes of

Izv. Akad. Nauk (Ser. Fiz.) or Bull. Acad. Sci. (Phys. Ser.) indicated:

1. Moscow 15�19 December 1950; 15 (1951) Nos 3 and 4 (no English translation).

2. Moscow 9�13 May 1958; 23 (1959) Nos 4 and 6.

3. Leningrad 24�29 October 1960; 25 (1961) No. 6.

4. Sumy 12�14 March 1963; 27 (1963) No. 9.

5. Sumy 6�8 July 1965; 30 (1966) No. 5.

6. Novosibirsk 11�16 July 1967; 32 (1968) Nos 6 and 7.

7. Kiev 14�21 July 1969; 34 (1970) No. 7.

8. Moscow 15�20 November 1971; 36 (1972) Nos 6 and 9.

9. Tbilisi 28 October�2 November 1973; 38 (1974) No. 7.

10. Tashkent 5�8 October 1976; 41 (1977) Nos 5 and 11.

11. Tallin October 1979; 44 (1980) Nos 6 and 10.

12. Sumy 1982; 48 (1984), No. 2.

13. Sumy October 1987; 52 (1988) No. 7 and 53 (1989) No. 2.

14. Suzdal, October and November 1990; 55 (119) No. 8 From now on, the names of the journal and its

English translation are Izv. Ross. Akad. Nauk (Ser. Fiz.) and Bull. Russ. Acad. Sci. (Phys.).

15. Chernogolovka, May 1994; 59 (1995) No. 2.

16. Chernogolovka, December 1996; 61 (1997) No. 10.

17. Chernogolovka, June 1998; 63 (1999) No. 7.

18. Chernogolovka, 5�8 June 2000; 65 (2001) No. 9.

19. Chernogolovka, 27�31 May 2002; 67 (2003) No. 4.

20. Chernogolovka, 1 June 2004; 69 (2005) No. 4.

21. Chernogolovka, 5�10 June 2006; 71 (2007) No. 10.

22. Chernogolovka, 2008; 73 (2009) No. 4; also Poverkhnost’ (2009), No. 10, J. Surface Invest. X-Ray

Synchrotron Neutron Techs 3 (2009) No. 5.

23. Chernogolovka, 2010; 75 (2011) No. 9; also Poverkhnost’ (2011), No. 10.

24. Chernogolovka, 2012; 77 (2013) No. 8.

25. Chernogolovka, 2014; 79 (2015) No. 11.

26. Chernogolovka, 2016; 81 (2017).

12. Problems of Theoretical and Applied Electron Optics [Problemyi Teoreticheskoi i Prikladnoi

Elektronnoi Optiki]1

1. Proceedings of the First All-Russia Seminar, Scientific Research Institute for Electron and Ion Optics,

Moscow 1996. Prikladnaya Fizika (1996) No. 3.

2. Proceedings of the Second All-Russia Seminar, Scientific Research Institute for Electron and Ion Optics,

Moscow, 25 April 1997. Prikladnaya Fizika (1997) No. 2�3.

3. Proceedings of the Third All-Russia Seminar, Scientific Research Institute for Electron and Ion Optics,

Moscow, 31 March�2 April 1998. Prikladnaya Fizika (1998) Nos 2 and 3/4.

4. Proceedings of the Fourth All-Russia Seminar, Scientific Research Institute for Electron and Ion Optics,

Moscow, 21�22 October 1999. Prikladnaya Fizika (2000) Nos 2 and 3; Proc SPIE 4187 (2000), edited by

A. M. Filachev and I. S. Gaidoukova.

1 For Prikladnaya Fizika, see applphys.vimi.ru
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5. Proceedings of the Fifth All-Russia Seminar, Scientific Research Institute for Electron and Ion Optics,

Moscow, 14�15 November 2001. Prikladnaya Fizika (2002) No. 3; Proc SPIE (2003) 5025, edited by A.

M. Filachev.

6. Proceedings of the Sixth All-Russia Seminar, Scientific Research Institute for Electron and Ion Optics,

Moscow, 28�30 May 2003. Prikladnaya Fizika (2004) No. 1 and Proc SPIE 5398 (2004), edited by A. M.

Filachev and I. S. Gaidoukova.

7. Proceedings of the Seventh All-Russia Seminar, Scientific Research Institute for Electron and Ion Optics,

Moscow, 25�27 May 2005. Prikladnaya Fizika (2006) No. 3 and Proc SPIE 6278 (2004), edited by A. M.

Filachev and I. S. Gaidoukova.

8. Proceedings of the Eighth All-Russia Seminar, Scientific Research Institute for Electron and Ion Optics,

Moscow, 29�31 May 2007. Prikladnaya Fizika (2008) No. 2 and Proc SPIE 7121 (2008), edited by A. M.

Filachev and I. S. Gaidoukova.

9. Proceedings of the Ninth All-Russia Seminar, Scientific Research Institute for Electron and Ion Optics,

Moscow, 28�31 May 2009. Prikladnaya Fizika (2010) No. 3, pp. 31�115, edited by A. M. Filachev and I.

S. Gaidoukova.

10. Proceedings of the Tenth All-Russia Seminar, Scientific Research Institute for Electron and Ion Optics,

Moscow, 24�26 May 2011. Prikladnaya Fizika (2012) No. 2, edited by A. L. Dirochka and A. M.

Filachev.

11. Proceedings of the Eleventh All-Russia Seminar, Scientific Research Institute for Electron and Ion Optics,

Moscow, 28�30 May 2013. Uspekhi Prikladnoi Fiziki 1 (2013) No. 5, pp. 571�600.

12. Proceedings of the Twelfth All-Russia Seminar, Scientific Research Institute for Electron and Ion Optics,

Moscow, 10 December 2015. Uspekhi Prikladnoi Fiziki. Papers are not collected in a single issue, see 4,

No. 1.

13. Related Meetings

Beijing, 1986: Proceedings of the International Symposium on Electron Optics, Beijing, 9�13 September, 1986

(J.-y. Ximen, Ed.) Institute of Electronics, Academia Sinica, 1987.

Gent, 1954: Rapport Europees Congrès Toegepaste Electronenmicroscopie, Gent, 7�10 April, 1954, edited and

published by G. Vandermeersche (Uccle-Bruxelles, 1954).

Ocean City, 1984: Electron Optical Systems for Microscopy, Microanalysis and Microlithography. Proceedings

of the 3rd Pfefferkorn Conference, Ocean City (MD), 9�14 April, 1984 (J. J. Hren, F. A. Lenz, E. Munro

and P. B. Sewell, Eds) Scanning Electron Microscopy, AMF O’Hare, IL.

Toulouse, 1955: Les Techniques Récentes en Microscopie Electronique et Corpusculaire, Toulouse, 4�8 April,

1955 (C.N.R.S., Paris, 1956).

Washington, 1951: Electron Physics. Proceedings of the NBS Semicentennial Symposium on Electron Physics,

Washington, 5�7 November, 1951. Issued as National Bureau of Standards Circular 527 (1954).
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Note: Page numbers followed by “f ” refer to figures.

A

Abbe sine condition, 241�243

Aberration, parasitic, 357

Aberration coefficients, 517,

622�623

Aberration correction, 11, 386

Aberration disc

integral properties, 610�612

numerical determination,

603�612

Aberration integrals, 592, 626

for deflection systems, 571�572

Aberration matrices, 320, 463

Aberration minimization, 320�321

and deflection, 571�572

Aberration polynomials, 11�12,

320, 428

Aberration studies

historical development of, 7�8,

11, 319

Aberrations

differential equations for,

593�598

elimination or compensation of,

571�572

Fourier analysis of, 604�608

Aberrations, parasitic, 521

isoplanatic approximation,

529�531

numerical determination,

526�529

Aberrations and system symmetry

exceptions, 341

general case, 335

for N=2, 345�348

for N=3, 348�350

for N=4, 350�352

for N=5 and 6, 352�353

rotational symmetry, 353�356

with a symmetry plane,

344�345

Aberrations of cylindrical lenses,

517

Aberrations of deflection systems,

561

Aberrations of gradient, 464�465,

492�494

Aberrations of mirrors and cathode

lenses, 471

Cartesian theory, 477�481

modified temporal theory,

471�477

Aberrations of quadrupoles and

octopoles, 485

quadruplets, 487f

Aberrations of round lenses,

359�407, 425, 429�430,

441�461, 463

fifth-order aberrations,

413�424

in reduced coordinates, 405

and Seman’s technique, 377,

407�413

Acceleration potential, 17�20

Achromatic quadrupoles, 511

Addition rules for aberrations

quadrupoles, 514

round lenses, 464�465

AEM. See Analytical electron

microscopy (AEM)

ALGOL, 624

Alternating direction implicit

methods, 183

ANALITIK, 624

Analytic continuation, 83�84

Analytic function, 73�74

Analytical electron microscopy

(AEM), 10

Angle characteristic, 258�260

Angular magnification, 239

Anisotropic aberration coefficients,

417�424

Anisotropic aberrations

astigmatism, 390

chromatic distortion, 447

coma, 387

distortion, 400�401

Anisotropic magnetic circuit, 192

Antisymmetric multiplets, 306�307

Aperture

of quadrupoles and octopoles,

490

Aperture aberrations, 356, 371

of quadrupoles and octopoles,

490�491, 504�510

sign of, 507�508

Aperture field, 153�160, 214

Astigmatic difference for

quadrupoles, 302

Astigmatic objects and images,

301

Astigmatism, 356

axial, 521�523, 525�526, 525f

of quadrupoles and octopoles,

490, 492

Astigmatism of round lenses,

asymptotic, 429�430

addition rules for, 464�465

and pupil magnification,

438�439

Astigmatism of round lenses, real,

368�369, 390�399

aberration figure, 390

and aperture position, 404
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Astigmatism of round lenses, real

(Continued)

circle of least confusion, 394

formulae for, 396, 405�407

thin-lens formula, 398�399

Asymptotes, 247, 260�262

Asymptotic, aberrations

dependence on object and

aperture position, 439,

466�467

Asymptotic aberration coefficients

of quadrupoles and octopoles,

485, 508�509

of round lenses, 425

integrals, 431�433

Asymptotic cardinal elements,

249�256

focal length, 250

image focus, 249

of mirrors, 290

object focus, 249

principal plane, 250

Asymptotic image formation,

247�249

Asymptotic object, 247

Axial angular momentum, 22�24,

28, 36�37, 42, 232�233

Axial astigmatism, 521�523,

525�526, 525f

Axial fields or potentials,

optimization, 615

Axial harmonic, 83�84

Azimuthal Fourier series

expansion, 77�82

B

Barrel distortion, 399�400

Bell-shaped models, 273

Beta-ray spectrometers, 384�385

Biot�Savart law, 105�106

Bohm�Aharonov effect, 54�55

Boundary conditions for

magnetostatic fields,

103�107

Boundary-element method, 133

Boundary-value problem, 65,

101�103

electrostatic fields, 101�103

and finite-difference method,

175�176

general theory, 101

magnetic fields, 108

for paraxial trajectories,

592�593

BR-product, 26

Busch

focal length formula, 279, 523

and lens action, 6

C

Calculation of aberration

coefficients

round lenses, eikonal method,

364�370

round lenses, trajectory method,

361�364

CAMAL, 321, 626

Canonical equation, 39

Canonical formalism, 39�40

Canonical momentum, 35, 42

Cardinal elements

of quadrupole systems, 302�303

of rotationally symmetric

systems, 263, 267�279

Cardinal elements of round lenses

approximate formulae, 276�277

asymptotic, 249�256

real, 263

Cartesian theory, 477�481

of mirror optics, 290�294

Castaing�Henry analyser,

282�283

Cathode lens, 282, 471

Catoptric systems, 281

Cauchy�Riemann equations,

73�74

Caustic, 56�57

Chaplet aberration, 542

Characteristic function, 11, 48,

52�53, 317�318

first-order perturbation, 327

general, 45�46

Chromatic aberration, 318

anisotropic aberrations,

454�457

astigmatism, 456

coma, 454�456

distortion, 457

field curvature, 456�457

spherical aberration, 454

of deflection systems, 570�571

differential equations for,

596�597

higher order chromatic

aberration coefficients,

450�461

isotropic aberrations, 452�454

astigmatism, 453

coma, 452�453

distortion, 454

field curvature, 453�454

spherical aberration, 452

of magnification, 447

numerical calculation, 609

of quadrupoles, 510�513

of rotation, 448

of round lenses, 443

third-order (fourth-rank)

aberrations, 451�459

third-rank aberrations, 459�461

Chromatic aberration coefficients,

443, 447

asymptotic coefficients of round

lenses, 449�450

of dual-channel systems, 580

real coefficients of round lenses,

446

Circle of least confusion

for astigmatism, 394

Collineation, 256�258

Coma, 357

Coma of quadrupoles and

octopoles, 491�492

Coma of round lenses, asymptotic,

429

addition rules for, 464�465

and pupil magnification,

438�439

Coma of round lenses, real,

368�369, 386�390

aberration figure, 385�386

and aperture position, 404

formulae, 387�388, 405�407

thin-lens formula, 389�390

Coma-free condition, 571�572

Coma-free point, 404

Combination aberrations, 542

702 Index



Computer algebra, 321

Computer algebra languages,

623�626

in electron optics, 624�626

Condenser lens, 227�228

Conformal mapping, 74

Congruences, 55�56

Conservation

of energy, 16�17, 28

of momentum, 22�24

Contracurrent systems, 281

Convergence, 463�464

of lenses, 238

Coordinate rotation, 231�234

Coordinate systems, 20�22

Cubic spline, 210�211

Curved cathodes, 481�482

Cyclic reduction methods, 183

Cylindrical lens, 311�314, 517

D

Damping coefficients, 617�618

Defect function, 613�615

Deflection, 547

Deflection aberration (parasitic),

526

Deflection systems

aberrations of, 561, 600�602

addition of aberrations,

571�572, 601�602

electrostatic system, 548�549,

555

hybrid system, 558

large-angle deflection, 567�568

with magnetic lenses,

aberrations, 568�571

magnetic system, 548, 557�558

parasitic aberrations, 571�572

pure deflection, aberrations,

561�568

rotation invariant, 558�560

sensitivity, 557

Deflection units and multipoles,

202�207

Differential algebra, 619�623

calculation, 622�623

definition, 619�622

Differential equations for the

aberrations, 593�598

Differentiation and interpolation

interpolation and the finite-

element method, 218�220

one-dimensional case, 209�214

two-dimensional case, 214�218

Dilatation factor, 18

Diode mirror, 482�484

Dipole field, 96

Dirichlet problem

general case, 117�119

planar case, 121�123

three-dimensional form,

160�164

two-dimensional case, 120�121

Disc of least confusion

for spherical aberration,

374

Distortion, 357

of deflection systems, 567�568

of quadrupoles and octopoles,

492

Distortion of round lenses,

asymptotic, 430

addition rules, 464�465

and pupil magnification,

438�439

Distortion of round lenses, real,

368�369, 399�402

aberration figures, 390�391

and aperture position, 404

formulae, 401, 405�407

thin-lens formulae, 402

Divergent lens, 238, 250�252

Doublet, cardinal elements of,

255�256

Drift space, 304

Dual-channel system, 574,

578�579

Dušek matrix, 278, 304

E

Effective potential, 38, 43

Eikonal function, 11, 49

Eikonal method, 317�318, 576

Einzel lens, 225

Electrical input signals, 556�558

Electromagnetic potentials, 67

Electron beam lithography, 567,

572

Electron lithography systems, 547,

558, 572

Electron mirrors, 281, 477

cartesian representation,

290�294, 477

parametric representation, 287

quadratic transformation,

294�295

temporal representation,

modified, 286�290

Electron probe, 547

Electrostatic cylindrical lenses,

517�519

Electrostatic lenses, 225

astigmatism and field curvature,

397�398

coma, 388

distortion, 401

spherical aberration, 379

Electrostatic potential, 17�18

general definition, 67

series expansion, 86

Electrostatic principle, 32

Electrostatic�magnetic

quadrupoles, 497, 511, 512f

Elliptic differential equation

general form, 167

self-adjoint form, 168, 189�192

Embedding material, 9�10

Emission microscope, 284�285

Equations of motion, 285

Euler�Lagrange equations

of fields, 69

of trajectories, 35�36, 38

Expanding spherical-mesh grid,

177�179

Extended paraxial domain, 65, 77

F

FDM. See Finite-difference

method (FDM)

FEM. See Finite-element method

(FEM)

Fermat’s principle, 49

Field curvature of round lenses,

asymptotic, 429�430

addition rules, 464�465

and pupil magnification,

438�439
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Field curvature of round lenses, real,

357, 368�369, 390�399

aberration figure, 390

and aperture position, 404

circle of least confusion, 394

formulae, 396, 405�407

thin-lens formula, 398�399

Field emission electron gun, 200

Field emission gun, 10

Field equations, 66�68

Field-emission microscopy, 8

Field-interpolation techniques,

209�220

Fifth-order aberrations, 413�424,

542, 580�581

anisotropic aberration

coefficients, 417�424

of deflection systems, 566

isotropic aberration coefficients,

414�417

of round lenses, 353

Filter lens, 602

Finite-difference method (FDM),

167, 320�321, 529

Finite-element method (FEM),

185, 320�321

infinite elements, 194

interpolation and, 218�220

Finsterwalder condition, 404

First-Order Finite-Element

Methods (FOFEM),

197�199

Five-point formulae, 168�169,

169f

FOFEM. See First-Order Finite-

Element Methods (FOFEM)

FORTRAN, 624, 626

Fourfold errors, 565

Fourfold symmetry in deflection

systems, 563�566

Fourier analysis of-the aberrations,

604�608

Fourier integral kernels, 133�138

Fourier series expansion, 568�569

Fourier�Bessel series expansions,

98�99

Fourth-order aberrations, 541

Fox�Goodwin�Numerov method,

586�587, 592

Fredholm equation, 117

G

Gauge transformation, 52�53

Gaussian approximation

cylindrical lenses, 311�314

mirrors, 281�295

quadrupoles, 297�310

round lenses, 247�262

Gaussian brackets, 306

Gaussian image plane, 413

Gauze lenses, 320

Geometric aberration, 317�318

of deflection systems, 549,

568�570

differential equations for,

593�598

of quadrupoles and octopoles,

485�503

of round lenses, 359

Glaser’s bell-shaped field, 424

Glaser’s bell-shaped model

for round lenses, 273

Green’s theorem, 115

Grid, for finite differences, 167�168

Grigson coils, 561

Grinberg’s theory, 11�12

Gullstrand’s classification, 342�343

H

Hamiltonian, 39�40, 47

Hamilton�Jacobi equation, 47�48

Hamilton�Jacobi theory, 45

Hamilton’s central equation, 46

Hermite interpolation

one-dimensional case, 210

two-dimensional case, 215�216

Hermite polynomials, 619, 623

Herschel’s condition, 241�243

High-voltage microscope, 9�10

History of electron optics, 6�12

Holography, 11

Householder transformation, 600

H-ray (definition), 240

Hybrid field calculation methods,

200

I

ICCG method. See Incomplete

Cholesky conjugate-

gradient (ICCG) method

Ideal deflection, 553�556

Image converter, 285

Immersion lens, 225

Immersion objective, 284�285

Improper integral

evaluation, 151�153

Incomplete Cholesky conjugate-

gradient (ICCG) method,

198

Initial value problem

ordinary differential equations,

586

paraxial trajectories, 591�592

Integral equation, 115�119

general theory, 115

and interpolation, 144�151

for magnetic deflection coils,

127�128

for multipoles, 128�130

numerical solution, 138�153

for parasitic aberrations, 130

for rotationally symmetric

potentials, 125

for scalar potentials, 115�119

for unconventional lenses, 126

Integration method, 171�173

Interaction Hamiltonian, 60

Interface conditions, 104

general case, 119

two-dimensional case, 123�124

Interferometer, 283�284

Intermediate lens, 227�228

Interpolation and finite-element

method, 218�220

Inversion of the principal planes,

275�276

Isoplanatic approximation, 529�531

Isotropic aberration coefficients,

414�417

Isotropic aberration terms in

deflection systems, 565

Iterative solution techniques (in the

FDM), 181�183

K

Kinematic function, 19

Kinetic energy, 17�18

Kinetic momentum, 15�16, 18, 34

Kinetic potential, 33�34
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L

Lagrange bracket, 56, 330

Lagrange density, 69

Lagrange differential invariant,

241

Lagrange equations, 34

Lagrange formalism, 33�36

Lagrangian, 33�34

Laminated lenses, 9�10

Laplace’s equation, 67

Larmor frequency, 24, 232, 523

Lateral aberration, 563

Least-squares-fit method in

electron optics, 598�603,

606

LEEM. See Low-energy-electron

microscopes (LEEM)

LEEM/PEEM instrument with a

mirror aberration corrector,

482�484, 483f

Legendre transform, 38, 42

Lens design. See Electrostatic

lenses; Magnetic lenses

Lie algebra, 57�60

and aberrations, 321

Lie operator, 57

Liebmann’s method. See Finite-

difference method (FDM)

Linear approximation, 146

Load characteristic, 306�307

Longitudinal magnification,

240

Lorentz equation, 15�16

Lorentz force, 15�16

Low-energy-electron microscopes

(LEEM), 285

M

Magnetic and mixed cylindrical

lenses, 517

Magnetic deflection systems

aberrations, 560

field calculation, 127�128

saddle coils, 549

sensitivity, 557�558

toroidal coils, 112�113, 549

Magnetic flux function, 22, 71

Magnetic flux potential, 108, 111,

194�195

Magnetic lenses, 225

astigmatism and field curvature,

398

coma, 389

distortion, 401�402

field calculation, 108, 164�166,

185�189

spherical aberration coefficient,

384

unconventional, 111�112

Magnetostatics, boundary

conditions, 103�107

Magnification

angular, 239

complex, 238

longitudinal, 240

transverse, 238

MAPLE, 624

Mass spectrometer, 74�75

Material coefficients, 104�105

Material equations, 67

MATHEMATICA, 624, 626

Maxwell’s equations, 66

MEBS. See Munro’s Electron

Beam Software (MEBS)

Meridional rays, 233

Merit function, 613�614

Mirror electron microscope,

283

Mirrors, 281, 482�484

practical studies, 482�484

Modified temporal theory,

471�477

MOL. See Moving objective lens

(MOL)

MOPS (Manipulation of Power

Series), 626

Moving objective lens (MOL),

571�572

Multiple grids, 179�180

Multipole fields

series expansions, 95�97

Multipole system

field calculation, 128�130

Multipoles, 202�207

Munro�Chu formulae for

deflection aberrations,

572

Munro’s Electron Beam Software

(MEBS), 197

N

Neumann problems

general case, 119

Newtonian field, 263, 272�273

Newton’s lens equation, 253, 257,

269

Nine-point formulae, 173�176

Nodal point, 254

Numerical differentiation, 211

Numerov method. See Fox�
Goodwin�Numerov

method

O

Objective lens, 227�228, 248f,

263�264

spherical aberration, 374

Optimization procedures

for axial distributions, 615�616

damped least-squares method,

617�619

general considerations, 613

Ordinary differential equations,

numerical solution,

586�591

Orthogonal trajectories, 50, 56

Orthogonality condition

for quadrupole lenses, 299�300

Oscilloscope, 548, 555, 561

Osculating cardinal elements,

267�275

P

Parasitic aberration, 318, 357, 521

advanced theory, 536�543

classification, 356�357,

524�526

of deflection systems, 572

finite-difference method, 529

numerical determination,

526�529

Uhlemann effect, 543

Paraxial deflection, 559�560

Paraxial distortion, 525, 559�560

Paraxial ray equation

of combined systems, 572�573

of deflection systems, 549�560

derivation, 228�229, 234�235
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Paraxial ray equation (Continued)

of mirrors, cartesian form,

290�291

for momentum, 245�246

Picht’s transformation, 236

of quadrupoles, 298�307

of round lenses, 225, 231�232

transformations of, 244�246

Partial-integration rule, 312

PEEM. See Photoemission electron

microscopes (PEEM)

Pentacle aberration, 542

Permanent-magnet lenses,

226�227

Perturbation

characteristic function, 327

eikonal, 562

first-order, 327

general formalism, 317�318,

323

operator, 325

of the rotational symmetry,

130�131

second-order, 331

Petzval coefficient

asymptotic, 433�434

real, 396�398

Phase shifts, 357

Photoemission electron

microscopes (PEEM), 285

Picht’s transformation, 236, 523

Pincushion distortion, 399�400

Pivot-point, 554�555

Planar fields, 73�76, 97�98, 124,

311

Pocket-handkerchief distortion,

400�401

Poincaré’s integral invariant,

53�56

Point characteristic function, 51,

325

Poisson equation

scalar form, 77�78, 180�181

vector form, 67

Polynomial forms of asymptotic

aberration coefficients,

11�12, 428, 450, 489

Potential energy, 17

Predictor�corrector method,

588�590

Principal ray, 554

Probe-forming lens, 227�228

spherical aberration, 374

Projective transformation,

256�257

Projector lens, 227�228

Pupils, 369�370

Q

Quadrupole coefficients, 552�553

Quadrupole field, 96

Quadrupole lens, 297�310

Quadrupole multiplets, 304�305,

513�515

antisymmetric, 306�307,

485�488

symmetric, 485�488

Quadrupoles

antisymmetric multiplets,

306�307

paraxial equations, 298�307

Quasistatic approximation, 65

R

Radial series expansion

evaluation, 213�214

for fields, 82�92

for integral kernels, 135

Raster pattern, 547

Real aberration coefficients

of quadrupoles, 506�507

of round lenses, 359

Real and asymptotic aberrations,

11�12

Real cardinal elements, 263

focal length, 265

image focal plane, 264

image focus, 264

object focus, 263�264

principal planes, 265

inversion of, 275

Reciprocal magnification, 427

Recurrence relation

for integral kernels, 135�137

REDUCE, 321

Reduced coordinates, 260�261,

359, 405�407

Reduced magnetic scalar potential,

107

Reference sphere, 369�370

and astigmatism, 395

and coma, 387

and distortion, 396

and field curvature, 395

and spherical aberration, 376

Refractive index, 49�50

Relative refractive index, 463�464

Relativistic kinematics, 15�16

Relativistic mass, 15�16

Relativistic proper-time element,

27�28

Reluctance, 66�67

Rosette aberration, 542

Rotating coordinate system.

See Rotating frame

Rotating frame, 231�232

Rotationally symmetric fields

general relations, 71�73

series expansions, 92�94

Rotationally symmetric system,

225

general systems, 36�39

geometrical aberrations,

359�407

paraxial properties, 225

static systems, 42�43

Rotation-invariant deflection,

558�560

Runge�Kutta method, 587�588,

622�623

Russian quadruplet, 306�307

S

Saddle coil systems, 549

Saturation, 69�70

Scalar magnetic potential, 87�88

general definition, 68

series expansion, 87�88

Scalar potential

series expansion, 77�79, 82�84

Scaling rules, 31�32

Scanning electron microscope

(SEM), 10, 547, 561

Scanning transmission electron

microscope (STEM), 10

Scherzer’s theorem, 11, 383�384

Schwarz’s alternating method, 200

Second-order aberrations, 541
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Second-Order Finite-Element

Methods (SOFEM),

197�199

SEM. See Scanning electron

microscope (SEM)

Seman’s technique, 11�12, 377,

407�413

Sensitivity of deflectors

complex, 560

real, 556�557

Series expansions

for potentials and fields, 77�78

Seventh-order aberrations,

542

Shaped-beam systems, 574

Shaped-beam technique, 547

Shift matrices, 467�469

Sign convention, 250�252

Single aperture

field of, 154�157

Sixth-order aberrations, 542

Skew rays, 233

SLOR. See Successive line

overrelaxation method

(SLOR)

SMART. See SpectroMicroscope

for All Relevant

Techniques (SMART)

Smith�Helmholtz formula,

239�240

SOFEM. See Second-Order Finite-

Element Methods (SOFEM)

Solid angle potential, 106

SOR. See Successive

overrelaxation method

(SOR)

SpectroMicroscope for All

Relevant Techniques

(SMART), 482�484

Spherical aberration of round

lenses, asymptotic,

429

addition rules, 464�465

and pupil magnification,

438�439

Spherical aberration of round

lenses, real, 368�369,

371�386

and aperture position, 404

disc of least confusion, 374

formulae, 377, 405�407

forward and backward, 375�376

sign, 371�372, 383�384

thin-lens formula, 389�390

Spherical-mesh grid, 177�179

Spiral distortion, 400�401

Spot diagram, 586�587

STEM. See Scanning transmission

electron microscope

(STEM)

Star aberration, 506, 541�542

Step-width adjustment, 586�587

Stigmatic image, 236�238

Stigmator, 522, 532�536, 532f

deflection of trajectories,

535�536

necessary simplifications,

532�533

wave aberration, 533�535

Störmer equation, 42�43

Strong focusing, 297

Sturrock’s units, 51, 405�407

Successive line overrelaxation

method (SLOR), 183

Successive overrelaxation method

(SOR), 181�182

Superconducting lenses, 9�10,

225

yokes, 108�109

Superposition, of aperture fields,

153�160, 214

Surface charge density, 103

Surface current density, 104

Surface normal, 101

T

Taylor Series Method, 168�171

Television tube, 548, 561

Temporal representation, modified,

286�290

Thin-lens approximation, 276,

389�390, 441�442

Third-order aberrations, 541

Threefold astigmatism, 526

Toroidal coil systems, 549

Trajectory equations, 25

arc length representation,

25�27

cartesian representation, 28�31

parametric representation,

25�27

relativistic proper-time

representation, 27�28

Trajectory method, 11, 317,

361�364

Transaxial lens, 307�310

Transfer matrices, 249�256, 313

of a drift space, 304

of quadrupole systems,

301

Transverse axial field strength,

552�553

Transverse chromatic error,

570�571

Transverse magnification, 238

Tretner and ultimate lens

performance, 384�385

Two different symmetries in

deflection systems,

562�563

U

Uhlemann effect, 543

Ultimate lens performance

Tretner’s analysis, 384�385

Ultramicrotome, 9�10

Unconventional lenses, 9�10, 126

Unipotential lens, 225

V

Variational principle

for fields, 70, 185�186

for paraxial equations, 234�235

time-independent form, 40�41

for trajectories, 35�36

Vector potential, 50�51

general definition, 67

series expansions, 79�82,

84�85, 88�90

W

Wave aberration, 524, 533�535

Weak-lens approximation,

276�279

Wien filter, 557

Working distance, 547

Wronskian, 239�241, 413
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