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PREFACE 

The purpose of this book is to explain the most important physical concepts and 
mathematical methods commonly used in predicting the behavior of neutrons 
in nuclear reactors An effort has been made to avoid mathematical complexity 
that does not lead to a significant increase in physical understanding or is not 
used in actual reactor design studies In a few instances, therefore, where it 
appears justified, lengthy derivations have been omitted and only the conclusion 
given, with references to the relevant literature 

The book is more or less self-contained and could serve as an introduction to 
reactor theory for physicists, mathematicians, and engineers We have assumed, 
however, that the reader is familiar with such topics as the fission process, 
neutron cross sections, and the moderation and diffusion of neutrons Thus, 
one of the more elementary texts on nuclear reactor theory would provide the 
necessary background An adequate knowledge of mathematics is, of course, a 
requirement Previous experience with vector analysis, partial differential 
equations, eigenvalue problems, and Laplace and Fourier transforms is desir­
able, although not necessary for an understanding of the basic principles Some 
of the special mathematical procedures used in the text are explained in an 
Appendix and, in other cases, references are given to standard works 

Many people have helped us in one way or another in the preparation of this 
book, and we take this opportunity to express our indebtedness to them We 
offer our thanks to Milton Edlund for his participation in the planning phase 
and to Robert Pigeon, AEC Division of Technical Information, for obtaining 
reviews of the draft manuscript In this connection, we are grateful to Noel 
Corngold, Kent Hansen, William Hendry, Kaye Lathrop, Norman McCormick, 
Lothar Nordheim, and Paul Zweifel for their helpful comments John Lamarsh 

V 
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also assisted us by a careful reading of the draft, and we have profited greatly 
from suggestions based on his extensive experience in teaching nuclear reactor 
theory. Finally, we are happy to acknowledge the competence of Ruth Beaty 
and Margo Lang in typing a difficult manuscript. 

October 1970 

GEORGE I. BELL 

SAMUEL GLASSTONE 



CONTENTS 

Preface v 
1 THE NEUTRON TRANSPORT EQUATION 1 

1 I Derivation of the Transport Equation 1 

1 la Introduction 1 
1 lb Definitions and Notation 2 
I Ic Derivation of the Neutron Transport Equation 11 
l i d Interface and Boundary Conditions 15 
1 le Conservation Relations 17 
1 If Linearity of the Transport Equation Green s Function 19 

1 2 Integral Equation for Neutron Transport 21 

1 2d Introduction 21 
1 2b Derivation of the Integral Equation 22 
1 2c Isotropic Scattering and Source 25 
I 2d Anisotropic Scattering 27 

1 3 The Transport Equation for Special Geometries 28 

1 3a Plane and Spherical Geometries 28 
1 3b Conservation Form for Curved Geometries 30 
1 3c Special Forms of the Integral Equation 32 

1 4 Limitations of the Neutron Transport Equation 35 

I 4a Introduction 35 
1 4b Neutron as a Point Particle 35 
1 4c The Expected (or Probable) Value 36 
1 4d Delayed Neutrons 37 



Vlll CONTENTS 

1.5 General Properties of Solutions of the Time-Dependent Transport 
Equation 37 

1.5a The Criticality Condition: General Considerations 37 
1.5b Spectrum of the Transport Operator and Criticality 39 
1.5c Results of Rigorous Analysis of the Criticality Condition 42 
1.5d Existence of Time-Independent Solutions 43 
1.5e The Effective Multiplication Factor (or k) Eigenvalue 44 
1.5f Comparison of k and a Eigenvalues 47 

1.6 Introduction to Methods of Solving the Neutron Transport Equation 48 

1.6a Need for Approximations 48 
1.6b Variations of Cross Sections with Energy 48 
1.6c Anisotropy of Neutron Emission 49 
I.6d Multigroup Methods 51 
I.6e The Monte Carlo Method 53 

1.7 Appendix 56 

1.7a General Coordinate Systems 56 

Exercises 59 

References 61 

2 ONE-SPEED TRANSPORT THEORY 64 

2.1 The One-Speed Transport Equation 64 

2.1a Introduction 64 
2.1b Derivation of the One-Speed Transport Equation 65 
2.1c Infinite Plane Geometry 66 
2.Id Use of Green's Function 68 

2.2 Solution of the One-Speed Transport Equation by the Separation 
of Variables 69 

2.2a Introduction 69 
2.2b Source-Free Infinite Medium: Asymptotic Solutions 69 
2.2c Infinite Medium Continuum (Singular) Solutions 73 
2.2d Completeness and Orthogonality of the Elementary Solutions 74 
2.2e Infinite Medium with Plane Source 75 
2.2f Point and Distributed Sources 78 

2.3 Solution of the One-Speed Transport Equation by the Fourier 
Transform Method 79 

2.3a Introduction 79 
2.3b Infinite Medium Isotropic Source 79 



CONTENTS IX 

2.3c Asymptotic and Transient Solutions 80 
2.3d Infinite Medium Anisotropic Plane Source 84 

2.4 Solution of the One-Speed Transport Equation by the Spherical 
Harmonics Method 86 

2.4a Introduction 86 
2.4b Infinite Medium Plane Isotropic Source 86 
2.4c Diffusion Theory and Diffusion Length 89 

2.5 The One-Speed Transport Equation in a Finite Medium 91 

2.5a Introduction 91 
2.5b The Milne Problem • 93 
2.5c The Critical Slab Problem 95 
2.5d Spherical Harmonics Method with Boundary Conditions 97 
2.5e Adjacent Half-Spaces 99 
2.5f Spherical Geometry 101 

2.6 Anisotropic Scattering 102 

2.6a Plane Geometry: Spherical Harmonics 102 
2.6b Diffusion Theory and the Transport Cross Section 104 
2.6c The Asymptotic Relaxation Length 105 
2.6d General Solution by Separation of Variables 107 

2.7 Reciprocity Relations 108 

2.7a Derivation of the General Relation 108 
2.7b Applications of the Reciprocity Relation 110 

2.8 Collision Probabilities 115 

2.8a Introduction 115 
2.8b Escape Probabilities: The Chord Method 115 
2.8c The Dancoff Correction 122 

Exercises 125 

References 126 

3 NUMERICAL METHODS FOR ONE-SPEED PROBLEMS: 
SIMPLE Pjv APPROXIMATIONS 129 

3.1 Expansion of Flux in Legendre Polynomials for Plane Geometry 129 

3.1a Introduction 129 
3.1b Plane Geometry: Spherical Harmonics Expansion 130 
3.1c The P̂ r Approximation 132 



X CONTENTS 

3.Id The/"i Approximation 132 
3.1e Boundary and Interface Conditions 134 

3.2 Difference Equations in Plane Geometry 136 

3.2a Difference Equations in the Pi Approximation 136 
3.2b Approximation Errors in the Difference Equations 138 
3.2c Solving the Pi Difference Equations 139 
3.2d Difference Equations in Diffusion Theory 142 
3.2e Solution of the P^ Equations 143 

3.3 Flux Expansion in Spherical and General Geometries 144 

3.3a Expansions in Spherical Geometry 144 
3.3b Boundary Conditions in Spherical Geometry 145 
3.3c Difference Equations in Spherical Geometry 146 
3.3d Expansions in General Geometry 146 
3.3e The Pi Approximation in General Geometry 147 
3.3f The Pi Approximation in One-Dimensional Geometries 150 

3.4 The Diffusion Equation in Two Dimensions 151 

3.4a Difference Equations in Two Dimensions 151 
3.4b Two-Dimensional Difference Equations in Matrix Form 153 
3.4c Solving the Matrix Equations by Iteration 154 
3.4d Improved Iteration Procedures 156 
3.4e Difference Equations for More General Cases 158 

3.5 The Double-Pjv Approximation 158 

3.5a Discontinuity of Angular Flux at an Interface 158 
3.5b Yvon's Method 161 

3.6 Reactor Cell Calculations 163 

3.6a The Wigner-Seitz Approximation 163 
3.6b The Spherical Harmonics Method for Cylindrical Cells 165 
3.6c Use of Cell Calculations 167 

3.7 Conclusion 168 

3.7a Other Methods for Solving the Transport Equation 168 

3.8 Appendix 169 

Exercises 170 

References 171 



CONTENTS XI 

4 SOLUTION OF THE TRANSPORT EQUATION BY 
MULTIGROUP METHODS 173 

4.1 Introduction 173 

4.1a Outline of the Multigroup Method 173 
4.1b Comments on Other Methods of Solution 173 
4.1c Treatment of Variables 174 

4.2 Spherical Harmonics Equations in Plane Geometry 175 

4.2a Introduction 175 
4.2b Expansion of the Scattering Function 175 
4.2c The Spherical Harmonics Equations 177 
4.2d The Pj Approximation and Diffusion Theory 178 

4.3 The P^ Multigroup Equations 181 

4.3a Energy Groups and Group Constants 181 
4.3b The Pj Multigroup Equations 183 
4.3c A Simple Source Problem 185 

4.4 Eigenvalue Problems in Multigroup Theory 186 

4.4a The Reactivity Eigenvalue 186 
4.4b The Multiplication Rate Eigenvalue 187 
4.4c Eigenvalues and Eigenfunctions for Multigroup Diffusion Theory 188 
4.4d Solving the Eigenvalue Problem 190 
4.4e Difference Equations for the Multigroup Eigenvalue Problem 193 
4.4f Analysis of the Multigroup Eigenvalue Problem in Diffusion 

Theory: Outer Iterations 194 
4.4g Outer Iterations in the Multigroup Pj Approximation 197 
4.4h General Comments on the Eigenvalue Problem 198 

4.5 Determination of Multigroup Cross Sections 199 

4.5a Microscopic Cross Sections 199 
4.5b Estimation of Within-Group Fluxes 200 
4.5c The B^ Method 201 
4.5d Overlapping Energy Groups 203 

4.6 Outline of a Multigroup Calculation 204 

4.6a Reactor Codes 204 
4.6b Computation of an Eigenvalue Problem 205 

4.7 Appendix: Relationship Between Pi, Age-Diffusion, and Other 
Theories 207 

4.7a The Lethargy Variable 207 
4.7b Elastic Scattering in Terms of Lethargy 207 



XII CONTENTS 

4.7c The Pi Approximation in Terms of Lethargy 208 
4.7d Age-Diffusion Theory 209 
4.7e Multigroup Age-Diffusion Theory 211 

Exercises 212 

References 212 

5 DISCRETE ORDINATES AND DISCRETE S^ METHODS 214 

5.1 Introduction 214 

5.1a Special Features of the Discrete Ordinates Methods 214 
5.1b Plane and Curved Geometries 215 

5.2 Discrete Ordinates for One Speed in Plane Geometry 216 

5.2a Isotropic Scattering 216 
5.2b Discrete Ordinates and Spherical Harmonics 218 
5.2c Gauss Quadrature Parameters 219 
5.2d The Double-Pj^ Method in Discrete Ordinates 220 
5.2e Anisotropic Scattering 221 
5.2f Solution of the Discrete Ordinates Equations 222 
5.2g Results of Discrete Ordinates Calculations 225 

5.3 Discrete Ordinates for One Speed in Curved Geometries 226 

5.3a Introduction 226 
5.3b The Conservation Principle 228 
5.3c Derivation of the Difference Equations 229 
5.3d Solution of the Difference Equation 232 
5.3e The Discrete Ordinates Method in General Geometry 236 

5.4 Multigroup (Energy-Dependent) Problems 237 

5.4a Expansion of Scattering Cross Sections in Spherical Harmonics 237 
5.4b Determination of Group Constants 239 
5.4c Multigroup Discrete Ordinates Calculations 242 
5.4d An Application to Fast-Neutron Systems 243 

Exercises 249 

References 249 

6 THE ADJOINT EQUATION, PERTURBATION THEORY, 
AND VARIATIONAL METHODS 252 

6.1 The Adjoint Function and its Applications 252 

6.1a Introduction 252 
6.1b The Transport Operator 254 



CONTENTS XIII 

6.1c The Adjoint to the Transport Operator 254 
6.Id The Adjoint Function and Neutron Importance 256 
6.1e Adjoint of Green's Functions 258 
6.If The One-Speed Adjoint Equation 259 
6.1g One-Speed Reciprocity Relation 261 
6.1h The Adjoint Integral Transport Equation 261 
6.1i Direct Derivation of an Equation for the Neutron Importance 262 
6.1J Spectrum of the Adjoint Operator and Criticality 264 
6.1k Interpretations of the Time-Dependent Adjoint Function 266 
6.1m Expansion of Time-Dependent Solutions 268 

6.2 The Adjoint Operators in Approximate Methods 269 

6.2a Introduction 269 
6.2b One-Speed.Pi, Diffusion, and Si^ Theories 270 
6.2c Multigroup Pi and Diffusion Theories 272 

6.3 Perturbation Theory 273 

6.3a Applications of Perturbation Theory 273 
6.3b Perturbation of the Multiplication Rate Constant, a 274 
6.3c Perturbation of the Effective Multiplication Factor 277 
6.3d Perturbation of a Critical System 279 
6.3e Perturbations in Multigroup Diffusion Theory 281 
6.3f An Application of Perturbation Theory 283 

6.4 Variational Methods 290 

6.4a Applications of Variational Methods 290 
6.4b Evaluation of Flux-Weighted Integrals 291 
6.4c Determination of Eigenvalues 295 
6.4d Applications of Variational Methods to One-Speed Problems 295 
6.4e An Absorption Probability Problem 298 
6.4f Discontinuous Trial Functions 301 
6.4g The J Functional as a Lagrangian 303 
6.4h Variational Derivation of Multigroup Equations 305 
6.4i Self-Consistent Determination of Group Constants 308 
6.4j Other Applications of Variational Methods 310 

Exercises 312 

References 313 

7 NEUTRON THERMALIZATION 315 

7.1 General Considerations 315 

7.1a Introduction 315 
7.1b Thermal Motion of Scattering Nuclei 317 



XIV CONTENTS 

7.1c Chemical Binding 
7.Id Interference Effects: Coherent and Incoherent Scatterin 

7.2 General Features of Neutron Thermalization 

7.2a The Maxwell Distribution 
7.2b The Transport Equation for Thermal Neutrons 
7 2c Reciprocity Relation for Thermal Neutrons 

7.3 Neutron Scattering Laws 

7.3a Scattering from a Monatomic Gas 
7.3b The Scattering Function for a Monatomic Gas 
7 3c The Energy Transfer Function for a Monatomic Gas 
7.3d The General Scattering Law 
7.3e The Incoherent Approximation 

7 4 Scattering in Bound-Atom Systems 

7.4a Results of Quantum Mechanical Calculations 
7.4b Intermediate Scattering Function for Monatomic Gas 
7 4c Isotropic Harmonic Oscillator 
7 4d Scattering by Real Crystalline Solids: Cubic Crystals 
7 4e Liquids: Model of the Diffusing Atom 
7.4f The Gaussian Approximation 
7.4g Experimental Determination of Scattering Laws 
7.4h Applications to Actual Moderators 

7.5 Thermalization and Neutron Transport 

7.5a Introduction 
7.5b The Method of Collision Probabilities 

7.6 Eigenvalues and Thermalization Problems 

7.6a Introduction 
7.6b Types of Eigenvalue Problems 
7 6c Existence of the Eigenvalues 
7.6d Calculation of Eigenvalues and Eigenfunctions 
7.6e Eigenvalues in Diffusion Theory 
7.6f Deviations from the Maxwell Distribution 

7 7 Appendix 

7.7a Source of Thermal Neutrons from Slowing Down 

Exercises 

References 



CONTENTS XV 

8 RESONANCE ABSORPTION 389 

8.1 Resonance Cross Sections 389 

8.1a Introduction 389 
8.1b The Single-Level Breit-Wigner Formula 391 
8.1c Experimental Determination of Resonance Parameters 398 
8.Id Doppler Broadening 401 
8.1e Overlap and Interference of Resonances 406 
8.If Resonance Absorption at Low Energies 409 

8.2 The Unresolved Resonance Parameters 410 

8.2a Introduction 410 
8.2b Decay Channels and Level Width Distribution 411 
8.2c Resonance Peak (or Level) Spacings 415 
8.2d Average Resonance Parameters 417 

8.3 Resonance Absorption in Homogeneous Systems 420 

8.3a Effective Resonance Integral 420 
8.3b Evaluation of Neutron Flux 422 
8.3c The Narrow Resonance Approximation 423 
8.3d Absorption Probability in the NR Approximation 427 
8.3e Doppler Broadening in the NR Approximation 431 
8.3f The NRIM Approximation 434 
8.3g Improved and Intermediate Approximations 436 
8.3h Resonances and Multigroup Constants 438 
8.3i Strongly Overlapping Resonances 439 

8.4 Resonance Absorption in Heterogeneous Systems 443 

8.4a Method of Colhsion Probabilities 443 
8.4b Equivalence Relations 446 
8.4c Numerical Computation of Resonance Integrals 450 
8.4d Approximate Dependence on Geometry 451 
8.4e The Doppler Effect in Fast Reactors 453 

8.5 Comparison of Theory and Experiment 454 

8.5a Thermal Reactors 454 
8.5b Fast Reactors 457 

Exercises 458 

References 459 



XVI CONTENTS 

9 REACTOR DYNAMICS: THE POINT REACTOR AND 
RELATED MODELS 463 

9.1 Introduction • 463 

9.1a Time-Dependent Problems 463 
9.1b The Transport Equation with Delayed Neutrons 464 
9.1c Feedback Effects 467 

9.2 The Point Reactor 468 

9.2a The Amplitude and Shape Factors 468 
9.2b The Reactor Kinetics Equations 470 
9.2c The Shape Factor 472 
9.2d The Zero-Power Point Reactor 476 
9.2e Asymptotic Period-Reactivity Relation 477 
9.2f Numerical Solutions of the Point-Reactor Equation and the Zero 

Prompt-Lifetime Approximation 480 
9.2g The Linearized Kinetics Equations 482 

9.3 Transfer Functions 483 

9.3a The Zero-Power Transfer Function 483 
9.3b Sinusoidal Reactivity Perturbations 485 
9.3c Space Dependence of Transfer Functions 488 

9.4 The Point Reactor with Feedback 490 

9.4a Introduction 490 
9.4b The Transfer Function with Feedback 491 
9.4c Stability Conditions 494 
9.4d Power Limits for Stability 496 
9.4e Stability and Reactivity Perturbation Frequency 499 
9.4f Simple Models of Feedback 502 
9.4g Other Sources of Instability 505 
9.4h Relative Importance of Delayed and Prompt Neutrons 506 
9.4i Feedback in a Nonlinear Point Reactor 508 

9.5 Determination and Use of Transfer Functions 509 

9.5a Introduction 509 
9.5b The Reactor Oscillator Method 510 
9.5c Correlation Methods 511 
9.5d The Reactor Noise Method 513 
9.5e Applications of the Transfer Function 514 

9.6 Large Power Excursions 517 

9.6a The Fuchs-Hansen Model 517 



CONTENTS XVII 

9.6b Pulsed Fast Reactor 520 

9.6c Analysis of Fast-Reactor Accident 522 

Appendix •. 527 

Exercises 528 

References 529 

10 SPACE-DEPENDENT REACTOR DYNAMICS AND 
RELATED TOPICS 532 

10.1 Space and Time Dependent Neutron Transport Problems 532 

10.1a Methods of Solution 532 
10.1b Mode Synthesis and Expansion Methods 534 
10.1c An Example Involving Extreme Flux Tilting 536 
10.Id The Period Eigenfunctions and Delayed Neutrons 542 
lO.le A Pulsed-Source Problem 546 
10. If Other Space and Time Dependent Problems 554 
lO.lg Xenon-Induced Power Oscillations 555 

10.2 Burnup Problems 562 

10.2a Introduction 562 
10.2b The Burnup Equations 564 
10.2c Solution of the Burnup Equations 565 
10.2d Results of Burnup Calculations 568 
10.2e The Breeding (or Conversion) Ratio 572 
10.2f Burnable Poisons 573 
I0.2g Flux Flattening with Burnable Poisons 576 

10.3 Calculations on Graphite-Moderated, Gas-Cooled Reactors 578 

10.3a Introduction 578 
10.3b Outline of the Calculational Methods 581 
10.3c Results of Cell Calculations 582 
10.3d Components of the Effective Multiplication Factor 586 
I0.3e The Reactivity Temperature Coefficients 587 
I0.3f Results for the Calder Hall Reactor 589 
10.3g Results for the Peach Bottom Reactor 593 

Exercises 598 

References 599 

APPENDIX: SOME MATHEMATICAL FUNCTIONS 603 

The Delta Function 
The Gamma Function 

603 
604 



XVI11 CONTENTS 

The Error Function 
The Exponential Integrals, £'„(x) 
The Legendre Polynomials 
The Associated Legendre Function 
The Spherical Harmonics 

References 

Index 

604 
605 
606 
607 
608 

610 

611 



1. THE NEUTRON 
TRANSPORT EQUATION 

1.1 DERIVATION OF THE TRANSPORT EQUATION 

1.1a Introduction 

The behavior of a nuclear reactor is governed by the distribution in space, 
energy, and time of the neutrons in the system, and one of the central problems 
of reactor theory is to predict this distribution. In principle, this can be done by 
solving the neutron transport equation, often called the Boltzmann equation 
because of its similarity to the expression obtained by L. Boltzmann in con­
nection with the kinetic theory of gases. In this chapter, various versions of the 
neutron transport equation are derived, and some general properties of its 
solution are discussed. 

The neutron distribution problem could be solved by inserting into the 
transport equation a complete set of the appropriate cross sections, which 
represent the neutron interaction probabilities, together with the geometrical 
arrangement of the materials in the system. Numerical solutions could then be 
obtained by suitable computation procedures, e.g., by Monte Carlo methods. In 
practice, however, this proves not to be possible. First, the cross sections and 
their variation with neutron energy are very complicated and not completely 
known, and second, the geometrical arrangement of the materials in a reactor is 
so complex that the transport equation cannot be solved in a reasonable time 
even with a computer. In any event, solution of the neutron transport equation 
IS so difficult that, except in the simplest cases, approximate forms of the 
equation must be used. These approximations are outlined at the end of this 
chapter and they are treated in detail m the book. 

1 



2 THE NEUTRON TRANSPORT EQUATION 

Before proceeding to the derivation of the transport equation, certain 
quantities required to describe the neutron transport problem will be defined, 
and a consistent notation will be presented. It will be seen that this notation 
differs in some respects from that employed in elementary reactor theory, but 
this is often a consequence of the introduction of extra variables in neutron 
transport theory. No great difficulty should be experienced, however, in 
adjustment to the notation used here. 

1.1 b Definitions and Notation 

Neutron as a Point Particle 

In transport theory, a neutron is considered to be a point particle in the sense 
that it can be described completely by its position and velocity. The point 
description would appear to be reasonable because the reduced wavelength of a 
neutron is small in comparison with macroscopic dimensions and neutron mean 
free paths. 

According to the de Broglie equation, the reduced wavelength, A of a particle 
is given by 

P 

where fi is Planck's constant divided by 2TT and p is the momentum of the 
particle. For a neutron this takes the form 

^ 4.55 X 10-1" 
A = ;= cm, 

VE 
where E is the neutron energy in electron volts. Even for a neutron with O.OI eV 
energy, A is 4.55 x 10~* cm, which is almost an order of magnitude less than 
the distances between atoms in a solid and several orders of magnitude less than 
macroscopic dimensions and mean free paths. Thus, it is reasonable to regard 
the position of a neutron as a quantity which can be specified accurately. 

It is possible, in fact, to choose the position and velocity (or momentum) of 
a neutron with sufficient precision and not violate the Heisenberg uncertainty 
relationship Ax A/? ~ h. If an uncertainty Ax in position of 10~* cm can be 
tolerated, the momentum uncertainty corresponds to a negligible uncertainty 
in the energy, i.e., 

A£'~ 1 0 - ^ V ^ 

where A£ and E are in electron volts.^ 
For neutrons of very low energy, the wavelength becomes very large and the 

neutron cannot, of course, be localized. The treatment of neutron transport 
developed in this book is then not valid and a quantum-mechanical formulation 
would be required.^ The problem is of no practical significance in reactor physics, 
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however, since a negligible number of neutrons have energies which are so low 
that the conventional point-particle description is seriously in error. Further­
more, the transport equation is generally taken to hold even at arbitrarily low 
neutron energies, although in these circumstances the relationship of the 
solutions to physical reality becomes uncertain. 

The neutron has a spin and a magnetic moment, which can lead to polarization 
that has an effect on neutron transport. But, as will be seen in §1.4b, this effect 
is small in most practical situations. If necessary, an approximate allowance can 
be made by minor modifications of the scattering cross sections. 

For the present, the neutron will consequently be regarded as a point particle, 
with a position described by the vector r and a velocity by the vector v. The 
velocity vector is often represented by 

V = vSl, 

where v (= |v|) is the neutron speed, i.e., the (scalar) magnitude of the velocity, 
and £2 is a unit vector in the direction of motion, i.e., in the same direction as v. 

It is often convenient to specify the unit vector. Si, in a polar coordinate 
system, i.e., by the polar angle d and the azimuthal angle <p, as shown in Fig. 1.1. 
Cartesian coordinates of SI are then 

Q.X = sin 6 cos q> Q.y = sin 6 sin <p ^z = cos 6. 

FIG. 1.1 POLAR COORDINATES. 



4 THE NEUTRON TRANSPORT EQUATION 

Neutron Density and Flux 

To describe a population of neutrons a quantity, called the neutron angular 
density in this book, is introduced. It is represented by 

Angular density = N{t, Si, E, t) (1.1) 

and is defined as the probable (or expected) number of neutrons at the position 
r with direction Si and energy E at time t, per unit volume per unit solid angle 
per unit energy, e.g., per cm^ per steradian per MeV. Consequently, 

N(r,Si,E,t)dVdSidE 

is the expected number of neutrons in the volume element dV about r, having 
directions within dSi about Si (Fig. 1.2) and energies in dE about E at time t* 

If Si is expressed in polar coordinates, then dSL = sin d dO dcp, where the 
element of solid angle dSi is defined by the ranges 9, 6 + d9 and <p, <p -f- dcp. In 
later sections of this book, e.g., §1.3a, cos 9 is often represented by [J,, SO that 

dSi = d[j, dcp. 

In the definition of the neutron angular density given above, the expression 
"probable (or expected) number of neutrons" is meant to imply that fluctuations 

FIG. 1.2 THE VOLUME ELEMENT dV AND THE DIRECTIONAL ELEMENT da. 

* The volume element about r is sometimes represented by rfr or by d^r, but dV is more 
explicit. 
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from the mean neutron population are not taken into account. If the neutron 
population under consideration is large, then the actual population will be close 
to the expected (or average) value and the fluctuations will be relatively small. 
If, on the other hand, the neutron population is small, it is still important to be 
able to describe the average behavior, even though the actual population at any 
instant in time is unHkely to resemble the average value. These points are 
discussed further in §1.4c. 

The integral of the neutron angular density over all directions (or all solid 
angles) is the energy-dependent neutron density, n(r, E, t); thus. 

Neutron density = ( 7V(r, Si, E, t) dSi = n(r, E, t), (1.2) 
J in 

where the symbol A-n implies integration over all directions. Hence, «(r, E, t) 
is the expected number of neutrons at r, with energy E at time t, per unit volume 
per unit energy. If polar coordinates are used to specify Si, then the neutron 
density is defined by 

/•I /•2n 

n(r, ^ . 0 = J _ J ^ -^(r, « , E, t) dcp dpi, 

where, as above, fi = cos 9. 
The product of v and the neutron angular density is called the neutron angular 

current or the vector flux; that is, 

Vector flux = \N{T, Si, E, t). (1.3) 

It is a vector function of the four variables r. Si, E, and t with direction Si. Its 
magnitude, i.e., VN{T, Si, E, t), is sometimes called the scalar flux. In this book, 
however, it is referred to as the neutron angular flux, because of the dependence 
on angle; it is represented by <I)(r, Si, E, t), so that 

Angular flux = VN{T, Si, E, t) = <D(r, £2, E, t). (1.4) 

The integral of the angular flux over all directions, which is also equal to 
vn{T, E, t), is called the total flux, <f>(T, E, t), i.e.. 

Total flux = vn{r, E, t) = f (D(r, Si, E, t) dSi = <f>{T, E, t). (1.5) 

The total flux is thus the same as the ordinary flux of neutrons of energy E at 
the position r and time / per unit energy. Both the angular flux and the total 
flux are sometimes referred to as the "flux," but the context, symbol, and 
arguments of the function indicate which type of flux is intended.* 

* Some writers employ the same symbol for the vector flux and the total flux; the distinc­
tion is then indicated by the argument (r, £2, E, t) or (r, E, t). By using the separate symbols 
4> and ^, the distinction is clear even when the argument is omitted for simplicity of repre­
sentation. The symbols Â  and n, for angular and (total) neutron density, respectively, are 
used in this book for the same reason. 
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AREA a/l FIG, 13 UNITVECTORNORMALTQ SURFACE ELEMENT 
dA. 

Neutron Current 

If ft represents a unit vector normal to a surface, so that ft dA is the vector 
normal to a surface element of area dA (Fig. 1.3), then n dA \N(T, Si, E, t) is 
the number of neutrons crossing the surface element per unit solid angle per 
unit energy in unit time. (A crossing is counted as negative if hdA v < 0.) 
Integration over all directions gives the net number of neutrons per unit energy 
and time crossing dA; thus, 

Net number of neutrons crossing dA = hdA-l yN{r, Si, E, t) dSi. 
J in 

The integral in this expression is called the neutron current and is represented 
by J(r, E, t), so that 

f vA (̂r, Si, E, t) dSi = v[ SiN{T, Si, E, t) dSi = J(r, E, t). (1.6) 
Jin Jin 
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^ Davison, B., "Neutron Transport Theory," Oxford University Press, 1957. 
^ Case, K. M., and P. F. Zweifel, "Linear Transport Theory," Addison-Wesley Publishing Co., 

Inc., 1967. 
* Glasstone, S., and M. C. Edlund, "The Elements of Nuclear ReactorTheory, D. Van Nostrand 

Co., Inc., 1952. 
^ Lamarsh, J. R., "Introduction to Nuclear Reactor Theory," Addison-Wesley Publishing Co., 

Inc., 1966. 
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It is the net number of neutrons of energy £• at r and time t crossing unit area 
per unit energy and time. The current is thus a vector having as a component 
in any direction the net number of neutrons crossing a unit area perpendicular 
to that direction per unit energy and time, for given values of energy, time, 
and position. 

A comparison of the symbols used in this book with those employed in other 
familiar texts is given in Table 1.1. 

independent Sources 

The independent (or extraneous) neutron sources, usually abbreviated to sources, 
are neutron sources which are not dependent on the neutron density of the 
system. They arise from events other than neutron collisions, i.e., not from 
fission, (n, 2«), and similar neutron reactions. The sources under consideration 
thus involve neutrons produced in (a, n) and spontaneous fission processes and 
also by the action of cosmic-ray particles. The independent sources are repre­
sented by Q{T, Si, E, t), which is the probability per unit time that a neutron of 
energy £ will appear at r per unit volume per unit solid angle per unit energy, i.e., 
Q dVdSi dE is the expected rate at which neutrons appear in volume dV with 
direction in dSi and energy in dE. 

Cross Sections and Transfer Probabilities 

Since microscopic cross sections are used only in some special cases in this text, 
it is convenient to employ a lower case sigma (a) to represent macroscopic cross 
sections, reserving capital sigma (S) to indicate summation. The quantity 
CT(r, E) is defined as the total collision (or interaction) cross section of a neutron 
at position r having energy E (in the laboratory system). It is the probability 
of neutron interaction per unit distance of neutron travel and has the dimensions 
of a reciprocal length. The reciprocal of a is, of course, the neutron mean 
free path. 

The cross section has been taken to be a function of r and E only, but there 
are a few situations in which it may depend upon Si or t. If there is a physically 
preferred direction in a medium, which can be used to define directions, then a 
may be a function of Si. For example, a direction of fluid flow or of crystal 
orientation could determine a dependence of CT on £2. In most cases, this will 
influence only thermal neutrons and the effects may usually be neglected. A 
variation of a with / may arise in fuel depletion (or burnup) calculations; it is 
then so slow, however, that it is easily separable from the neutron transport 
problem. More general variations of cross sections with time will be treated in 
Chapters 9 and 10. 

The total cross section CT(r, E) is the sum of the partial cross sections for all 
possible types of neutron-nucleus collisions. The partial cross sections are 
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indicated, in general, by the nature of the particle emerging from a collision; 
thus CT„(r, £ ) and <T„'(r, E) represent elastic and inelastic scattering cross sections, 
respectively, and ay(r, E) is the cross section for radiative capture. A special 
case arises in connection with the fission cross section which is indicated by 
a,{T, E). 

In neutron transport theory, it is required to describe the probability that the 
neutrons emerging from a collision have various directions and energies. A form 
of differential cross section is defined for collisions, such as scattering, fission, 
and («, In) reactions, from which neutrons emerge, as the cross section for 
neutrons of initial direction £2' and energy E' emerging from a collision in the 
interval dSi about £2 and energy dE about E. This quantity may be expressed, in 
general for the reaction (n, x), by 

Differential cross section = CTj.(r, E')fjj; Si', E' -^ Si, E), 

where a^ is the cross section for a reaction of type x for neutrons of energy £" 
and/t(r; £2', E' -^ Si, E) dSi dE is the probabiUty that if a neutron of direction 
£2' and energy £" has a collision of type x, there will emerge from the collision 
a neutron in the direction interval dSi about £2 with energy in dE about E. For 
scattering (elastic or inelastic) collisions one neutron emerges for each neutron 
colliding with a nucleus; the transfer probabilities may consequently be normal­
ized to unity. Thus, for elastic scattering, integration over all directions and 
energies gives 

fjjc; Si', E' -> £2, E) dSi dE = 1, 

and a similar expression applies to inelastic scattering. For fission, however, the 
normalization is different, as will be seen shortly. For (n, y), (n, a), and other 
reactions from which neutrons do not emerge,/is, of course, zero. 

For elastic scattering of neutrons from initially stationary nuclei, /„ is a 
function only of £2' • £2 = /XQ' where /XQ is the cosine of the (scattering) angle (9) 
between the directions of motion of the neutron before and after the collision 
in the laboratory system (Fig. 1.4). For scattering nuclei of mass A times the 
mass of a neutron, the value of /xg is determined uniquely by EjE'f thus, 

I r rr ^F'^ 
,xo = i YA + \)J^, -{A- 1)^^] = S. 

In this case, /„ may be represented by 

/„(r; £2', E' ^Si,E)= A(r; E' -> E) 8(^o - S), (1.7) 

where 8 is the Dirac delta function (see Appendix); that is, 8(;LIO — S) is zero 
except when /HQ = 5 and j S(fXo — S)f{jio) dpio = fiS) if the range of integration 
includes the value /̂ o = S. 
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a 
FIG. 1.4 DIRECTIONS OF MOTION OF NEUTRON BEFORE AND AFTER ELASTIC 
SCATTERING. 

If the elastic scattering is spherically symmetric (isotropic) in the center-of-
mass system, it is known* that 

/ " ( ^ ' ^ ' - - ^ ) = 2 . ( l - a ) r '' '^E'^E^E' 
= 0 if E > E' or E < aE' 

where 
a=[iA- mA + l)f. 

For more general angular distributions, however, this simple representation is 
not possible (see Chapter 4). Consideration will be given in Chapter 7 to the 
effects of nuclear motion and chemical binding. 

In the foregoing, it has been assumed that the transport medium consists of a 
single nuclear species. If the medium is a mixture of different nuclei, however, 
the/values are obtained in a manner similar to that used in deriving the overall 
macroscopic cross section from the individual microscopic cross sections.̂  

For fission, it is a good approximation to assume that the neutrons are 
emitted isotropically in the laboratory system; hence, it is possible to write 

ff(r; SI', E' -> Si, E) dSidE = ^ v{r; E' -^ E) dSi dE, 

where v{r; E' -^ E) dE, referred to as the spectrum of the fission neutrons, is the 
probability that a fission caused by a neutron at r with energy E' will lead to a 
neutron within dE about E. Furthermore, ^(r; E' -^ E) is normalized so that 

^ J [ v(j; E' ^E)dSidE= f vij; E' -^ E) dE = V{T, E'), 

where v{r, E') is the average number of neutrons produced by a fission at r 
caused by a neutron of energy E'. It will be noted that the spectrum of fission 
neutrons is allowed to depend on the energy (£") and the material in the 
medium, through r. 
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For the present, no distinction is made between prompt and delayed neutrons. 
All neutrons are assumed to emerge promptly from fission, thus ignoring the 
delayed neutrons; alternatively, the delayed neutrons are assumed to be included 
with the prompt neutrons. In Chapter 9, however, when reactor dynamics is 
discussed, allowance is made for the delayed neutrons by introducing a time 
delay between the neutron-nucleus collision and neutron emission in fission. 

If tT(r, E') is the total cross section for all interactions, including those from 
which neutrons do not emerge, then the total probabiUty per unit distance at r 
for the transfer of a neutron from SI', E' to Q., E, as a result of all interactions 
can be written as 

Total probability of neutron , „,, „ _,, „, _ „. 
transfer from «' , E' toSl,E= "^'^ E)Ar;Sl,E -.SI, E), 

which defines the function / . This result may be expressed in an alternative 
manner by considering the separate interactions x in which neutrons are 
produced; thus, 

a(r, E')f(j; Sl',E' -> ft, £) = 2 <̂ .(r, E')Ur; SI', E' -> SI, E), 
X 

where the sum over x includes elastic and inelastic scattering (with the f's 
normalized to unity), fission (with/normalized to i'(r, £')), the («, 2M) reaction 
(with/normaUzed to 2), and so on. Upon integration over all directions SI and 
over all final energies E, it is found upon rearrangement that 

H fir; SI', E' -. SI, E) dSl dE = -Jhll+M^' £•) +aJj^Jvij^J^ 
o{r, E') 

^ c(r, E), (1.8) 

where the subscripts n, n',f, etc., refer to elastic scattering, inelastic scattering, 
fission, etc., respectively. 

The right side of equation (1.8), and hence also the integral on the left, is 
clearly the mean number of neutrons emerging per collision at r of neutrons of 
energy E'. This quantity has been represented by the symbol c(r, E). For pure 
capture collisions, e.g., («, y) and («, a), in which no neutrons are produced, 
c = 0, for scattering collisions c = 1, and for fission c = v. The quantity c can 
be introduced as a factor in the neutron transport equation, as will be seen in 
Chapter 2. 

The fission part of the total probability of neutron transfer from SI', E' to SI, 
E may be separated from that due to other collisions by writing 

a(r, £')/(r; SI', E'-^Sl,E) = ^ cT,(r, E')v{r; E' -> E) 

+ 2 '^xir, E')UT; SI', E' -^ SI, E), 
xi^f 
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where the summation over x 7̂  / is for all nonfission interactions from which 
neutrons emerge. 

Interaction Rates 

The macroscopic cross section, o^, is the probability that a neutron will undergo 
a particular reaction, indicated by x, in unit distance. If v is the speed of the 
neutron, then v^x is the corresponding probability per unit time. Hence, if N is 
the angular density of neutrons under consideration, the interaction rate, in 
appropriate units, is given by vaxN. For unit volume and energy, the interaction 
rate is obtained by integrating over all neutron directions to obtain voxn. Thus 
voxii, E)n(T, E, t) gives the number of interactions of type x made with nuclei 
by neutrons of speed v, and corresponding energy E, at position r and time t 
per unit volume per unit energy per unit time. The total number of interactions 
(or collisions) is obtained by using a, the total macroscopic cross section, which 
is the sum of all the a^ values. 

To determine the rate at which neutrons emerge from an interaction of type x, 
the appropriate/t must be included for the interaction and the neutron param­
eters before and after interaction must be identified. The number of neutrons 
per unit volume having directions within dSl' about £2' and energies within dE' 
about E' is N{T, Si.', E', t) dSl' dE'. The rate, in neutrons per unit volume and 
time at r and t, at which such neutrons are transferred by interactions of type x 
into final directions within dSl about SI and final energies within dE about E is 
then 

V'<XX(T, E')fx(T; SI', E' - ^ SI, E)N(T, SI', E', t) dSl' dE' dSl dE. 

The total rate at which neutrons are transferred is obtained by integrating over 
all initial neutron directions and energies, i.e., over dSl' and dE', and summing 
over all reactions, i.e., summing over x. 

The foregoing results are used in various forms in the development of the 
neutron transport equation. 

1.1c Derivation of the Neutron Transport Equation 

According to the definition given earlier, A'̂ (r, SI, E, t) dVdSl dE is the probable 
number of neutrons at time / in a volume element c/F having energies in dE about 
E and directions within a narrow beam dSl about Si. Consider now what happens 
to this group (or packet) of neutrons as they are followed for a time interval A/. 
It is assumed in the following that the cross sections are continuous functions of 
position in the vicinity of position r. The special case of an interface at which 
cross sections change discontinuously will be considered shortly. 

Those neutrons of energy £ which suffer a collision may be regarded as being 
lost from the packet, whereas those which do not collide remain. The distance 
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traveled by a neutron in time A/ is vAt; hence, the probability that a neutron 
makes a collision in this time is cr(r, E)v At to first order in At. The probability 
that a neutron does not undergo a collision in time At and remains in the packet 
is consequently 1 — ^(r, E)v At. It follows, therefore, that 

Number of neutrons . , , _, „ . , „ / zr\ A.I j./j«-» jr-, ^ = A'̂ (r, SI, E, t)[l - a(t, E)vAt] dV dSl dE. remaining in packet 

These neutrons will arrive at the position r + Slv At at time t + At. 
In addition to neutrons lost from the packet by collisions, some may enter it 

as a result of collisions by neutrons outside the packet and from independent 
sources. The latter two quantities are given by 

Number of neutrons entering 
packet as a result of collisions 

= [ f a(r, £')/(!•; ^', E' -> ^, E)V'N{T, Si', £ ' , t) dSi' dE'] dVdSi dEAt 

= Q{T,Si,E,t)dVdSidEAt. 

and 
Number of neutrons entering 
packet from sources 

By adding the three terms given above and eliminating dV dSi dE, the neutron 
angular density at the position r + Siv At at time ? + A? is found to be 

A'(r + Slv At, Si,E,t + At) = ^/(r, Si, E, 0(1 - ovAt) 

+ [ f [ a'fv'Nir, Si', E', t) dSi' dE'\ At + QAt 

(1.9) 
where, to simplify the representation, 

a = (7(r, E), 
a'f = <T(r, £ ')/(r; ^', E' -^ Si, E), frequently written as cr/(r; Si', E' -> Si, £), 
Q = Q{r, Si, E, t). 

Upon dividing both sides of this expression by At and letting At -> 0, the result, 
after rearrangement, is 

\N{r + Siv At, Si,E,t + At) - N{T, Si, E, t)' hmf̂  
At->0 L 

+ cn'A'(r, Si, E, t) 
At 

a'fv'Nir, Si, £ ' , t) dSi' dE' + Q. (1.10) 
- ! / • 

The first term on the left of equation (1.10) is the total time derivative of the 
neutron angular density; that is to say, it is the derivative with respect to time 
as it would appear to an observer moving with the packet of neutrons. It will be 
denoted by dNjdt, where N represents N{T, Si, E, t). 
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If the term A'̂ (r, Si, E, t + At) is added and subtracted from the numerator in 
the square brackets in equation (1.10), two expressions are obtained which can 
be readily evaluated. Thus, 

At 

and 

lim [A (̂r. ^,E,t + At) - Njr, Si, E, Ql ^ 3N 
i(-.o L At 1 ot 

lim mr + ^v^t,Si,E,t + At)~Nir,Si,E,t + At)^ ^ ^^.^^^^^^^^^^^_ 
Af->0 L A? J 

(1.12) 

The last result can be readily derived in Cartesian coordinates in which r has 
components x, y, z, and £2 has components Q.^, ^y, O .̂ The left side of equation 
(1.12) can then be written as 

.. \N{x + Q-xV At, y + Q.yV At, z + 0.^v At,...) - l^{x, y,z,...)'\ 
Af̂ O V At \ 

where N is written for N(x, y, z,...). This expression is v times the directional 
derivative of N in the direction Si; it can consequently be represented by 
vSi-VN, as in equation (1.12). 

Upon inserting equations (1.10), (1.11), and (1.12) into equation (1.1), the 
result is 

^ + vSi-VN + avN = {[ a'fv'N' dSi' dE' + Q, (1.13) 

where 

N s N{T, Si, E, t) 
N' = N{r, Si', £ ' , 0 , 

and a, a'f, and Q are as defined above, in order to avoid unnecessary complexity. 
Equation (1.13) is the basic form of the neutron transport equation. In spite of 
certain minor limitations, which have been indicated earlier and which will be 
considered more fully in §1.4, the transport equation has been found to be satis­
factory for treating most problems in reactor physics. 

Before proceeding further, it is of interest to consider the physical significance 
of the first two terms on the left side of equation (1.13) which together are equal 
to the first term on the left of equation (1.10). The quantity dNjdt is the time 
rate of change of the neutron angular density at the fixed position r; this differs 
from dNjdt, the rate of change within the packet which is moving with the 
neutron velocity v = vSi. The difference, —vSi-VN, represents the rate of 
change of the neutron angular density at the position r due to streaming of the 
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neutrons, i.e., motion of the neutrons in a straight line without any collisions. 
The rate of change computed by an observer moving with the neutron packet is 
dNjdt, with no contribution from streaming, whereas if it is determined by a 
stationary observer at r the result is 8Nj8t which includes the change due to 
neutron streaming. The term vSi • VN is consequently sometimes referred to as 
the streaming term in the neutron transport equation. 

That this term does indeed represent the effect of streaming may be seen by 
deriving the rate at which neutrons stream through a small volume element. 
Let this element be bounded by planes having the coordinates x, x + Ax; 
y, y + Ay; and z, z + Az, so that the volume dV = Ax Ay Az (Fig. 1.5). The 
number of neutrons in the volume element that are moving in the direction Si 
is then N{x, y, z. Si, E, t) dV. The rate at which neutrons enter the volume 
element as a result of motion across the two faces perpendicular to the x 
direction, i.e., the faces with coordinates x and x -\- Ax, is then 

Number of neutrons entering 
volume element per unit time 
(across face at x) 

VxN{x,y,z)AyAz, 

Number of neutrons leaving 
volume element per unit time = VxN{x + Ax, y, z) Ay Az, 
(across face at x + Ax) 

where Vx is the x component of the velocity; the arguments {Si, E, t) have been 
omitted for simplicity. The difference between these two numbers gives the x 
component of the streaming rate of the neutrons, i.e., the rate of change of the 
neutron angular flux in dV due to neutrons crossing the two faces of the volume 
element for which x is constant. It follows, therefore, that 

dN 
Streaming rate (x coordinate) = —Vx-^dV— —(\-VN)x dV, 

/I 

1 ^ '" 

A 
1 
1 
1 

- * j 

x\Ax 
FIG. 1.5 
TERM. 

CALCULATION OF STREAMING 
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and hence the net rate at which neutrons enter the small volume element due to 
streaming is then -vVA'^per unit volume. This quantity is equal to —vSl-VN; 
consequently, 

dN dN - _--

The foregoing discussion of the streaming term could be elaborated somewhat 
to provide an alternative method of deriving the neutron transport equation.® 
In such a derivation, attention is fixed cJn a small stationary volume element at 
the position r. The rate of change of the neutron angular density in the volume 
element then results from both collisions and streaming. The transport equation 
is obtained by adding these contributions. 

The neutron transport equation (1.13) may also be expressed in terms of 
the angular flux O, which is equal to vN; thus, writing 

<I> = vN= 0(r, Si, E, t), 
O' = v'N' = 0(r, Si', £' , 0, 

the result is 

^ ~ - -f- ft-VO + a(^ = (j a'f<^' dSi' dE' + Q. (1.14) 

This is the form of the transport equation that will be used most frequently in 
later chapters. 

1.1d Interface and Boundary Conditions 

Some Interface Conditions 

It was postulated in the derivation of the neutron transport equation that the 
cross sections are continuous functions of position in the vicinity of r. However, 
solutions to the transport equation are frequently sought in spatial regions 
where there are interfaces between different materials. At such interfaces, the 
cross sections are discontinuous and it is necessary to consider how the transport 
equation is to be used in these circumstances. 

The important point to bear in mind is that the number of neutrons in a packet 
is not changed merely by crossing a physical interface. This means that the 
neutron angular density must be continuous in r as the interface is crossed or, 
more formally, A'̂ (r + sSi, Si,E,t + sjv) must be a continuous function of s, 
where s is a. distance along Si. Hence, the neutron transport equation is to be 
regarded as applying on either side of the interface and the continuity condition 
is to be used at the interface.''* 

* Although the discussion of interface and boundary conditions in this section refers in 
particular to the neutron angular density, it is equally applicable to the angular flux. The 
conclusions are used in the latter sense in several subsequent chapters. 
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FIG. 1.6 DERIVATION OF CONTINUITY CONDITION. 
INTERFACE 

The continuity condition given above could also have been deduced in the 
course of deriving the transport equation. It would only be necessary to consider 
equation (1.10) in the situation where r and r + S2r Af lie on opposite sides of an 
interface at r̂ . Suppose 

r = fs - ^sSi and r + Siv At = T^ + ^sSi, 

where i is a distance along Si between the points on either side of the interface, 
as represented in Fig. 1.6. It would be found that 

lim IN U + ^sSi, Si,E,t + ~] - N L - ¥^, ^,E,t- ^jl = 0, 

which is the same as the continuity condition. 
Although in physical systems the neutron angular density is always continuous 

in the sense described here, it is sometimes convenient to consider a neutron 
source as being concentrated on a surface (§l.lf). At such a surface source, the 
neutron angular density is not continuous, but the discontinuity can be deter­
mined, as will be seen in the next chapter. Similarly, it is sometimes desirable to 
represent a thin strongly absorbing region as a surface of discontinuity in the 
neutron angular density. The required discontinuity can then be derived in an 
analogous manner. 

Boundary Conditions 

The neutron transport equation is usually regarded as describing the transport 
of neutrons in a finite region of space, in which cross sections are known 
functions of position and energy. Such an equation has an infinite number of 
possible solutions within any spatial region and in order to determine which of 
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these corresponds to the physical problem it is necessary to specify the appro­
priate conditions on the neutron angular density at the boundary of the region.* 

In general, the region of interest is surrounded by a convex (or non-reentrant) 
surface; that is to say, a straight line segment connecting any two points in the 
region lies entirely within the region. A neutron leaving the surface of such a 
region cannot intersect the surface again. If the physical surface is a reentrant 
one, it can be assumed to be surrounded by a convex surface at which the 
boundary conditions are imposed. If neutrons enter the region from external 
sources, then the incoming neutron flux must be specified. 

If no neutrons enter from external sources and if a neutron, once it leaves the 
surface, cannot return, then the surface is called &free surface. The boundary 
conditions on the neutron angular density at a free surface are as follows. Let 
ii be a unit vector in the direction of the outward normal at a position r on the 
surface. Then any neutron at r having ii • £2 > 0 will be crossing the surface in an 
outward direction whereas a neutron for which ii • £2 < 0 will be crossing in the 
inward direction. Hence, the requirement that there be no incoming neutrons is 
that for all positions r on the boundary surface 

N{t, Si, E,t) = 0 if ii£2 < 0. (1.15) 

In a practical situation it is, of course, not possible to isolate a system com­
pletely from its environment. A neutron leaving the system will have a finite 
probability of returning; hence, the free-surface boundary conditions are an 
idealization. Nevertheless, they are very useful because (a) for many systems the 
probability of neutron return is negligible, and (b) it is always possible to choose 
the bounding surface far enough from the volume of interest that approximate 
boundary conditions suffice. For example, small deviations from free-surface 
boundary conditions imposed at the outside of a reactor shield, or even of the 
reflector, have a negligible effect on the criticality. 

L i e Conservation Relations 

The neutron transport equation is simply a statement of neutron conservation 
as applied to an infinitesimal element of volume, direction, and energy. If it is 
integrated over all directions, the result will be a statement of neutron conserva­
tion for a small element of volume and energy. Before performing the integration, 
however, it should be noted that since the gradient operator involves derivatives 

* In addition to conditions at the boundary of the spatial region, some conditions on the 
neutron density, or alternatively on the source and cross sections, may be required at high 
energies." Normally, the energy variable is restricted to a finite range 0 ^ £ < i'mait; 
neutrons of higher energy than ^max are not considered except insofar as they may produce 
some neutrons with E < fmax which would be included in the source, Q. Furthermore, 
initial conditions on the neutron angular density are required in order to determine the 
solution to the transport equation, as will be seen in §1.5a. 
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with respect to position coordinates only, it follows that 

Si-VN =V-SiN (1.16) 

and hence 

!7 f £2 VNdSi = vV- f SiNdSi = V J, 
Jin Jin 

in accordance with the definition of the neutron current, J, in equation (1.6). 
Integration of equation (1.13) over all values of £2 consequently gives 

^ + V J + am = f air; £ ' ^ E)v'n' dE' + Q, (1.17) 

where 

n = «(r, £, /) and n' = n(r, £ ' , /) 

are the neutron densities. In this expression, also 

Q EE 2(r, E,t)= ^ Qir, Si, E, t) dSi 

and 

a(r; £ ' - > £ ) = f a(r, £')/(r; £2', £ ' ^ -£2 , £) c/£2. (1.18) 

That IS, the integral of o-'/ over all final directions gives tj(r; £ ' —̂  E), which is 
defined to be the cross section at r for collisions which result in a neutron of 
energy E' being replaced by one of energy E. 

Integration of equation (1.17) over a finite region of volume and energy now 
yields a conservation equation for the whole population of neutrons in the 
region. Thus, the result of integrating equation (1.17) over a finite volume and 
over energy is 

all ndVdE 
I"! V JdVdE + i^ landVdE 

III 

( aiT;E'-> E)t'n' dE' dVdE + i{ QdVdE. (1.19) 

cl 
I II III 

IV V 

Each of the five terms in equation (1.19) has a clear physical significance, as will 
now be shown. 

The quantity || « dV dE is the total number of neutrons in the space-energy 
region under consideration; hence, term I is the time rate of change of the total 
number of neutrons in this region. 
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In connection with term II, the divergence theorem may be used to write 

V JdVdE = n J hdAdE, 
V A 

where dA refers to an element of area, A, on the bounding surface of the region, 
V, under consideration and n is a unit vector normal to the surface element and 
directed outward from the region By definition, J ii is the net number of neu­
trons crossing unit area of the surface in unit time Hence, term II is the net 
number of neutrons flowing out of the space-energy region per unit time 

Term III is the rate at which neutrons are entering into collisions in the given 
region, i e , the total collision rate, and IV is the rate at which they emerge from 
these collisions Hence, IV — HI is the net rate at which neutrons are generated 
in collisions Finally, term V gives the rate at which neutrons from independent 
sources are introduced into the legion If equation (1 19) is rearranged in the 
form 

r = (iv - III) + V - II, 

It does indeed represent neutron conservation in the space-energy region under 
consideration, for this expression states that 

Rate of change _ Net rate of generation 
of neutrons of neutrons in collisions 

Rate of introduction Net idte of outflow 
of source neutrons of neutrons 

1.1 f Linearity of the Transport Equation: Green's Function 

It may be noted that the homogeneous (source-free) neutron transport equation 

- — + £2 VO + CT(I> = f f a'f<l>' dSi' dE' 

is linear, where the term "linear" implies that if Oj and <I>2 (or A'l and A'2 in the 
corresponding expression for oyV/c)/) are solutions then Oj + Oa (or Â i + A'2) is 
also a solution Certain (homogeneous) boundary conditions must be satisfied, 
as will be seen shortly 

For the inhomogeneous transport equation, 1 e for a system with a source, 
the linearity has a related consequence If a solution (I)i corresponds to a souice 
Qi and a solution (i>2 to a source Q2, then subject to certain boundary conditions, 
the flux <l>i + Og IS a solution for the source ^ j + Q2 In general, it a complex 
source Q can be divided into a number of simpler sources, Q„ so that 
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then the angular flux <!> corresponding to the source Q will be 

where each <D, is a solution of the transport equation for the source 2„ provided 
the boundary conditions mentioned below are satisfied. 

The result given above depends on the existence of boundary conditions for 
the problem so that all solutions <D, and also their sum, (P, satisfy these condi­
tions. Such boundary conditions are often called homogeneous. For a volume 
source with free-surface boundary conditions, i.e., no incoming neutrons, as 
defined earlier, this is certainly the case. If the boundary conditions correspond 
to an incident flux, the latter can be treated as a surface source with free-surface 
boundary conditions, as will be seen below. 

The additivity of the individual values of (D, suggests that the solution of the 
transport equation for any arbitrary complex source could be obtained by the 
superposition (or integral) of the solutions for simple point (or other) sources. 
The solution for the simple source is known as Green's function for the problem, 
and various special forms can be found for different geometries. The (one-speed) 
Green's function for plane geometry will be derived in Chapter 2. 

As an example of the use of Green's function, consider, first, the time-
independent neutron transport equation (1.14) for the flux, i.e., with d(t>j8t = 0. 
The results will be generalized later to the time-dependent situation. Let the 
Green's function G(ro, £2o, £o -> r, Si, E) be the neutron angular flux at r, £2, £ 
due to a unit point source, i.e., a source emitting 1 neutron/sec, located at 
ro, £2o, £(j. By definition, this satisfies the transport equation (1.14); thus, for 
free-surface boundary conditions, 

SiVG + aG = ^[ o'fG' dSi' dE' + 8(r - FQ) 8(£2 - £2o) 8(£ - £„), (1.20) 

where 

G = Giro, £2o, £o -> r, £2, £) 
and 

G' = G(ro, £2o, £o -> r, £2', £'). 

The other symbols have the same significance as before. 
If <D(r, £2, £) is the solution of the transport equation for the arbitrary source 

2(r, £2, £), then because of the linearity of this equation 

(D(r, £2, £) = jjj e(ro, £2o, £o)G(ro, £2o, £o -> r, £2, £) dVo dSi, dE^. (1.21) 

As already mentioned, Q can be either a volume source with free-surface condi­
tions or a surface source chosen to reproduce the incident flux condition, or 
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some combination of the two. The magnitude of the equivalent surface source, 
represented by Qs(r, £2, £), can be determined by supposing the incident flux at a 
point r on the surface is *l>,nc(r, £2, E) per unit direction and energy. Then the 
number of neutrons crossing an element of area dA with outward normal n will 
be given by 

Number of neutrons crossing = —ii £2(I),nc(r, £2, £) dA 

per unit direction and energy. The minus sign is introduced because ii is an out­
ward normal and £2 is an inward direction, so that ii £2 < 0. Hence, this incident 
flux may be replaced by an equivalent surface source such that 

^,(r, £2, £) = - I i £2(D,„,(r, £2, £) . (1.22) 

The fact that Green's function has been written for a time-independent problem 
IS of no particular significance. A time-dependent function 

G(ro, £2o, £o,/o ^ r, £2, £, 0 

can be obtained simply by adding the time derivative on the left of equation 
(1.20) and including the factor S(/ — to) m the delta function representing the 
point source 

Some special forms of Green's function will be derived in later sections of 
this book, and relationships between various Green's functions will be indicated. 

1.2 INTEGRAL EQUATION FOR NEUTRON TRANSPORT 

1.2a Introduction 

The neutron transport equation is an integro-diflerential equation for the 
neutron angular density (or flux). In this section an equivalent integral equation 
will be derived. This raises the question of whether there is or is not also an 
equivalent purely differential expression for the neutron transport problem. 
The answer is that there is not, for the following reason. In deriving the transport 
equation it was necessary to consider the neutron angular density in the im­
mediate (space-time) vicinity only of the point under consideration, whereas the 
whole range of energies and angles had to be included in the transport equation 
for the angular density at a particular energy and angle. Hence, the formulation 
IS local, involving derivatives, in space and time, but it is extended, involving 
integrals, in energy and angle. 

The physical basis of the foregoing situation is that, in a collision, the position 
and time associated with a neutron change continuously whereas the energy and 
angle will change in a discontinuous manner. As a consequence, a mathematical 
formulation of the neutron transport problem must contain integrals over energy 
and angle. In the multigroup treatments of the transport equation, described in 
Chapters 4 and 5, these integrals are approximated by sums. 
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1.2b Derivation of the Integral Equation 

Since the neutron transport equation is a linear first order partial differential-
integral equation, it can be converted into an integral equation by a standard 
procedure known as the method of characteristics,® as will be shown below. 
Two special cases of the integral equation will then be derived: one for isotropic 
scattering and the other for general anisotropic scattering. The integral equation 
for neutron transport can also be obtained directly from neutron conservation 
considerations, as will be indicated. 

For the application of the method of characteristics to the neutron transport 
equation, the latter, in the form of equation (1.14), may be written as 

J ^ <D(r, £2, £, 0 + £2-Va) + <T(D = ^(r, £2, £, t), (1.23) 

where qir. Si, E, t) is given by 

qir. Si, E, t) = f f a(r, £ ') /(r ; £2', £ ' -> £2, £)(I)(r, £2', £ ' , t) dSi' dE' 

+ Qir,Si,E,t). (1.24) 

Thus, q is the total rate at which neutrons appear at r, £2, £, and t as a result of 
both collisions and the independent source, Q. 

The first two (derivative) terms on the left side of equation (1.23) may be 
written, in a cartesian coordinate system, as 

and, in the method of characteristics, a corresponding total derivative can be 
represented by 

M _ d^dl 8^dx d^dy 8^dz 
ds dt ds dx ds 8y ds dz ds 

Upon identifying terms in these two expressions, it is found that 

dt I . , , . s 
T = - with solutions t = to + -
ds V V 

dx \ 
-J- = Qx X = Xo + si^^ 

-£ = ^y y = yo + sQy 

-J- = il, Z = Zo + S^z 
as 

Vr = Fo -I- sSi 
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where to, Xg, yo, and ZQ are arbitrary constants. Hence, the transport equation 
(1.23) can be written as 

^ O/FO + sSi, Si, E, ?o + ^ W aO = ^(FO + ^£2, £2, £, ?o + 4 (1.25) 

The F(.S') and tis) curves are called the characteristic curves of the differential 
equation, and for every FQ and to, at fixed values of £2 and £, there is one curve 
passing through that point. The derivative in equation (1.25) is a derivative 
along a characteristic curve and it is evidently Ijv times the total time derivative 
idNjdt) in the original derivation of the neutron transport equation; i, as before, 
is a distance along the direction £2 of neutron travel. Indeed equation (1.25) is, 
except for notation, just the same as equation (1.10). 

Equation (1.25) is seen to be a linear first-order ordinary differential equation 
which may be integrated. This can be done by introducing an integrating factor, 
so that equation (1.25) becomes 

I (D|FO + sSi, Si, E, to + - j exp r C7(FO + s'Si, E) ds' 

r(Fo -I- .y'£2, £) ds'\q{ro + sSi, Si, E, to + H- (1.26) 

d_ 
ds 

= exp 

This expression is now integrated from s = —oo, and as a result the integral 
terms will include earlier times, to some upper limit .y. 

If it is assumed that 

<I)(FO + ^£2, £2, £, /o + -) ^ 0 as s ^ -oo, 

as would be true, for example, if there were no neutrons in the system at times 
long past, then the left side of equation (1.26) becomes 

<I)|FO + sSi, Si, E, to + -1 -xp r CT(ro + .y'£2, E) ds'. 

Upon multiplying both sides of the equation by exp (—Ĵ  a ds'), the result is 

< D L -I- sSi, Si, E, to + ^j 

= r exp IJ - a(Fo + .y"£2, £) ds"] \q(ro + s'Si, Si, E, to + H 1 ds'. 

This expression can be simplified to some extent by setting 

Fo -t- j£2 = F and to + - = t 
V 
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and changing the signs of the variables so that the integration runs from 0 to oo 
and 0 to s' in the two integrals. It is thus found that 

<1)(F, £2, £, /) = r exp [ - P air - s"Si, E) ds'^qir - s'Si, Si, E, t - -\ ds', 

(1.27) 

which is the required form of the integral transport equation for the neutron 
angular flux. 

Equation (1.27) implies that the flux at r is made up of neutrons which 
appeared in the direction £2 and energy £ a t all other possible positions r — s'£2, 
with all positive values of i', multiplied by the attenuation factor 

exp — air ~ s"£2, £) ds" 

by which the flux is reduced in going to i = 0. The integration over s' to x- can 
be terminated at the boundary if there is no incoming flux. Similarly, m the 
treatment above, it would not be necessary to let s -^ -co but only to let 
F + 9£2 proceed to the boundary. If there is incoming flux, this can be replaced 
by a surface source as m ijl.lf, together with free-surface boundary conditions. 

Attention may be called to two points of interest. Since 1/CT IS equal to the 
mean free path, the exponent in the attenuation factor is equal to the number 
of collision mean free paths along the straight line between r and r — s'£2 It is 
frequently called the optical path length between the two points and is denoted 
by T ( £ ; F — 5'£2 -> F). If a is constant, it is simply CT|S'| 

Further, if the explicit form of i?, as given by equation (1.24), is introduced into 
equation (1.27), the result may be written as 

<D = K(D + Q', (1.28) 

where K is the required integral operator and Q' is a known function, assuming 
Q to be known. Consider the solutions of equation (1.28) obtained by iteration, 
thus, 

<l>o = Q', 
^1 = KOo, 

Clearly O,, is the angular flux of neutrons which have made no collisions after 
being introduced from the independent source, this will be called the flux of 
uncollided neutrons. Similarly, <I>i is the flux of first-collision neutrons, i.e., 

a; 

those which have made only one collision, and so on. If the series 2 ^v. con-
n = 0 

verges, it represents a solution to equation (1.28). This approach, in which 
neutrons are enumerated by collisions, is often useful and will be utilized in 
subsequent chapters. 
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1.2c Isotropic Scattering and Source 

The integral transport equation (1.27) can be integrated over all directions to 
yield equations that are useful in some instances. Consider, for example, the 
simple case of isotropic scattering and an isotropic source, where f and Q are 
not dependent on £2 or £2'. It is then possible to write 

a/(r; £2', £ ' - - £2, £) = ^^ <7(F; £ ' -> £), 

in accordance with the definition of (7(r; £ ' -^ E) in equation (1.18), and 

Q(r, Si, Et) = ]- Q{r, £ t). 
477 

Hence, from the definition in equation (1.24), 

(l(r, £2, £ /) = — <7(F, £ ' ^ . £),^(r, £ ' , t) dE' + 3 - Qir, E, t), 

where the integral of the angular flux on the right side has been replaced by the 
corresponding (J>{T, £ ' , /). 

The expression for q obtained in this manner may be inserted into equation 
(1.27) and integration carried out over all directions, £2, to give the total neutron 
flux. c/>(r, £ /) The quantity ds' dSi on the right side is just a volume element, 
dV. divided by (s')^ The integration goes over the volume of the system; hence, 
replacing r - s'£2 by F' and ds' dSi by dV'l(s')^ = dV'j\r — F'|^, it IS found that 

A(r F ,\ f exp [ - T ( £ , F ' - > F ) ] „^, 

X I a(r', £ ' -V £)v^|'r', E', 1 - ''' ~ *" )̂ dE' 

.4^^.'-^)] (1.29) 

Equation (1.29) for isotropic scattering and an isotropic source has been 
frequently used in one-speed problems where the energy variable is absent. It 
should be observed that it is an expression for the total flux alone; the angular 
distribution of the neutrons does not enter because both scattering and source 
are assumed to be isotropic. 

If R is written for |r — r'j, then in the simple case of total cross section 
independent of position and no dependence of^on time, equation (1.29) becomes 

-^-^dVy^ air';E'-->E)W,E')dE' + Qir', E)^. (1.30) 

In this form, it can be seen that the quantity in the square brackets in equation 
(I 30). and hence also in equation (1.29), is the rate at which neutrons of energy 
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£ appear (isotropically) at F' due both to collisions and to the independent source 
at F'. The factor e'^^jA-nR^ is the probability that a neutron appearing at r' will 
reach F without suffering a collision The integration over all values of F' IS 
equivalent to adding neutrons from all possible sources. It is of interest to note 
that e'^^jA-rrR'^ is Green's function (§l.lf) for a unit isotropic source at F' in an 
absorbing medium. Similar expressions in other forms of the integral transport 
equation are also Green's functions. 

The foregoing interpretation may be reversed to provide an alternative 
method for obtaining the integral transport equation on the basis of neutron 
conservation, analogous to that used in deriving the integro-differential form of 
the equation. For simplicity, the time-independent case of isotropic scattering 
and an isotropic source will be treated Consider the neutrons which at time / 
are present in a volume element dV about F, the expected flux is then < (̂F, £) dV 
per unit energy. Each of these neutrons must have either reached F directly 
from the source, without intervening collisions, or it must have had a last 
collision before proceeding to F. All the neutrons at F may thus be divided into 
two categories, according to whether the neutrons have or have not come 
directly from the source. 

Consider a volume element dV at F' (Fig. 1.7). The expected rate at which 
neutrons emerge from collisions and from the source is then 

Rate at which neutrons r /- ' zr- c•̂ J/ ' ex , r>t • c\^ ji^' f J,// = Wr , E -^ £ ) ^ ( F , £ ) -h Qir , £)] dV . 
emerge from dV JT\ , , ^^ , 

These neutrons emerge isotropically from dV and so if there were no attenuation 
between F' and r, they would contribute an amount 

[(T(F' ; £ ' -> E)W, E') + Qir', £)] dV 

ATTW - F ' I ^ 

dv' 

v'̂  
dV FIG 1 7 VOLUME ELEMENTS FOR 

INTEGRAL EQUATION 
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toward the flux of the neutrons at r. The attentuation by the medium, however, 
reduces this flux by the factor e"""'"'"!. The flux ^(F, £ ) of neutrons of energy 
£ at F may now be found by summing the contributions from all possible 
volume elements dV. The result is then equivalent to equation (1.30). The 
foregoing derivation of the integral equation has referred to an especially simple 
case, but the same general procedure can be used to obtain equation (1.27). 

1.2d Anisotropic Scattering 

When neutron scattering is anisotropic, an integral equation for ^ alone cannot 
be obtained because the angular dependence of the neutron distribution must be 
included. Nevertheless, it is possible to derive an integral equation where the 
kernel is similar to that in equation (1.29). To do this, it should first be noted 
again that q is the sum of source neutrons plus those that appear as the result of 
collisions. Let T (F , £2O, £O, t) represent the collision source, i.e., the number of 
neutrons per unit time and unit volume that, due to colhsions, appear per 
steradian about £2(, and per unit energy about £o; thus, 

T(F, £2o, £o, t) = jj (D(F, £2, £, t)afir; Si, E^Sio, £o) ̂ £2 dE 

and 

qir. Si, E, t) = Yir, Si, E, t) + Qir, Si, E, t). 

Equation (1.27) is now multiplied by CT/(r; £2, £ - > £2o, £o) and integrated 
over dSi and dE; the result is found to be 

Y(F, £2O, Eo,t)= j dEJ dSij'" exp\-j' air - j"£2, £) ds"] 

X <T/(r;£2,£-^£2o, £o) 

X [ T / F - s'Si, Si,E,t -^-\ + Q(r - s'Si, Si,E,t - ^-\\ ds'. 

By writing r' for r — ^'£2, as in §1.2c, and changing to volume integration, so that 

and noting that 

£2 = ' - ' 
r - r-
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this expression takes the form 

T(F, £2„, Eo,t) = jdEJ y ^ 2 exp [ - T ( £ , F' ~> r)] 

^ ''fi^' \T -\\' ^'^^0, Eoj 

X [•"('•• F ^ - ' - ^ ) 
+ e(r ' . i^ .£ , , - t^) ] „3,) 

Except for the factor afm the integrand of equation (I 31), the integral kernel 
is similar to that in equation (1 29) Integral equations of the form of equation 
(131) have been used in the study of one-speed problems and of simple forms of 
amsotropy °̂ 

Solutions of the energy-dependent integral transport equation have not been 
widely employed in general reactor problems Nevertheless, the integral equation 
approach, in which the flux at r is represented as made up of contributions 
from all r', has been found useful for many special cases Examples will be given 
in the determination of collision probabilities in Chapters 2 and 8, and in a widely 
used method of computing thermal neutron spectra in Chapter 7 In one-speed 
problems, the integral method has often been utilized in the derivation of the 
mathematical properties of the solutions ^̂  

1.3 THE TRANSPORT EQUATION FOR SPECIAL GEOMETRIES 

1.3a Plane and Spherical Geometries 

In solving the neutron transport equation, it is necessary to have expressions 
for the quantity £2 VA'̂  which appears in the streaming term of the equation 
Such expressions can be derived quite simply for coordinate systems where the 
position vector r is given in terms of rectangular, spherical, or cylindrical 
coordinates. Two angular coordinates are required to specify the neutron 
direction and these are chosen to be a polar angle and an azimuthal angle 
(see §1 7a). Computation of £2 VÂ  is facilitated by noting that it is the direc­
tional derivative of A'̂  in the direction £2. Some examples are given below, the 
energy and time variables are suppressed to simplify the notation. 

For plane geometry, in which the neutron angular density (for a specific 
energy) is a function only of z and d (Fig. 1.8), 

^ „ , , dN BNdz 8N . 8N 
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FIG. 1 8 NEUTRON MOTION IN PLANE 
GEOMETRY 

where /x = cos d. For this geometry, it is convenient to set A'(F, £2) equal to 
A'(r, /i), and when integrating over all directions, c/£2 may be replaced by 
dfj. d(p in polar coordinates (ijl.lb). Since the neutron distribution in plane 
geometry has azimuthal symmetry, integration over <p gives 27r, and hence for 
integration over £2, dSi = 2TT dfj.. Thus, for plane geometry. 

I A'(F, £2) ,r/£2 = 277 T N{z, /t) dfj.. 

For spheiual geomelrx, i.e , spherically symmetrical about a point, it is 
convenient to give the neutron direction £2 relative to the radius vector F. If. in 
particular, 

£2 f = ju, 

where f is a unit vector, then A' is a function of/- and /x only. But as the neutron 

-dB 

,dt 

w 
-dB 

FIG 1 9 NEUTRON MOTION IN SPHERICAL GEOMETRY 
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moves with constant £2, the value of ;ii changes from cos d to cos 6' (Fig. 1.9). 
Hence 

But 

and 

ds 8r ds 8^1 ds 

dr 
-r = fX = COS 

ds 

du d cos 6 dd ^ „^/ sin d\ 

Consequently, 

SiVNir,f.) = i.^ + - y - - . (1.32) 

More general expressions for £2 VÂ  (or £2 VO) and for f ^£2 in various 
rectangular, spherical, and cylindrical geometries are given in §1.7a. It should 
be noted that the expressions involving A' and O have exactly the same 
dependence on all the variables. 

1.3b Conservation Form for Curved Geometries 

It was noted earlier that the neutron transport equation is simply a statement of 
neutron conservation in an infinitesimal element of direction, volume, and 
energy (<:/£2, dV, and dE). When integrated over all directions and over a finite 
volume, the result is a relation for the conservation of neutrons in that volume. 
For performing these integrations in curved geometries, it is convenient to 
express £2 VN in a particular form which facilitates the integration procedure. 
The term £2 VA' is then said to be expressed in conservation form. 

Consider the simple case of a system with spherical symmetry. The integral 
of £2 VN dV dSi over a finite volume and all directions is obtained by writing 
A-rrr^ dr for dV and integrating over r from ri to r^ (Fig. 1.10) and replacing dSi 
by 277 dfn and integrating over ^ from — 1 to 1. The latter substitution is permis­
sible because the neutron distribution in spherical geometry is azimuthally 
symmetrical, as it is for plane geometry (§1.3a). Thus, the integral under con­
sideration can be written 

|'| '£2 VNdVdSi = {'^irr'' f' 277(£2 VN)diJ.dr (1.33) 

477 C'^ 
= ^ r^[V.J(F)]rfr 

V Jty 

= ^[rlJir2)-rlJir,)], (1.34) 
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Awr^ 

FIG. 1.10 CALCULATION OF STREAMING TERM IN CONSERVATION FORM IN 
SPHERICAL GEOMETRY. 

recalling the definition of the neutron current in equation (1.6). This result 
should, of course, be obtainable by substituting the right side of equation (1.32) 
in the second integrand on the right of equation (1.33) and performing the 
integration directly. The two terms obtained in this manner combine mathe­
matically to yield equation (1.34), as required, but the individual terms have no 
physical significance. 

A preferable approach is to express the right side of equation (1.32) in an 
alternative form, i.e.. 

STV , 1 - /x2 3Af 

dr + 
p. dir^N) 
r^ 8r 

l g [ ( l 
r 

t^^)N] 
8fj. r^ 8r ' r Sfx 

When this expression is multiplied by the volume element Awr'^ dr, it is seen that 
the first term on the right is a function of/n, namely fi, multiplied by a derivative 
with respect to r, whereas the second term is a function of r, namely r, multiplied 
by a derivative with respect to jx. When the right side of equation (1.35) is 
integrated over r and p, as above, the first term gives the right side of equation 
(1.34) directly, and the integral of the second term goes to zero. Thus, 

l>'\^' 8ir^N) 
dr 

dp. dr 
An C<--'2 8[rVir)] 

or 
dr 

= ^ [riJir^) - rUir^)], 

which is the net rate at which neutrons leave the volume divided by the neutron 
speed, V,* and 

r 477A-
2 , 1 277 g[(l - p'')N] 

^1 r dp 
dp dr = ^ 8 7 7 ^ r drlil - p^)Nr 0. 

* When the angular flux, O, is used in place of the angular density, A', as in §§1.7a, 5.3b, 
the integral gives the actual rate at which neutrons leave the volume. 
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The two terms on the right side of equation (1.35) thus have physical significance 
when integrated over a finite volume and all directions, and they express 
£2 VA for spherical geometry in conservation form. 

In general, when £2 VA' is written in conservation form, the coefficient of each 
derivative term multiplied by the volume element does not involve the variable 
of differentiation. When integrated over all directions and a volume bounded 
by surfaces along which one space variable is constant, the terms can be readily 
interpreted as currents across such surfaces (see last paragraph in i)l.7a). This 
property of the conservation forms makes them useful in deriving difference 
approximations to the transport equation (see Chapter 5) or in considering 
boundary conditions. Expressions for £2 V<D, which also apply to £2 VA, in 
conservation form for spherical and cylindrical geometries are included in the 
appendix to this chapter (§1.7a). 

1.3c Special Forms of the Integral Equation 

It was seen in §1.2c that when the source and scattering are isotropic and the 
cross sections are independent of position within the region being considered, 
the integral equation takes the particularly simple form of equation (1.30), the 
latter, in which (f> is independent of time, may be written as 

<f>ir,E) = j^-£^qir',E)dV', (1.36) 

where 
R=\r- r'\ 

and 

^(F', £) = [ a(£' -> £ )^ (F ' , £') dE' + Qir', £) . 

Furthermore, when the geometrical region is simple, the spatial integral may be 
simplified. 

In plane geometry, with q a function of x and £ only. Fig. 1.11 shows that the 
volume element 

dV = 277/-' dx' dr'. 
Moreover, 

R^ = \x - x'P -f- ir')^ 

so that, if X — x' IS constant, 

RdR = r' dr'. 

Equation (1.36) then takes the form 

cj>ix,E) = ^^ dx'j^_^qix',E)—^dR 

= \jqix', E)EME)\x - x'W dx' (1.37) 

file:///jqix'
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FIG 111 CALCULATION OF INTEGRAL TRANSPORT EQUATION IN PLANE GEOM­
ETRY 

where the symbol Ei stands for the first order exponential integral function (see 
Appendix). For an infinite slab of thickness 2a, this becomes 

1 f 
4(x. £) = 2 I ^U'. £)£iM£)k - -̂ 1] dx'. .38) 

Similarly, for spherical geometry, with ^ a function of r and £ only, then from 
Fig. I 12. 

dV = 277(/-')' dr' (/(cos d) 
and 

R^ = r^ + (/)2 - 2rr' cos 6, 

so that for fixed /• and r'. 

-c/(cos 6) = —• 

Hence, equation (1.36) can be written as 

I I I u ' 1 r -t- r z> " ^ 1 ^ " 

<j>{r. £) = ^ (r-?q(r', E) dr' —— 
^ Jn j\r-r'\ rr K 

dR 

and 

r4,(r, E) = -\ r'qir', E){E,WiE)\r - r'\] - £i[a(£)(r + /-')]} dr'. (1.39) 
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FIG. 1.12 CALCULATION OF INTEGRAL 
TRANSPORT EQUATION IN SPHERICAL 
GEOMETRY. 

For a homogeneous sphere of radius a, equation (1.39) becomes 

r4>ir, E) = i £ r'qir', E){EME)\r - r'\] - £iK£)(/- + r')]} dr'. (1.40) 

\{ qi — r, E) is taken to be equal to qir, £), then the second term in the integral 
can be written as 

}^j[j'qir',E)EME)\r ~ r'\]dr' 

and then equation (1.40) reduces to 

r4>ir, E) = \j[^ r'qir', £)£iK£)|r - r'\] dr'. (1.41) 

This equation may be considered to apply for —a^r^a, with <j>i — r, E) — 
<t>ir, E ) . 

Comparison of equation (1.41) with equation (1.38) shows that for a homo­
geneous sphere of radius a the quantities r4>ir, E) and rqir, E) are related to the 
planar quantities ̂ (x, £) and qix, £), respectively, for an infinite slab of thickness 
2a. By using this fact, it is sometimes possible to relate solutions of the transport 
equation for slabs to those of spheres (§2.5f). It should be noted that since, by 
definition, (̂ (r, £) = <̂( —/•, £) and qir, E) = qi — r, £), the functions n^(r, £) 
and rqir, E) of r must be odd, i.e., r^ir, E) = —[ — r<j>i — r, £)] and rqir, E) = 
— { — rqi — r, £)]. For the symmetric slab, however, the corresponding functions 
of X are even, since ^ix, E) = <j>i — x, E) and qix, E) = qi — x, £). 
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1.4 LIMITATIONS OF THE NEUTRON TRANSPORT EQUATION 

1.4a Introduction 

In deriving the neutron transport equation, some assumptions were made 
which may not always be justified in practice. In order of their appearance m the 
preceding text, the most important are: (1) that the neutron is a point particle 
characterized completely by its position and velocity, (2) that the medium 
contains a large enough number of neutrons so that deviations from the expected 
(or probable) number can be ignored but not so large that they change the 
medium in times of interest, and (3) the neglect of delayed neutrons. These 
assumptions will be discussed in turn. 

1.4b Neutron as a Point Particle 

In considering the neutron as a point particle, i.e., a particle which can be 
described completely by its position and velocity, the effect of polarization, 
which could influence neutron transport, has been neglected. Polarization effects 
can arise because the neutron has a spin and a magnetic moment. In particular, 
when a beam of neutrons with energy large enough for / > 0 interactions to be 
significant, in practice when E > 100 keV (cf. §1.6c), is scattered by an un-
polarized target, the neutrons become polarized due to neutron-nucleus (spin-
orbit) interaction. This polarization affects the subsequent scattering of the 
neutron, and a transport theory with appropriate allowance for polarization 
has been developed.^^ Although in principle there are situations where the effects 
on neutron transport could be large, e g., fast neutrons diffusing in helium, it 
does not appear that this is so in practical situations. In any event, allowance 
for polarization can be made in the P^ approximation to the transport equation 
(see §1.6d) by a suitable small modification of the cross sections. 

Neutron polarization can also arise from the scattering of neutrons by nuclei 
with oriented spins, e.g., oriented protons, from scattering by magnetic materials, 
due to the interaction between the magnetic moment of the neutron and the 
atomic magnetic field, and from small-angle scattering arising from the interac­
tion of the magnetic moment of the neutron (for / > 0) with the electric field of 
the nucleus. None of these effects, however, is important for neutron transport 
in a reactor. 

At very low neutron energies, the neutron wavelength becomes comparable 
with the mternuclear spacing. Interference effects could then arise between the 
neutron waves scattered from various nuclei. These coherent scattering effects 
will depend on both the scattering nuclei and their positions in space, i.e., in the 
crystal structure. The scattering is then affected by the orientation of the crystal 
axes relative to the direction of the neutrons. The phenomenon is important in 
the physics of low-energy neutrons, but it is usually not significant for reactor 
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theory. Further reference to the subject will be made in Chapter 7 on neutron 
thermalization. 

1.4c The Expected (or Probable) Value 

In deriving the transport equation for the expected (or probable) value of the 
neutron density, fluctuations from the mean were not taken into account As a 
general rule, in a power reactor the fluctuations are small in comparison with the 
average neutron density and then the transpoit equation can be used to express 
the "expected" behavior. In addition, fluctuations have no effect on the aierage 
neutron density and hence the transport equation is valid for the ai erage neutron 
angular density no matter how large the fluctuations may be. 

There are some practical situations, however, in which the departure from the 
average behavior is relatively large and cannot be overlooked. In particular, 
deviations from the mean commonly occur in the startup of a reactor in which 
the system is brought up to (or through) critical with a weak source. There is 
then, for example, a certain probability that the reactor may go beyond prompt 
critical before any neutron signal is detected. For dealing with such behavior, 
stochastic theories of neutron transport and multiplication have been developed 
in which the probabilities of various exceptional events are considered along 
with more normal situations.'^ The procedures will not be discussed in detail in 
this book, but it is of interest to note that in one approach an equation is derived 
for a probability function which is closely related to the Boltzmann equation; 
It includes nonlinear fission terms where the probability of two neutrons from 
fission leads to a square term, and so on." 

Fluctuations during startup are important in reactors which depend on such 
weak sources as spontaneous fission, (a, n) and (y, n) reactions, and cosmic-ray 
neutrons. In pulsed reactors, it is desirable to use a strong source for startup, so 
that departure from the average behavior is small, or a very weak source; there 
IS then a high probability that assembly to the desired state of supercriticality 
will be attained before the first persistent (divergent) fission chain is initiated. 

Even when a reactor is operating in the steady state, there are minor fluctua­
tions in the neutron flux, usually referred to as reactor noise. This noise is a 
direct consequence of the fission process itself. It will be shown in Chapter 9 
that information about the lifetimes of delayed neutrons and other matters of 
interest can be obtained from a study of reactor noise. The fluctuations in the 
steady state do not, however, represent large deviations from the neutron 
angular density (or flux) predicted by the transport equation. 

The limitation was indicated earlier that the neutron density must not be so 
large that the medium changes appreciably in times of importance for neutron 
transport. Clearly, in a reactor operating at high power, the composition and 
temperature, and hence the macroscopic cross sections, will change gradually 
with time. The time scale for these changes, however, is very long compared with 
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neutron transport times. The problem is therefore treated by a series of static 
calculations in which compositions, etc., are changed from one calculation to the 
next. The same procedure is generally used for shutdown and startup problems 
where the changes are so relatively slow that a series of static calculations is 
usually adequate; this question will be examined further in Chapter 9, where it 
will be seen that in treating rapid transients, e.g., in power excursions, the 
changes of cross section are taken into account in various ways. 

The neglect of neutron-neutron collisions in the transport theory can be 
readily justified. Even in a thermal reactor operating at the high (thermal) 
neutron flux of 10 '̂' neutrons per cm^ per sec, the neutron density is less than 
10^' neutrons per cm^. This is small compared to nuclear densities which are of 
the order of 10̂ ^ nuclei per cm'' in solids. Hence, neutron-neutron collisions will 
be very much less frequent than neutron-nuclei collisions. As a result of the 
neglect of neutron-neutron scattering, the neutron transport equation is linear. 
In the kinetic theory of gases, where collisions among the particles are important, 
the transport (Boltzmann) equation includes nonlinear collision terms. 

1.4d Delayed Neutrons 

When necessary, there is no difficulty in allowing for delayed neutrons, provided 
that the precursors decay where they are formed, i.e., there is no transport of the 
precursors. This is done by introducing into the scattering kernel the possibility 
of a time delay between neutron absorption and emission. The subject will be 
treated in Chapter 9, but in the meantime it may be regarded as only a formal 
complication. It is necessary, however, to keep in mind the distinction between 
prompt critical, i.e., criticality without delayed neutrons, and delayed critical, 
in which the delayed neutrons are included. In the former case, of course, the 
delayed neutrons can be neglected completely. 

If the delayed neutron precursors can move appreciably while they are 
decaying, the motion must be analyzed and taken into account m both static 
and dynamic reactor problems. Transport of delayed neutron precursors occurs 
in reactors with circulating fuels and in systems with unclad fuel elements when 
the precursors can diffuse into the coolant. 

1.5 GENERAL PROPERTIES OF SOLUTIONS OF THE 
TIME-DEPENDENT TRANSPORT EQUATION 

1.5a The Criticality Condition: General Considerations 

From physical considerations, it is to be expected that systems containing 
fissile nuclides can be regarded as being either subcritical, critical, or super­
critical, based on the behavior of the neutron population as a function of time. 
Thus, the following intuitive definitions may be adopted to describe the physical 
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concept of criticality. A system is said to be subcritical if, for any nonzero 
initial neutron population, the expected population at late times, i.e., as 
r ̂  00, will die out unless it is sustained by a neutron source, internal or 
external. Similarly, a system is described as supercritical when the expected 
neutron population diverges at late times, starting from any nonzero population 
or with a source. Finally, a critical system is defined as one in which a steady, 
time-independent expected neutron population can be maintained in the absence 
of a source. 

The foregoing definitions can be related closely to the properties of the 
asymptotic (as / -^ oo) solutions of the neutron transport equation. However, a 
formal mathematical analysis of the asymptotic solutions covering all situations 
of physical interest has not yet been made. In this section, therefore, a heuristic 
approach to the problem will be presented and it will be followed by a brief 
review of some results obtained by a formal analysis in certain special cases. 

The neutron transport equation with boundary conditiens defines an initial 
value problem. Thus, if the neutron angular density at ? = 0, i.e., A'̂ (r, SI, E, 0), 
is given, the expected density at any later time can be found, in principle, by 
solving the transport equation. It has been shown that such a solution exists and 
is unique, provided certain mathematical conditions are satisfied by cross 
sections and sources.^^ In practice, these conditions are satisfied for actual 
physical situations. The criticality of a system will now be discussed by con­
sidering the asymptotic (as t -> co) behavior of the solution to the initial value 
problem. 

The homogeneous (source-free) neutron transport equation, i.e., equation 
(1.13) without Q, may be written in the form 

^ = -vSl-VN - avN + j f (j'fv'N' dSl' dE' = LN, 

where L is an operator, together with the boundary condition of no incoming 
neutrons. Some important features of the criticality problem can be appreciated 
by considering solutions to the equation 

8N 
i = L ^ (1.42) 

of the form 

Â  = N{r, SI, E)e''\ 

from which 

aA (̂r, SI, E) = \.N(T, SI, E). 

There may exist many values (eigenvalues) of a, represented by a,, with 
corresponding solutions (eigenfunctions) N,, i.e., 

a,N, = hN,. 
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Suppose that it is possible to expand the solution in the eigenfunctions A'̂ ,. If 
tto IS the value of a, having the largest real part, then at late times, when t is 
large, it is expected that the solution to the initial value problem would be pro­
portional to NQ{T, SI, Eje""', The distinction between subcritical and super­
critical systems could then be based on the sign of the eigenvalue ag Physically, 
the expectation is that ao would be real, i.e , no oscillations in the neutron density 
since they would lead to negative or imaginary density values, furthermore, Ng 
would be everywhere nonnegative, i.e., no negative values of the neutron density 
are allowed. Then, for a subcritical system a^ < 0, for a critical system « = 0, 
and for a supercritical system HQ > 0 Thus, the criticality problem becomes that 
of determining the sign of a^. 

It will be seen in later chapters that the eigenvalues a^, and especially ao. are of 
basic importance in reactor theory. They will be referred to, according to circum­
stances, by such names as "a eigenvalues," "multiplication rate eigenvalues," 
" decay eigenvalues," and, in dynamics problems (§10.1 d), a s" period eigenvalues," 
because they are inversely related to the reactor periods. 

1.5b Spectrum of the Transport Operator and Criticality 

The foregoing considerations can be expressed somewhat more precisely, 
although still far from rigorously, by taking the Laplace transform of equation 
(1.42) with respect to time. Let 

A„ s r e '"A(r, £2, £, t) dt 

and 
E(T, Si, E) = 7V(r, Si, E, 0), 

where E represents the initial condition on Â . The quantity N^ is a function of 
the complex variable a and exists if the real part of «, i.e , Re a is sufficiently 
large.^^ Hence, for Re a large enough, 

^e-^'dt = - F + «A„. 
.'o ct 

Since the operator L is independent of/, the Laplace transformation of equation 
(1.42) yields the result 

(a - L ) ^ , = E (1.43) 

If a — L were merely a complex valued function, it would be possible to solve 
equation (1.43) for 

N = —-— F 
a — l_i 

and then attempt to invert the Laplace transform Since a — L is an operator. 
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however, it is necessary to consider the inverse operator (a — L) ,̂ known as 
the resohent operator, and write 

# , = ( « - L) - i f . (1.44) 

Many of the difficulties in the mathematical analysis arise in identifying the 
properties of this resolvent operator." Nevertheless, by formal application of 
the inverse Laplace transform'*^ to equation (1.43), the result is 

A(r, Si, E,t) = ̂  r^'°° (a - luyEe"' da, (1.45) 

where b is any real constant lying in the complex a plane to the right of all 
singularities in the integrand, in other words, b is greater than the real part of a 
at any singularity in the integrand. 

In attempting to invert the transform in equation (1.45), the singularities of the 
integrand, or of the resolvent operator, are very important. Suppose that the 
integrand has only a series of poles, indicated by crosses in Fig. 1.13, for 
a = Uj, where J = 0, 1, 2, Then the contour could be closed by the extended 
path, shown by the dashed lines in the figure, picking up a residue contribution 
proportional to e"'^ from each of the poles. In this event, 

p + lOO /• 

[ ] (̂ /a = [ ] da = ITTI X sum of residues at poles, 
J f t - i co JC 

where C represents the extended path, the assumption is made that the 
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FIG 1 13 INVERSION OF LAPLACE TRANSFORM 
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contribution to the integral of the dashed part of the path is zero A solution 
to equation (1.45) of the form 

N{T, Si, E,t) = ^ e^>%iT, Si, E) (1.46) 

is then to be expected,'^ so that at late times the solution will be dominated by 
the term which has a, with the largest real part, this particular eigenvalue a, may 
be called ao, assuming that the values of «_, have been ordered such that 
Re af ^ Re â  + i. 

Consequently, in order to study the asymptotic behavior with time of the 
time-dependent neutron transport equation, it is necessary to examine the 
singularities of the operator (a — L)~^ Such singularities will be values of a, 
for which 

{a, - L)^ , , = 0. 

Hence, 
L^ . , = «;^.,, (1 47) 

so that a, IS the eigenvalue corresponding to the eigenfunction Â ,,̂  The particular 
eigenfunction Â^̂  corresponding to the eigenvalue ao would be expected to 
determine the solution at late times, thus, 

A'(r, Si, E, t) = Ae^o^N^^ii, Si, E) as t ^ oo, (1 48) 

where A is a constant determined by the initial conditions F(r, Si, E) The 
distinction between subcritical and supercritical systems could then be based 
on the sign of ao, assuming ao to be real In this event, the criticality problem is 
that of finding the conditions, i e , radius, composition, etc , for which ao = 0 

The foregoing expectations have been largely confirmed by rigorous mathe­
matical analysis °̂ But apart from the mathematical difficulties, there are a 
number of circumstances which may prove to be troublesome These arise in 
considering the possible eigenvalues â  in equation (I 47), called the spectrum of 
the transport operator L The following situations may arise (a) there exist no 
discrete eigenvalues a, and hence there is no value of «„ '̂ i" (/') the number of 
discrete eigenvalues may be infinite so that there are questions concerning the 
convergence of the series in equation (1 46), or (() there may be a continuous 
range of «, in the left half-plane in Fig 1 13 where Re « < 0, called the con­
tinuous spectrum of L, for which equation (I 47) can be satisfied in a limiting 
sense 

Actually a value of a in the continuous spectrum is not a propei eigenvalue of 
equation (1 47) Rather it is associated with a highly singular eigenfunction which 
IS defined as the limit of a series of nonsingular functions that are not quite 
eigenfunctions It is not possible, however, to extend the integration path in 
Fig 1 13 into the region of the continuous spectrum (see Exercise 16) 

In case (c), therefore, the contour of integration does not extend indefinitely 
to the left, but is stopped when the continuous spectrum is reached The solution 
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to equation (1.45) will then be the series in equation (1.46) plus an additional 
term from the left-hand contour representing the contribution of the continuous 
spectrum. The three possibilities described above have all been encountered in 
investigations of special cases of the neutron transport equation. 

1.5c Results of Rigorous Analysis of the Criticality Condition 
In the first rigorous examination of the transport operator, the case considered 
was the one-speed problem with isotropic scattering for a bare homogeneous 
infinite slab, i.e., of infinite extent in two dimensions.^^ Previously, it had been 
assumed, by analogy with other problems in mathematical physics, that there 
would be an infinite number of discrete eigenvalues for equation (1.47) and that 
the corresponding eigenfunctions would form a complete set The rigorous 
solution to equation (1.45), however, gave a finite (nonzero) set of real eigen­
values for which Uj > —av, and in addition a continuous spectrum for all 
Uj < —av, as in case (c) of the preceding section The contribution from the 
continuous spectrum, however, decays at least as rapidly as e""" '̂. Since there 
are always one or more discrete eigenvalues, the asymptotic solution at late 
times will be dominated by the discrete terms and criticality can still be rigorously 
determined by ao = 0. Similar conclusions have been obtained in a multigroup 
(see §1 6d) study of a slab.^^ 

A possible physical explanation for the continuous spectrum of the transport 
operator in a slab is the following.^^ Neutrons traveling parallel to the slab faces 
can proceed indefinitely without ever either colliding with nuclei or leaving the 
slab Hence, even at very late times there will remain a contribution which 
precisely reflects the original conditions in directions nearly parallel to the slab 
surfaces The neutrons traveling exactly parallel will decay as e""", i e , just 
like the contribution from the continuous spectrum. Support for this interpre­
tation IS found in the result that foi the one-speed problem in a bare sphere, 
there is no continuous spectrum but only an infinite number of real discrete 
eigenvalues.^* 

An analysis has also been made of the energy-dependent transport equation 
for finite (bounded) geometry.^'^ By assuming neutron speeds to be bounded 
away from zero and the scattering kernel to be integrable and bounded, it was 
found that at late times the solution of the transport equation is dominated by 
the contribution from a discrete eigenvalue. Asymptotically, the solution to the 
transport equation varies as e"o'. and so, for this quite general case, a critical 
system can be defined as one for which ao = 0 For certain conditions on the 
scattering keinel, which are satisfied in practice for all systems containing fissile 
nuclei, there will always be at least one discrete eigenvalue and hence an ao. 
Although this result has not been proved in general, it seems reasonable to 
suppose that there will always be a real ao and that A'„„ will be nonnegative 

In the foregoing, it was assumed that the neutron speeds are bounded away 
from zero If zero speed is allowed then, for some simplified energy-dependent 
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versions of the scattering kernel that arise in neutron thermalization theory, it 
has been found that there is only a finite number of discrete real eigenvalues plus 
a continuous spectrum for all a with sufficiently negative real parts ^̂  In addi­
tion, for sufficiently small systems, there are no discrete eigenvalues ^"^ But 
these conclusions regarding the case for neutrons of zero speed do not appear to 
have any great relevance for the criticality problem As noted in §1 lb, the 
transport equation is not meaningful for neutrons of arbitrarily small velocity 
(and long A) Furthermore, a system that is so small as to have no discrete 
eigenvalue is clearly subcritical, for larger systems, however, an ao will still 
exist 

Another assumption made above is that the scattering kernel is bounded It 
was seen earlier, in equation (1 7), however, that for elastic scattering the kernel 
IS usually written containing a Dirac delta function and is consequently un­
bounded If the thermal motion of the scattering nuclei is taken into account 
(Chapter 7), then this unbounded kernel is not strictly correct When the nuclei 
are in a gas or liquid, they will have a continuous range of possible velocities and 
the scattering kernel will not have any singularities For scattering from nuclei 
in crystals, on the other hand, there will be complicated singularities Hence, 
scattering kernels are sometimes bounded and sometimes not Although details 
of the eigenvalue spectrum are affected by a singular kernel,^^ it nevertheless 
appears that the concept of criticality based on the sign of ao may be accepted 
as having general applicability 

The spectrum of the transport operatoi and the criticality condition have been 
discussed in some detail because the neutron transport equation is the basis of 
the analysis of neutron behavior in a reactor and criticality is ot course, 
essential in determining the size of a reactor For the solution of practical 
problems some approximation to the transport equation must be used, and then 
the eigenvalue of the approximate equation can be considered In some cases, 
particularly for multigroup diffusion theory, much more can be said regarding 
the eigenvalues and eigenfunctions This subject will be discussed in Chapter 4 

As a consequence of the linearity of the homogeneous (source-free) neutron 
transport equation (i;l if) it appears that if there are many solutions of the « 
eigenvalue problem then an arbitrary solution of the equation might be 
expanded in terms of the eigenfunctions A', (or <Ĵ ,) corresponding to the eigen­
value a, Although no such geneiality le completeness of eigenfunctions has 
been demonstrated the expansions are used in some approximations to the 
neutron transport equation e g in one-speed theory in Chapter 2 and in 
multigroup theory a;, will be seen in Chapter 4 

1.5d Existence of Time-Independent Solutions 

It IS of interest to consider the circumstances under which a time-independent 
(steady-state) solution of the transport equation may be expected to exist and 



44 THE NEUTRON TRANSPORT EQUATION 

if It does, whether or not it is uniqile The homogeneous (source-free) transport 
equation (1 42) will have a time-independent solution, given by equation (I 47), 
when 

LKo = 0 

with ao = 0 for a critical system If, as will be assumed, the persisting distribu­
tion or the critical eigenfunction, A'̂ ,̂, is unique, except for a multiplicative 
constant, then the time-independent solution is unique 

More generally, consider the inhomogeneous transport equation with a 
source, namely. 

It IS desired to determine the circumstances under which solutions will exist for 

— = 0 and LA' + O = 0, 
(t ^ 

and if these solutions will be approached from some initial conditions on A' 
The stipulation is made that L and Q are time-independent, that is, the cross 
sections and source are taken to be independent of time 

For a supercritical system, there can be no physical solutions for which 
()Njdt = 0, any population which is established will, in due time, be increasing 
as e""' with ao > 0 For a subcritical system, the population at late times will be 
independent of the initial conditions, since the effect of these conditions will 
ultimately decay as e o' with ao < 0 It is to be expected that, for any given 
source, Q, a time-mdependent solution will be obtained at late times Although 
this expectation is reasonable, it seems to have been proved rigorously for a few 
special cases only^^ and for a medium which is nonmultiplying Nevertheless, 
It will be assumed in this book, partly on physical grounds, that unique time-
independent solutions to the transport equation exist for a critical system 
without a source or for a subcritical system with a steady source, regardless of 
whether the latter system is a multiplying one or not 

1.5e The Effective Multipl ication Factor (or k) Eigenvalue 

The criticality problem can often be best approached by introducing auxiliary 
eigenvalues In particular ^(r, E' -> E) may be replaced by i'(r, E, -^ E)jk, and k 
can then be varied to obtain the criticality condition ao = 0, with k = Â ff, the 
effective multiplication factor This amounts to varying the number of neutrons 
emitted per hssion by the factor \jkett In the following, the subscript will be 
dropped from k^a for brevity and hence A will denote the eigenvalue 

Fiom d physical understanding of criticality (̂ 1 5a), it appears that any system 
containing fissile material could be made critical by arbitrarily varying the 
number of neutrons emitted in fission It will be assumed, therefore, that, for 

file:///jkett
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any such system, there will always exist a unique positive eigenvalue, Ar > 0 By 
definition, k is an eigenvalue of the equation 

vSi VN^ + avN^ = 1 ( 2 "xfxv'N^dSi' dE' 

+ \ \ \ ^ Kr, E' -^ E)a,v'N, dSi' dE', (1 49) 

where, as in §1 lb, the summation over \ T̂  / refers to collisions other than 
fission in which neutrons are produced, and A'̂ ., A'̂  are the eigenfunctions 

N, = N,{r, Si, E), 
N^ ^ N,{r, Si', £'), 

which. It IS explicitly noted, are not functions of time 
The existence of the eigenvalue k was assumed above on physical grounds and 

the existence of an associated nonnegative eigenfunction was also assumed 
For various simple problems, the k eigenvalue spectrum has been investigated 
in detail For example, in one-speed theory (see Chapter 2) with isotropic scatter­
ing, for a slab or a sphere, it has been proved^" that there exists an infinite 
number of discrete real A eigenvalues and that, in particular, there will be a 
smallest one which is of physical interest as the effective multiplication factor 
For multigroup theory there is also considerable information on the A eigenvalues 
and eigenfunctions as will be seen in Chapter 4 

It should be noted that the A eigenfunctions are not a complete set of functions 
for expansion of solutions of the transport equation ^̂  In some cases of one-
speed problems, however, it has been found ^̂  that when the k eigenfunctions 
are integrated over Si, they do form a complete set for expanding functions of 
r only 

In elementary reactor theory, k is thought of as the ratio between the numbers 
of neutrons in successive generations, with the fission process being regarded as 
the birth event which separates generations of neutrons To see what can be 
derived from transport theory, suppose that a pulsed source of neutrons, 
QI(T, Si, E, t), IS introduced into the system starting at / = 0 This is regarded 
as the source of first-generation neutrons, and these neutrons are lost by 
absorption, including fission, and by leakage (streaming) Those neutrons which 
are born in fission induced by the first-generation neutrons form the source for 
second-generation neutrons, and so on. Hence, the angular density of first-
generation neutrons, A'l, is to be computed by solving the transport equation 
with source Qi and fission treated as an absorption, it is, therefore, a solution 
of the transport equation 

—• + vSi VN, + avN, = [ [ 2 '^'/^'^i ^ ^ ' ^^ ' + 2i(r, ^^ E, t), (1 50) 

where the subscript x on a' and/ i s understood. 
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Upon integration over time (0 ^ / ^ oo), the first term on the left side of 
equation (1 50) gives 

JJ 8A^,(r,Q,£,/) ^̂^ ^ ^̂ ^̂ ^ ̂  ^^ ^^ _ ^^^^^ ^ £, 0) = 0 

The first term on the right of this expression is zero because the system with 
fission regarded as absorption must be subcritical, and since the (pulsed) source 
IS of finite duration, the neutron density must ultimately decline to zero The 
second term on the right side is zero by the postulate that the source produces 
the first generation of neutrons If the quantities jVi(r, Si, E) and QI(T, Si, E) 
are defined by 

r A'i(r, Si, E, t) dt = N^{T, Si, E) 

J^ QAr,Si,E,t)dt = Q,iT,Si,E), 

then the integration of equation (1 50) gives 

iSi VN, + aiN^ = [ j 2 "'fi'^^dSi' dE' + Q^{T,Si,E) (I 51) 

Thus, Qi serves as the source for N^, and since equation (1 51) refers to a sub-
critical system, i e , no neutrons produced in fission, it follows from the results 
of the preceding section that the solution A'l exists and is unique ^̂  

From the angular density, yVj, of first-generation neutrons, the source, Q2, 
of second-generation neutrons can be found by computing the fission neutrons 
produced by A'l, thus. 

Second generation source 

= Q2{r, Si,E)-= f j ^ v{T, E' -> E)a,iT, E')v'N^ dSi' dE (1 52) 

This source may now be used to determine the angular density, A'2, of second-
generation neutrons and the source of third-generation neutrons, as in equations 
(1 51) and (1 52) 

In this manner, a general iterative procedure may be defined for finding the 
neutron angular density in one generation after another by the recursion 
relation 

iSi VN, + avN, = [[ 2 '''f'^'^' '^^' ^^' + \\ 7-"''^/^'^'-^ ^^' dE', 

(153) 

where it is important to note that iV,_i appears in the fission term and JV, 
elsewhere in this equation. 
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As the foregoing procedure is iterated, it is to be expected that the angular 
density of neutrons in successive generations will increase for a supercritical 
system, decrease for a subcritical system, and become constant for a critical 
system In any event, it is to be expected that the ratio of the densities in succes­
sive generations will approach a constant, independent of r. Si, and E If this is 
so, then a comparison of equations (1 49) and (1 53) shows that the constant 
will be equal to A, thus, 

lim :̂:;— = constant = A (1 54) 
• - " A',_i 

This behavior has been confirmed rigorously for certain approximations to 
the transport equation,^'' and it is probably true in general. In fact, some 
approximation to the iterative procedure given in equation (1 53) is used in most 
numerical calculations of criticality, and the A is computed from equation (1 54) 
The procedure will be examined in detail in Chapter 4 for the multigroup 
diffusion approximation to transport theory 

1.5f Comparison of k and a Eigenvalues 

For a critical system, i e , when ag = 0, and A = 1, the corresponding eigen­
functions satisfy the same equation, for any other system, however, the two 
eigenfunctions are different This may be seen by writing the homogeneous 
eigenvalue equation (I 47) as (cf f}l 5a) 

iSi V^„„ + (a + ^yi^a, = f j o'fu'N,^ dSi' dE' (I 55) 

In the critical condition, with ao = 0, this becomes identical in form with equa­
tion (1 49) with A = 1 For other conditions, the two equations are clearly not 
equivalent 

It will be seen that m equation (1 55) the term aojv appears as an additional 
absorption cross section, and so it is sometimes referred to as "time absorption " 
In particular, it should be noted that for a subcritical system ag/f < 0, hence the 
term a + aoji may be zero or negative. Such behavior may be difficult to handle 
in numerical computations For this and other reasons, it is usually easier to 
treat criticality be evaluating k rather than ao. 

Another advantage of using k arises m calculating the neutron spectrum in a 
system which is actually critical, but as computed departs somewhat from 
criticality. In a A: eigenvalue calculation, the number of neutrons per fission is 
varied (by 1/A:) to achieve criticality. This procedure has little effect on the 
neutron spectrum, and the resulting spectrum would be useful for determining 
power distributions, breeding ratios, etc., at least if |1 — A:| « 1, i e., if the 
computed system is not far from critical. 

The calculation of ao, on the other hand, is equivalent to varying the con­
centration of a 1/y-absorber so as to achieve criticality, and this must affect the 
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neutron spectrum. For ao > 0, higher energies are favored, i.e., the spectrum is 
hardened, whereas for ao < 0, the spectrum is softened. Thus, the spectrum 
from an ao calculation should not be used in computations of neutron economy, 
except when actually considering the persisting time-dependent modes. The use of 
such modes will be described in Chapter 10 on reactor dynamics. 

1.6 INTRODUCTION TO METHODS OF SOLVING THE 
NEUTRON TRANSPORT EQUATION 

1.6a Need for Approximations 

There is no possibility of obtaining exact solutions to the energy-dependent 
neutron transport equation for general reactor problems. A consideration of the 
immense amount of detail in the dependence of cross sections on neutron 
energy for the fissile, e.g., uranium-235 and plutonium-239, and fertile, e.g , 
thorium-232 and uranium-238, nuclei shows immediately that such solutions 
are impossible. It is necessary, therefore, to adopt approximate methods for 
solving the transport equation. 

The most important of these are the multigroup methods in which the 
neutron energy interval of interest, usually from roughly 0.01 eV to 10 MeV, is 
divided into a finite number of intervals (or groups). It is then assumed that the 
cross section in each group is constant, e.g , an average over energy, independent 
of energy, although arbitrarily dependent on position (or composition). The 
other generally useful technique is the Monte Carlo method For some problems, 
the multigroup and Monte Carlo procedures are combined. 

Methods for solving the neutron transport problem have also been based on 
solution of the integral equation using either numerical or approximate kernels ,̂ ^ 
one of these will be described in Chapter 7. Some other formulations of the 
transport problem have also been proposed, e.g., the method of invariant 
imbedding,^^ but they have had little application in the study of nuclear reactors. 

The two main techniques referred to above for solving the neutron transport 
equation are outlined in §§1.6d, 1.6e. Certain properties of nuclear cross sections 
that influence the mode of solution will, however, be considered first. 

1.6b Variations of Cross Sections with Energy 

Many cross sections vary so rapidly and widely with energy that it is hopeless 
to try to represent the energy dependence with a reasonable number, e.g., about 
20, of neutron groups. This situation is most pronounced for heavy nuclei of 
interest in the so-called resonance energy region, lying roughly between 10̂  eV 
and 1 eV (see Fig. 8.1). The fertile nuclei, for example, have resonance peaks 
spaced some 20 eV apart, and the cross sections in the resonance region vary 
by several orders of magnitude. The fissile nuclei have similar resonance peaks 
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With a spacing of about 2 eV In order to obtain useful group cross sections in the 
energy regions where the cross section versus energy curves have much fine 
structure, it is necessary to perform a careful analysis of the neutron energy 
spectrum through these regions Such an analytical procedure is described in 
Chapter 8 

In addition to the resonances exhibited by heavy elements some light elements 
show much detail in their cross sections at higher neutron energies that cannot 
be explicitly included in the group cross sections Examples are provided by 
oxygen for neutron energies above 300 keV and by iron at energies in excess of 
about 10 keV Here again detailed calculations of neutron spectra may be 
required before reasonably good group cross sections can be defined It is now 
becoming the common practice to store much of the cross section fine structure 
data on magnetic tapes for processing by digital computers in order to generate 
approximate neutron spectra and group cross sections " 

In the thermal-neutron energy region below approximately 1 eV neutron 
cross sections may become complicated because they reflect the dynamics of 
energy transfer between the neutrons and nuclei which are bound m molecules 
or crystals This problem will be taken up m Chapter 7 Frequently detailed 
calculations must be made befoie adequate neutron energy spectra and group 
cross sections are obtained It is of course not necessarv to represent all thermal 
neutrons in one energy group but the number of groups which include these 
neutrons is usually kept small e g generally less than about 20 or so 

As will be seen in later chapters the basic requirement foi obtaining satis­
factory group cross sections is a knowledge (or good estimate) of the neution 
energy spectrum withm each group If there is much detail in the cioss sections 
lengthy calculations may be needed to obtain these spectra 

1 6c Anisotropy of Neutron Emission 

Some comments may be made on the degree of anisotropy of neutron emission 
especially in elastic scattering When a beam of monoenergetic neutrons is 
scattered elastically the angular distribution of the scattered neutrons may be 
expanded in the form 

X 

t̂ (A'o) - y^ '^iPAp-o) 
I 0 

where fig '̂  the cosine of the scattcimg antzle in the centei-of-mass system and 
the P, s are the Legendre polynomials (see Appendix) Foi / = 0 i e s-wa\e 
scattering Pain) is unity and the scattering is isotropic in the center-of-mass 
system but for / = 1 (/7-wave) or moie the scattering is anisotropic It can be 
shown by the use of quantum mechanics tliat foi / > 0 the value of a is small 
for neutions of low energy hence for such neutions the elastic scattering is 
essentially isotropic in the center-of-mass system A simple classical argument 
given below, leads to results of the coriect oidei of magnitude 
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Suppose a neutron with velocity v approaches a nucleus with the impact 
parameter b (Fig. 1.14). Then unless b is approximately equal to or less than the 
sum of the nuclear radius and the range of nuclear forces, i.e., 

b < (1.2^i'3 -{• 1.0) X 1 0 - " cm, 

where A is the mass number of the nucleus, there will be no appreciable elastic 
scattering. If M is the mass of the nucleus and m is the mass of the neutron, the 
angular momentum is given by 

. , Mm , , 
Angular momentum = -r^ vb X mvb, 

^ M + m 

if M is large compared to m. Upon equating the angular momentum to hi, it 
follows that the quantum number / is given by mvbjh. Hence, a, will be appreci­
able only for 

^ ̂  mvil.2A-^ +1 .0) X 1 0 - " ^ ^^26^,3 ^ o.22) x 10-WE, 
n 

where E is the neutron energy in eV. 
For uranium-238, for example, A^'^ is 6.2, and the condition for a, to be not 

negligible is that / < 1.8 x IQ-^Vf. This would imply that / = 1 will begin to 
make a significant (anisotropic) contribution to the angular distribution in elastic 
scattering when E exceeds about 300 keV. For lighter nuclei, the / = 1 contri­
bution will commence at higher energies. These conclusions are in qualitative 
agreement with experiment. Roughly speaking, the angular distribution of 
elastically scattered neutrons is isotropic in the center-of-mass system for 
neutron energies below about 100 keV; at energies above 1 MeV, the scattering 
IS markedly anisotropic. 

It should be noted, however, that scattering which is isotropic in the center-
of-mass system will become anisotropic in the laboratory system, in particular, 
it will be peaked in the forward direction. The effect is not significant for heavy 
nuclei, but for light nuclei it is very important. It may be concluded, therefore, 
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that in the laboratory system, anisotropy will be most pronounced in the scatter­
ing of fast neutrons from nuclei of all mass numbers and of neutrons of all 
energies from light nuclei. Thus, anisotropic elastic scattering is important in 
fast reactors and in thermal watei-moderated systems 

When thermal neutrons are scattered from nuclei bound in crystals, there may 
be pronounced anisotropic scattering An extreme example is provided by 
coherent scattering at sharply defined Bragg angles Some discussion of this 
matter is given in Chapter 7 

Neutrons emitted in fission are usually assumed, to a good approximation, to 
be isotropic in the laboratory system In inelastic scattering and (/?, 2/?) reactions, 
the neutrons are often fairly isotropic, but angular distributions are becoming 
available from laboratory studies for use in calculations 

1.6d Multigroup Methods 

It might appear, at first thought, that a systematic multigroup solution to the 
neutron transport equation could be obtained by integrating this equation over a 
finite energy range, say Eg ^ E ^ Eg i, in each group But this leads to an 
immediate complication Suppose that for a steady-state problem, i e.,c<S>lct = 0, 
the neutron angular flux in the group g may be defined by 

%{T,Si) = r'~' <1>(T, Si, E) dE 

Then the <j<P term on the left side of the transport equation (1.14) becomes 
ag(T, J2)<D,(r, Si), where 

I CT(r, £')<D(r, Si, E) dE 

The group cross section, ^^(r. Si) has thus acquired a dependence on Si. In 
general, this is a substantial complication but it can be avoided by first assuming 
a form for the angular dependence of the neutron flux and then integrating over 
energy. 

The usual first step in a multigroup approximation, therefore, is to represent 
the angular dependence of the neutron flux by an expansion, most commonly in 
spherical harmonics. (This expansion is similar to that used in §1.6c to express 
the angular distribution of scattered neutrons) If there is an axis of symmetry 
for the angular distribution of the flux, as may occur in plane or spherical 
geometry, the expansion reduces to a sum of Legendre polynomials, P^if^), 
where /̂  is the direction cosine. Since the spherical harmonics (or Legendre 
polynomials) form a complete set (see Appendix), the expansion involves no 
approximation. In practice, however, to make calculations possible, it is neces­
sary to terminate the series after a finite number of terms. It is in this manner 
that an approximation is introduced. In general, if the series is truncated after 
N + 1 terms, the result is referred to as a Pf, approximation. 
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The next step in the solution of the neutron transport equation is to integrate 
over a finite energy range, i.e., an energy group, thereby defining the group 
cross sections and arriving at the multigroup Pf, equations. When the angular 
distribution of the neutron flux is represented adequately by the first two 
Legendre polynomials, PQM and Piifj), the multigroup P^ equations are obtained. 
It will be seen in Chapter 4 that when certain assumptions are made about the 
energy dependence of the neutron flux, these are equivalent to multigroup 
diffusion theory or to multigroup age-diffusion theory. An alternative (varia­
tional) method for deriving multigroup /"i equations will be discussed in 
Chapter 6. 

The multigroup Pi equations and the related diffusion equations are the most 
widely used in reactor problems. In some cases, P3 approximations and those of 
higher order have proved valuable. The /"„ approximations with A' even have 
usually been thought to be less accurate than those with A' odd and so they have 
been seldom employed (see, however, Ref. 38). Other angular expansions are 
preferable in certain instances, for plane geometry, in particular, separate 
Legendre expansions for 0 ^ /i ^ 1 and — 1 ^ ju < 0 are superior to a single 
expansion. These matters are treated in Chapters 3 and 5. 

In another class of multigroup methods, known as the discrete ordinates or 
discrete S^ (or simply S\) methods, the neutron transport equation is solved in a 
discrete set of directions only. Angular integrals are then approximated by sums 
over discrete directions and angular derivatives by differences. These methods are 
described in detail in Chapter 5 where it will be seen that for plane geometry 
some of the 5\ approximations are equivalent to P-, methods. The virtue of the 
5^ method is that accuracy can be increased simply by increasing the number of 
directions without otherwise changing the method of solution. It has been 
frequently used for problems where the P^ approximation is not adequate. 

The multigroup equations, both P-, and S^, are differential equations and they 
aie converted into a system of algebraic equations for machine computation by 
introducing a discrete space mesh, approximating derivatives by differences, and 
so on. In this form the multigroup methods are the most useful for determining 
overall neutron transport, e.g., criticality, power distribution, reaction rate, etc., 
for energy-dependent problems in fairly simple geometry. Both in principle and 
in practice, with fast digital computers, the multigroup equations are capable of 
yielding results of a higher degree of precision than is really justified by the 
uncertainties in the cross sections. The accuracy is improved by normalizing the 
calculations so as to obtain agreement with accurate critical experiments in 
simple geometries (see Chapter 5). 

1-or simple geometries the main uncertainties are concerned with the values of 
the group constants (group cross sections) and with the degree of detail (or 
accuracy) required in the neutron angular expansion, in the energy spacing, i.e., 
number of groups, and in the space mesh. The group constants are weighted 
averages of the energy-dependent cross sections which appear in the complete 
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form of the neutron transport equation. The choice of appropriate weighting 
functions is a central problem. The important energy region where resonances 
are most pronounced is treated in Chapter 8, and the problem of determining 
the spectra of neutrons as they are coming into thermal equilibrium with the 
moderator is discussed in Chapter 7. 

When the geometry of the system is more complicated, as a result of (a) fine 
structure as in a heterogeneous lattice, or (b) gross departure from a geometry 
which can be given in terms of one or two coordinates, the general multigroup 
equations cannot be used directly. 

In treating fine structure, the customary procedure is first to make a calcula­
tion on a heterogeneous cell, i.e., a fundamental repeating unit of the lattice. 
The results are then used to homogenize the cell, so as to give the same neutron 
economy as in the heterogeneous system, for use in calculating the over-all 
neutron transport and economy by a multigroup (P^ or other) method. 

For the cell calculation, the neutron transport equation in a Pjv or Sn 
approximation, with appropriate boundary conditions, may be used. Alter­
natively, because of the small sizes of most cells, in terms of the neutron mean 
free path, together with strong absorption in them, collision probabilities are 
frequently used in cell calculations. These probabilities are considered in 
Chapters 2 and 8. Integral experiments, especially on lattice multiplication are, 
of course, useful for normalizing and guiding calculations. 

For the over-all reactor, machine calculations are now easily made for one-
dimensional geometries, such as the sphere, infinite (in two dimensions) slab, 
and infinite cylinder. For two space dimensions, multigroup Pi or low-order 
5'jv calculations are performed as a matter of routine. The available space and 
angle mesh may, however, not be fine enough to give an adequate description 
of the situation. Consequently, for complicated two-dimensional or three-
dimensional systems, other treatments must be used. The variational method 
provides one way of approaching the problem in which an attempt may be made 
to synthesize a two-dimensional flux, for example, by a product of two one-
dimensional fluxes (see Chapter 6). If all other methods fail, a Monte Carlo 
calculation may be attempted. 

1.6e The Monte Carlo Method 

The Monte Carlo method, which has proved to be useful in some areas of 
reactor physics, is a numerical procedure based on statistical (or probability) 
theory. In neutron transport calculations, the applicability of the Monte Carlo 
techniques arises from the fact that, as seen earlier, the (macroscopic) cross 
section may be interpreted as a probability of interaction per unit distance 
traveled by a neutron. Thus, in the Monte Carlo method, a set of neutron 
histories is generated by following individual neutrons through successive 
collisions. The locations of actual collisions and the results of such coUisions, 
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e.g., direction and energy of the emerging neutron (or neutrons), are determined 
from the range of possibilities by sets of random numbers. The Monte Carlo 
technique has proved useful in special cases, such as complex geometries where 
other methods encounter difficulties and in some cell calculations. Moreover, 
when there is considerable detail in the variation of the neutron cross section 
with energy, the Monte Carlo method eliminates the necessity for making 
subsidiary calculations, e.g., of resonance flux. In fact, the method is useful for 
determining the group constants needed in the multigroup approximations. 

The random numbers required for a Monte Carlo calculation are usually 
generated by the computer. Thus, the computer selects numbers ^i, ^2, ^3, • • •, 
at random for the interval 0 ^ | , < 1. This means that the probability 
piii) di, for f, to lie between ,̂ and f, -I- d^, is t/^, if 0 < ,̂ < 1, i.e., p{i,) = 1. 
To see how the random numbers are employed to develop neutron histories, a 
simple example will be considered in which neutrons are started from a 
monoenergetic, isotropic, point source. 

The first step is to select a neutron direction and for this the first two random 
numbers, fi and ^2, are used. An azimuthal angle may be chosen as cpi = 2TT^I 

and the cosine of a polar angle as Â = 2^2 — 1; the reason is that the source is 
isotropic and all initial values of cp and /̂  are equally probable in the intervals 
0 <, q) <: In and — 1 < /̂  ^ 1, respectively. 

With the neutron direction chosen, the next step is to find where the first 
collision occurs. Let the cross section in this direction and at a distance s from 
the source be denoted by a{s). Then the probability p{s) ds that a neutron will 
undergo a collision between 5 and s + ds is 

p(s) ds = a(s) exp — a(s') ds' ds. 

If a third random variable, f 3, is now taken, s can be determined by setting 

In ^3 = - £ a(s'} ds'. 

From this relation it follows that 

d$s = - a(s) ds exp r - r ais') ds'] > (1.56) 

and since 

p{s) ds = piia) dis = d^g, 

the quantity .j is thereby selected from the correct distribution p(s). The minus 
sign in equation (1.56) is required because s decreases as I3 increases and it 
does not affect the probability of s lying in any particular range. 

Once the location of the first collision has been determined, further random 
numbers are used to find the outcome of the first collision, location of the second 
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collision, and so on. The procedure is continued until the neutron history is 
terminated, for example, by leakage from the system or by absorption. 

In solving the neutron transport equation by Monte Carlo methods, there are 
uncertainties which are not due to explicit approximations to the flux, such as 
arise in multigroup methods, but to the limitation in the (finite) number of 
neutrons examined. Such errors are more or less random and procedures have 
been developed for reducing the uncertainty associated with a given amount of 
numerical work. These are variance reducing techniques; they modify the random 
walk problem so as to leave the desired expectation value unchanged but reduce 
the variance. 

Some of the techniques are indicated by common sense whereas others require 
further mathematical analysis. Two examples in the former category will be 
indicated. First, it may happen by chance that, in following a certain neutron 
history during moderation, the neutron is absorbed in its first collision. Instead 
of terminating the history, it is usually fruitful to continue but to give the neutron 
less weight, proportional to the probability of scattering (and no absorption) 
at the collision point. As a result, the history of the neutron is not terminated 
at the first collision, but the generation of information can be continued until 
the neutron history is terminated, usually when the weighting becomes negligible 
or the neutron escapes from the system. 

Another example based on common sense is that arising in connection with 
two similar but not identical problems. Since the errors in Monte Carlo tech­
niques are random in character, the solutions to these problems may be quite 
different. In comparing such solutions, the difference between them may be 
made more accurate by using the same neutron histories in the two problems; 
the random errors are then approximately the same in both cases. 

Suppose, for example, it is required to compute the resonance escape prob­
ability of neutrons moderated in a lattice in order to find the variation with 
temperature arising from Doppler broadening. If two independent Monte Carlo 
calculations were made at two temperatures, the random errors might be so 
large as to mask any real difference in the solutions. If, however, the same 
neutron histories are used in both calculations, the difference might have 
significance. 

More refined techniques for variance reduction could be used in a situation 
such as the following. Suppose it is desired to determine the contribution of 
source neutrons to a detector reading. It is apparent that some of these neutrons, 
e.g., those emitted in directions toward the detector and those of high energy, 
would be more likely than others to actuate the detector. If so, it would seem to 
be most efficient in the Monte Carlo calculation to concentrate the computation 
on these important neutrons. In Chapter 6, this "importance" is given a mathe­
matical significance in terms of the solution to an adjoint transport problem. In 
the technique of importance sampling, neutron histories are started from the 
source distribution in proportion to their importance. Furthermore, at each 
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coUision the most important neutrons can be followed preferentially with due 
precautions being taken not to bias the results. 

Most of what can be said about Monte Carlo methods is concerned with a 
detailed discussion of techniques that lies outside the scope of this book. A 
number of references on the subject are available to the interested reader.^^ 
There is no doubt that Monte Carlo methods are capable of solving a variety of 
problems for which multigroup methods are inaccurate, and some of the results 
obtained will be mentioned in due course. Nevertheless, the Monte Carlo 
technique has not been widely used for the solution of general criticality 
problems because the multigroup methods are simpler to apply and are sufficiently 
accurate except in the special situations referred to earlier. Monte Carlo methods 
have been utilized extensively in reactor shielding calculations, however, to 
determine the leakage of neutrons (and photons) through a shield. 

1.7 APPENDIX TO CHAPTER 1 

1.7a General Coordinate Systems 

General coordinate systems and the corresponding expressions for S2V4> 
(or Si • VN) and for J dQ. are given here. 

FIG. 1.15 RECTANGULAR COORDINATE SYSTEM. 
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Rectangular Coordinates 

Position vector r: v, y, z. 
Neutron direction Si: ^, x, 

where /li = £2 z and x 's the angle between the planes formed by the Si and z 
vectors and by the z and x vectors; z and x are unit vectors in the z and \ 
directions, respectively (Fig. 1.15). 

Cylindrical Coordinates 

Position vector r i, (p, z , 
Neutron direction Si ji, x, 

where cp is the polar angle, /x = fi z and x 's the angle between the planes 
formed by the Si and z vectors and by the z and r vectors (Fig. 1.16). 

Spherical Coordinates 

Position vector r: r, 6, q>. 
Neutron direction Si: n, w. 

where 6 is the polar angle and 93 the azimuthal angle, pi = Si r and w is the angle 
between the planes formed by the Si and f vectors and by the f and z vectors 
(Fig. 1.17). 

FIG. 1 16 CYLINDRICAL COORDINATE SYSTEM 
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FIG 1 17 SPHERICAL COORDINATE SYSTEM 

The values of Si VO and of J dSi for various geometries are collected in Table 
1.2. As mentioned in §1.3a, expressions for Si VN can be obtained simply by 
replacing O by A'̂ . 

Other representations are sometimes used for the direction coordinates and 
care must be taken to identify each author's particular choice, see, for example, 
Ref 40 for an alternative choice of directions in cylindrical coordinates. 

The following expressions give Si V<i> in conservation form for general 
cylindrical and spherical coordinates. 

Cyhndrical coordinates 

Vl - fj.^ COS X 8{r<t>) Vl - /x2 sin x 80 1 £{1>V\ - pt.^ sin x) rO 
r dr r 8q> r 8x 8z 

Spherical coordinates 

jM a(/-^(D) V l - /x^smoj gtD V l - /^^coso j a((D sm d) 

r^ 8r r sin 8 8q> r sin 9 86 

1 8[(1 - /^^)0] _ c o t e 8(0) V l - pL^smco) 
r 8)1. r 8u) 
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TABLE 1 2 TERMS IN THE TRANSPORT EQUATION FOR SPECIAL GEOMETRIES 

2 r 1 
TT dfl. 

Plane <^{x,ii) 

Rectangular <^(x, y, z, }J.,X) 

n r / <:^ '"^X '^^ l' ' ; l' ^' ; V 1 - u,-' cos Y 1- sin y — + M — "/* "X 
\ c v IyI (z ' I ' o 

Spherical (spherical symmetry) <!>(/, /i) 

fl — H -̂ 2-n\ dix 
CI r cfi ' 1 

Spherical (general)- 9{r, B, tp, fi, w) 

00 V l - /i=̂  sin CO ((D V l - / i ^ tf(D 
fj.- 1 -T \ cos w —J 

dr I sin a c(fi i tf9 

l - , . ^ f ( D V1 - fi= cO |-i , i'2-= , 
H sin o) cot a ^r— dfl. do. 

r cfi r OM J 1 J 0 

Cylindrical (infinite cylinder, axial symmetry) 0{r, /j., x) 

V 1 — u^ COS V sin Y — rfn dx 
or r cx J 1 J 0 

Cylindrical (general) <!>(/, <p, z, /u., x) 

V l - ^ ^ c o s x ^ + - ^ ^ ' " ^ 0 ^ - 3 ^ ) + ' ^ ^ J - / H o ''^ 

The advantage of the conservation form can be seen by considering the 
expression for Si VO in spherical coordinates. Integration over all directions 
Si, I.e., j ^ ^ dp. Jg" dcD, removes the last two terms, whereas the first three terms 
represent the components of V J. If these three terms are now integrated over 
volume {dV = r^ sin 6 dd dcp), bounded by surfaces of constant r, cp, and 6, the 
first term is seen to be the outward current across the two surfaces of constant r. 
Similarly, the second and third terms are the currents across surfaces of constant 
cp and 9, respectively. 

EXERCISES 

L Consider a collimated beam of neutrons of intensity 1 neutron/cm^-sec in the 
z direction, suppose a sphere of 1 cm radius is placed in this neutron beam 
Determine the radial and other components of the incident current, as functions 
of position on the spherical surface, in a polar coordinate system with its origin 
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at the center of the sphere. What is the angular distribution of the incident 
neutrons, averaged over the surface of the sphere? 

2. A very thin plane source (thickness Ax) of monoenergetic neutrons emits 
1/A.v neutrons/cm^-sec isotropically per unit volume. What is the angular 
distribution of the current (and flux) at the surface? Absorption in the source may 
be Ignored. 

3. A purely absorbing half-plane medium in which a = 1, contains a source 
emitting 1 neutron/cm^-sec. Determine the intensity and angular distribution of 
the flux and the current at the surface. 

4. Consider a combination of two point sources present either (a) m a vacuum, 
or ih) in a purely absorbing medium. Compute the magnitude of the current 
and flux throughout space and sketch the contours of equal flux and equal 
current 

5. Make a detailed derivation of the transport equation by considering the rate of 
change of the neutron population in a volume element fixed in space, i.e., 
along the lines indicated on page 15 

6. Consider a bare slab of thickness d and apply one-speed difl'usion theory to find 
a and k eigenvalues as given by this model of neutron transport. Use the 
difl'usion equation in the form 

and boundary conditions of zero flux on the slab surfaces. (Hint: each mode 
cos /;77ji-/f/corresponds to one eigenvalue of each kind.) Draw a sketch showing 
how the eigenvalues are related to each other. For comparison of the results 
with those of transport theory, see Ref. 41. 

7. It IS required to describe the transport of neutrons in a reactor in one region of 
which coolant is moving vMth high velocity, v, in the z direction. How will the 
transport equation be changed in this region'' If, m the region under considera­
tion, the cross sections for collisions with nuclei at rest are independent of the 
neutron energy, what would be the angular dependence of a in the transport 
equation for the moving nuclei? (It may be found helpful in this connection to 
read §7 3c ) Consider qualitatively how the angular distribution of the scattered 
neutrons would be affected if the scattering from nuclei at rest is isotropic in the 
laboratory system. (After leviewing this problem, the interested reader may wish 
to consult Ref. 42) 

8. Derive the integral equation (1.37) for plane geometry and isotropic scattering 
by starting from the transport equation in plane geometry with free-surface 
boundary conditions (Hint: start by multiplying the transport equation by 
e"-" and then integrate from a boundary to x ) Show also how an incident flux on 
one surface can be handled in this derivation. 

9. Consider a surface source at r, of intensity QsiT^, Si, E, t). By regarding this 
source as the limit of a thin volume source and using equation (1.22), derive the 
discontinuity in the neutron angular density. All cross sections are to be regarded 
as finite Give an alternative derivation by considering neutron conservation in 
a small pillbox, centered at r, and having faces parallel to the surface 

10. Suppose there is a purely absorbing region of finite thickness. It is desired to 
represent this region as an absorbing surface across which the neutron angular 
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density is discontinuous Derive the discontinuity which is required in the 
angular density 

11. Start with the transport equation for spherical geometry not in conservation 
form, 1 e , with SI • VN as in equation (1 32), and verify equation (1 34) Then find 
the particular form of the conservation relation, equation (1 19), for that 
geometry. 

12. Derive the integral equation (1 27) using neutron conservation arguments along 
the lines suggested on page 26. 

13. Derive the form of Sl-'VN in cylindrical geometry as it appears in Table 1 2, 
assuming that A' is independent of cp. 

14. An instantaneous point source in an infinite medium of density po gives a known 
neutron angular flux, ^oCr, i^, E, t) Show how the angular flux from the same 
source in a medium of different density p could be found by scaling OQ (This 
problem arises in considering the explosion of nuclear weapons at various 
altitudes in the atmosphere) Indicate some circumstances in which the scaling 
might be invalidated for this application 

15 For students having a knowledge of computer programming Write a Monte 
Carlo program to compute the escape probability for neutrons born uniformly 
and isotropically in a medium with simple geometry, e g , a slab or a sphere 
The cross section may be taken to be independent of energy and the scattering 
to be isotropic (Some results are given in Table 2 8 ) 

16 Consider the space-independent neutron transport equation in a source-free, 
infinite medium, i e , 

^ -H ot/V = ff o'fv'N' do.' dE', 

and eigenvalues a for dNjdt = aN are sought It is to be shown that all real 
negative values of a with magnitude greater than the smallest value of <JV belong 
to the continuous spectrum Consider a value of a for which —\a\ + (<JV)E £„ = 
0 Construct a strongly peaked function, A'̂ , of width A in energy about Eo and 
in angle, p., such that the integral on the right side of the eigenvalue equation is 
proportional to A but \^ N^ dO. dE is independent of A By taking the limit as 
A -* 0 It IS seen that NA plays the role of a highly singular eigenfunction and 
hence the corresponding value of a belongs to the continuous spectrum For 
further examples and discussion of such functions, see Ref 43 

REFERENCES 

1 SchiflF, L I , "Quantum Mechanics," McGraw-Hill Book Co , Inc , 1949, pp 13, 54 
2 Osborn, R K , and S Yip, "The Foundations of Neutron Transport Theory," Gordon 

and Breach, 1966 
3 Weinberg, A M , and E P Wigner, "The Physical Theory of Neutron Chain Reactors," 

University of Chicago Press, 1958, p 281 
4 Lamarsh, J R , "Introduction to Nuclear Reactor Theory," Addison-Wesley Publish­

ing Co , Inc , 1966, Section 6-1 
5 Lamarsh, J R , Ref 4, Section 2-3 
6 Glasstone, S, and M C Edlund, "Elements of Nuclear Reactor Theory," D Van 

Nostrand Co , Inc , 1952, §14 6 



62 THE NEUTRON TRANSPORT EQUATION 

7. Davison, B , "Neutron Transport Theory," Oxford University Press, 1957, Section 2 3. 
8. Case, K M , and P F Zweifel, " Linear Transport Theory," Addison-Wesley Publish­

ing Co , Inc , 1967, Appendix D 
9. Courant, R , and D Hilbert, "Methods of Mathematical Physics," Interscience 

Publishers, Inc , 1953, Vol II, p 69. 
10 Davison, B , Ref 7, Chap XVII, Benoist, P , Nucl Sci Eng , 30, 85 (1967) 
11 Case, K. M , and P F Zweifel, Ref 8, Appendix D , G M Wing, "Introduction to 

Transport Theory," Wiley and Sons, Inc , 1962, Chap 8 
12 Bell, G I , a n d W B Goad, A^HC/ Sa £«^ , 23, 380 (1965), Yu N Kazachenkov, and 

V V Orlov, Atomn Energiia, (transi), 18, 222 (1965) 
13 Bell, G. I , Nucl Sci Eng , 21, 390 (1965), D R Harris, in "Naval Reactor Physics 

Handbook," Vol I, A Radkowsky, ed , U S AFC, 1964, Section 5 5 
14 Bell, G I , Ref 13, Proc Symp Appl Math , "Transport Theory," Am Math Soc , 

1969 Vol 1, p 181 
15 Case, K M , and P F Zweifel, Ref 8, Appendix D , J T Marti, Nukleomk, 8, 159 

(1966) 
16 Churchill, R V , "Operational Mathematics," McGraw-Hill Book Co , Inc , 2nd ed , 

1958, Section 3 
17 Wing, G M , Ref 11, Chap 8 A thorough treatment of the mathematical background 

IS given m E Hille and K S Phillips, "Functional Analysis and Semi-Groups," Am 
Math Soc Colloq Publ , 1957 

18 Churchill, R V , Ref 16, Sections 62-64 
19 Churchill, R V , Ref 16, Section 67 
20 Wing, G M , Ref 11, Chaps 8 and 11 
21 Lehner, J , and G M Wing, Comm Pure Appl Math , VUI, 217 (1955), Duke Math J , 

23, 125 (1956) 
22 Pimbley, G H , 7 Math Mech , 8, 837 (1959) 
23 Davison, B , Ref 7, Appendix A 
24 Van Norton, R , Comm Pure Appl Math , XV, 149 (1962) The same conclusion was 

reached for arbitrary bounded geometry by S Ukai,y Nucl Sci Tech 3,263(1966) 
25 Jorgens, K , Comm Pure Appl Math , XI, 2\9 (\958), I Vidav, / Math Anal Appl, 

22, 144(1968) 
26 Kuscer, I , in ' Neutron Thermalization and Reactor Spectra,' IAEA 1968, Vol 1, 

p 3 M Boiysiewicz, and J Mika, ibid Vol 1, p 451,S Albertoni and B Montagnini, 
J Math Anal Applic 13, 19 (1966) 

27 Nelkin, M , Phisica 29 261 (1963), see also citations in Ref 26 
28 Corngold, N , Pioc Symp Appl Math , "Transport Theory, ' Am Math Soc , 1969, 

Vol 1, p 79 
29 Case, K M , and P F Zweifel, Ref 8, Appendix D, G M Wing, Ref 11, Chap 8 

Convergence has been proved for a multiplying subcntical medium in slab geometry by 
P Nelson, 'An Investigation of Cnticality for Energy Dependent Transport in Slab 
Geometry, Ph D Dissertation, Univ of New Mexico, 1969 

30. G M Wmg Ref 11, Chap 8, R Van Norton, Ref 24 
31 Davison, B , Ref 7, Appendix A 
32 Vladimirov, V S Tians V A Steklov Math Inst , 61 (1961), translated in Atomic 

Energy of Canada Report AECL-1661 (1963) 
33 Case K M , and P F Zweifel, Ref 8, Appendix D 
34 The problem is discussed in §5)4 4c, 4 4d A basic reference is R S Varga, Proc Symp 

Appl Math,X\, Am Math Soc , 1961, p 164 
35 Honeck, H C , Nucl Sci Eng , 8 , 193 (1960) 
36 Wing, G M , Ref 11, Chap 5 
37 Parker, K , D T Goldman and L Walhn in ' Nuclear Data for Nuclear Reactors," 

IAEA, 1967, Vol II, p 29^ 
38 Rumyantsev, G Ya and V S Shulepin, Atomn Eneigiia (transi), 22, 395 (1967), 

J D Cal lenandJ O Mingle,^ Nucl Eneig\,22, 173(1968) 
39 Goertzel, G , and M H Kalos, ' Monte Carlo Methods in Transport Problems," in 

Prog Nucl Energy, Series 1, Vol 11, Pergamon Press, 1958, p 315, E D Cashwell and 



REFERENCES 63 

C. J. Everett, "The Monte Carlo Method for Random Walk Problems," Pergamon 
Press, 1959; M. H. Kalos, F. R. Nakache, and J Celnik, Chap. 5 in "Computing 
Methods m Reactor Physics," H. Greenspan, C. N. Kelber, and D Okrent, eds., 
Gordon and Breach, 1968. The best reference is J. Spanier and E. M. Gelbard, " Monte 
Carlo Principles and Neutron Transport Problems," Addison-Wesley Publishing Co., 
Inc., 1969. 

40. Carlson, B. G., and K. D. Lathrop, Section 3.1.1 in "Computing Methods in Reactor 
Physics," Ref. 39. 

41. Wing, G. M., Ref. 11, Chap. 8; Proc. Symp. Appl. Math., XI, Am. Math. Soc , 1961, 
p. 140, see figure on p. 146. 

42. Perkins, S. T., Nucl. Sci. Eng., 39, 25 (1970). 
43. Wing, G. M., Ref. 11, Chap. 8; I. Kuscer, Ref. 26. 



2. ONE-SPEED 
TRANSPORT THEORY 

2.1 THE ONE-SPEED TRANSPORT EQUATION 

2.1a Introduction 

Although the primary concern in this book is with the energy-dependent neutron 
transport equation, there are several different situations in which solutions of the 
simpler one-speed problems are very useful Consider, first, the energy-dependent 
transport equation (1 14) for some particular neutron energy, E. If the integral 
on the right side is regarded merely as a known source of neutrons, as was done 
in connection with the development of the integral equation in §1.2b, then the 
transport problem for neutrons of energy E is simply a one-speed problem in a 
purely absorbing medium, this is so because in every collision neutrons of energy 
E are removed From this point of view, therefore, it is useful to have accurate 
solutions of the transport equation in purely absorbing media, and some are 
developed at the end of this chapter (§2 8) 

Of greater importance is the fact that in this text emphasis is placed on the 
solution of the energy-dependent transport equation by multigroup methods. It 
will be seen in Chapters 4 and 5 that in these methods the energy-dependent 
equation is replaced by a set of coupled one-speed equations which are then 
solved by approximate methods In assessing the accuracy of these approximate 
techniques it is desirable to have available for comparison accurate solutions of 
the one-speed transport problem Moreover, from a knowledge of the general 
features of such solutions, it is possible to develop insight and intuition con­
cerning the solutions of energy-dependent equations. 

Finally, there are situations in which the energy-dependent cross sections may 
be treated as being approximately independent of energy, this is often possible, 

64 
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for example, with thermal neutrons. In these circumstances, an equivalent one-
speed problem may be defined by integrating over neutron energies; the solution 
may then give information about a problem of physical interest. It is this 
approach which will be taken in deriving a one-speed transport equation from 
the energy-dependent equation. It will be shown in the succeeding chapters, 
however, that the resulting equation is identical with those arising in multigroup 
theory. 

Even in one-speed theory, only a few simple problems have been solved in 
closed form. The simplest situation which reveals the essential features of the 
general solutions is that of isotropic scattering in a uniform infinite medium 
containing a plane neutron source. Three methods of solving the corresponding 
one-speed transport equation are described in this chapter. The changes resulting 
from the presence of plane boundaries and from anisotropic scattering will then 
be examined. Finally, some reciprocity relations and collision probabilities which 
are useful in various reactor problems are developed. 

It should be noted that the time-independent (steady-state) form of the 
neutron transport equation is emphasized here and in the next few chapters. 
Time-dependent problems are taken up in Chapters 9 and 10. 

2.1b Derivation of the One-Speed Transport Equation 

The general neutron transport equation for the neutron angular flux in the 
time-independent case, i.e., when 8^j8t is zero, is given by equation (1.14) as 

£2-V(I)(r, SI, E) + <7(r, £')0(r, Si, E) 

= {{ a(r, £")/(r; SI', E' -> SI, E)<P{T, SI', E') dSi' dE' + Q{T, Si, E). (2.1) 

It is now postulated that all neutron cross sections are independent of energy. As 
will be seen shortly, this leads to a form of the transport equation in which 
neutron energies do not appear, and the postulate is in a sense equivalent to 
saying that the neutrons all have the same energies (or speeds). The term one-
speed theory is thus commonly employed, although it is also referred to as the 
constant cross-section approximation.^ 

If CT is taken to be a function of r only and not of E, it follows that 

a(r, E) = CT(r, £") = C7(r). 

Furthermore, the angular distribution of neutrons emerging from a collision, 
i.e., 

^f{r;Si',E'^Si,E)dE, 

must be independent of energy, E'; hence, this quantity may be written as 

f / ( r ; Si', E' -> Si, E) dE = c(r)/(r; Si' -^ Si) 
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where the function/(r; Si' -> Si) is normalized to unity, i.e., 

^ f{T;Si'^Si)dSi = 1, (2.2) 

and then c(r) is the mean number of neutrons emerging from a collision at r, 
as given by equation (1.8). 

If the foregoing expressions, based on the constant cross-section postulate, are 
inserted into equation (2.1), it is found upon integration over energy that 

Si V(D(r, Si) + a(r)<D(r, Si) = a(r)c(r) f / ( r ; Si' -> Si)<i>{T, Si') dSi' + Q(T, Si), 

(2.3) 
where the quantities <^{T, SI), (D(r, Si'), and Q(T, Si) are defined by 

I" (I)(r, Si, E) dE = <D(r, Si), 

[ (D(r, Si', E') dE' = a)(r. Si'), 

and 

J Q(T, Si, E) dE ^ Qir, SI). 

Equation (2.3), in which neutron energy and velocity do not appear, is the general 
form of the one-speed, time-independent transport equation. It will be seen in 
subsequent chapters that multigroup theory involves essentially a coupled set of 
such equations. 

It should be noted that equivalence between the one-speed transport equation 
and the constant cross-section formulation, integrated over energy, does not 
hold for general time-dependent problems. The reason is that the neutron 
speed appears in the term (Ijv) d^bjdt in equation (1.14), the time-dependent 
transport equation for the angular flux. 

2.1c Infinite Plane Geometry 

In infinite plane geometry, the quantities O, a,/, and Q depend on one coordinate 
only. For this geometry, it was shown in !!l.3a that 

()N oO 
SiVN=ii— or nV(D = u - ^ , 

dz cz 

Furthermore, p. and /x' may be expressed by 

PL — Si z and ti' = Si' z. 
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where z is a unit vector in the z direction. Hence, equation (2.3) may be written as 

8^(z, fi) 
8z 

+ a(z)cl)(z, M) = oiz)c j f{Si' -> Si)<J>(z, ^') dSi' + Q(z, /x), (2.4) 

where c and/have been taken to be independent of position. 
It will be seen in the course of this chapter that some important properties of 

a system are functions only of the neutron mean free path; hence, it is con­
venient to express distances in terms of the collision mean free path, i.e., let 

X = cr(z') dz' 

and then 

8 8 
Yz^^^'^Tx-

Furthermore, suppose that neutrons emerging from collisions have an isotropic 
distribution, then, in view of the normalization condition in equation (2 2), it 
follows that 

f{Si'^Si) = l~. 

Hence, \^ dSi' is replaced by 27r d^l.' (§1.3a) and equation (2.4) is divided through 
by o{z), the result may be written as 

where 
<D(x, M) = ^[z{x), M] 

and 

Q{x, ^) = ;73 Ql^ix), lA-

This is a common form of the time-independent one-speed neutron transport 
equation in planar geometry. 

For an anisotropic unit plane source located a.\. x = XQ emitting one neutron 
per second per unit area in a cone having p. = p-Q, the source term in equation 
(2.5) may be represented, using Dirac delta functions (see Appendix), by 

e(;,, ^) = S(^ - XO)S(A^ - I^O) (2.6) 
277 

For an isotropic unit plane source at XQ, 

e(^,^) = fci^). (2.7) 
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Solutions will be sought for equation (2.5) first in an infinite medium subject 
to the condition that the neutron flux vanish as x ^ -I-QO and -co. This problem 
has physical significance only if c < 1, i.e., in a medium in which less than one 
neutron emerges, on the average, in each collision. If c > 1, the source neutrons 
would multiply without limit and no real and positive (physical) solutions of 
equation (2.5) can exist. For a finite medium, real solutions are possible for c > 1, 
although they are difficult to obtain. Nevertheless, it will be seen that solutions 
of the transport equation m an infinite medium can be used to derive conditions 
for cnticality in a finite medium, when c > 1. 

2.1 d Use of Green's Function 

In the present context. Green's function (§l.lf) is a solution of equation (2.5) 
with a simple, i.e., plane, source. For the one-speed problem, it may be repre­
sented by G{xo, p-o -> X, p.) and it is the neutron angular flux at x, /n arising from 
a unit source at Xg emitting one neutron per second (per unit area for a plane 
source) in the direction /XQ. For an infinite medium, the Green's function so 
defined, abbreviated to G, is a solution of the equation 

/̂  — -f- G = 2 G{xo, Ho ^x, p.) dp + :^ (2.8) 

Thus, except when x = XQ and /J, = /HQ, the function G is a solution of the 
homogeneous equation 

/x — -1- G = 2 Gixo, p.0 -> X, p) dp.', (2 9) 

with the condition 
G-> 0 as x - » ±00. 

M X = XQ and /x = p^, which corresponds to the source, a discontinuity (or 
jump) condition on G may be derived by integrating equation (2 8) over a small 
interval 2e in Y about Xo, namely, XQ — e ^ x ^ ô + ^ The result, for an 
anisotropic planar source, represented by equation (2.6), is 

c/ \ 

G{Xo, /Xo ^^ Xo -I- e, p) - G(Xo, Po~^ Xo - €, p) = :r- • (2.10) 

There is thus a discontinuity (or jump) in G as a function of x at x = Xo when 
p = Po By combining this discontinuity condition with solutions of the homo­
geneous equation (2 9), it is possible to evaluate the infinite medium Green's 
function for the planar source, as will be shown later. Once this Green's function 
is known then, in accordance with equation (1.21), the solution to any infinite 
medium problem with a general source of the form Q(x, P.)I2-TT can be expressed 
as 

<D(x, M) = J J 2(-^o, Mo)G(\o, /̂ o -^ X, p) dxo dpo- (2.11) 
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Furthermore, the infinite medium Green's function can be used to describe 
solutions to problems involving slabs of finite thickness, i.e., where boundary 
conditions are imposed at finite values of x. The reason, as will be seen in 
§2.5a, IS that the solution to the transport equation within any finite homogeneous 
region is the same as it would be if this region were extended to infinity and a 
suitable source (or sources) were placed at the boundary of the finite region. 

2.2 SOLUTION OF THE ONE-SPEED TRANSPORT EQUATION 
BY THE SEPARATION OF VARIABLES 

2.2a Introduction 

The method of solution to be described in this section, although recognized 
by others,^ was developed most fully by K. M. Case,^ it is consequently fre­
quently known as Case's method. It is analogous in some respects to the 
method of the separation of variables commonly used for the solution of partial 
differential equations. In both instances a complete set of elementary solutions 
IS sought, and then a suitable combination of solutions is found that will satisfy 
the boundary conditions or the conditions at the source. The only difference is 
that most of the elementary solutions of the transport equation are singular. 
Nevertheless, they have meaning when they appear in integrals. 

The approach to be used here is to find elementary solutions of the one-speed 
transport equation in a source-free infinite medium. An attempt will then be 
made to find a combination of elementary solutions that satisfies the source 
(or jump) condition for the plane Green's function. It will prove relatively 
straightforward to obtain such a combination of solutions for the infinite 
medium, but for more complicated problems, involving bounded regions, the 
task IS too lengthy for inclusion in this book.* 

2.2b Source-Free Infinite Medium: Asymptotic Solutions 

For a source-free infinite medium with isotropic scattering, equation (2 5) 
becomes 

M ^ ^ ^ + 'I>(̂ ,M) = |J\<I'(x,/x')^/ (2 12) 

in plane geometry Since the medium contains no source, there is a possibility 
that c > 1, and this will be allowed for the present. To solve equation (2.12) by 
the method of separation of variables, solutions are sought of the form 

a>(x,/x) = x(v)^(/x), (2 13) 

where x(x) is a function of v only and i/'(/̂ ) is a function of /x only If equation 
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(2.12) IS divided through by /nO(x,/x) and equation (2.13) is substituted for 
<l>(x, /x) and 0(x, p,'), it is found upon rearrangement that 

dx(x) 1 _ c fi ,_, ,, , , 1 
dx xix) 2pijj{p) 

r ^{p')dp.'--. (2 14) 
J - 1 /x 

The left side of equation (2.14) is a function of x only, whereas the right side is a 
function of /x only, hence, both sides are equal to a constant. If this constant is 
represented by — 1 /v, then 

dx(x)J_^ _ i , 
dx xix) V 

so that 
x(x) = constant x e~'"\ 

Thus solutions to equation (2 12) are to be sought of the form 

cD,(x,/x) = e--'Vv(M), (2.15) 

where the v is an eigenvalue corresponding to the eigenfunction 'ji^ip) Special 
care will now be taken to examine the acceptable values of v and the functions 
'Av(^). 

If equation (2.15) is substituted into (2 12), the result is 

(\ -'^^Ul^) = ̂ [^Ul^')dp'. (2.16) 

It IS convenient to normalize i/iv so that 

4>.dpL' = 1 (2.17) i: 
and then, upon multiplication by v, equation (2.16) becomes (for v ̂  0) 

(.-/x)^„(/^) = ^v. (2.18) 

If, for the moment, it is assumed that v / fx for all values of/x between — 1 and 
1, I.e., V IS not both real and in the interval — 1 ^ v ̂  1, then 

0V(K) = ^ 7 ^ - (2.19) 

This may be substituted into the normalization equation (2.17) to obtain the 
conditions on v, namely v = ± VQ, where ± VQ are the roots of 

1 = cvo tanh-i - = ^ In ^^^-ti- (2.20) 
vo 2 VQ - I 

When c < 1, the roots of equation (2.20) are real, but when c > 1 they are 
imaginary. These roots have also been obtained in another manner.^ 
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It is seen, therefore, that there are two discrete eigenvalues +vo and —vo which 
satisfy equation (2.16) when v ^ p.. The associated eigenfunctions are given by 
equation (2.19) as 

and the two solutions of equation (2.12) are then 

OJ(x, p) = e ^ - ' V S W = e^'"'" ., ^ - X- (2.22) 

It will be seen later that, in general, there are other solutions to equation (2.12), 
but those in equation (2.22) dominate far from sources and boundaries; they 
are called the asymptotic solutions and <I>o is the asymptotic flux. Before returning 
to equation (2.16), some consideration will be given to the asymptotic (discrete) 
eigenvalue FQ. 

Upon expansion of the tanh'^ term, equation (2.20) becomes 

K ^4 Svg 

which may be rearranged to give 

i _ 3(1 - c) _ J _ _ 
vl~ c 5vt 

As a first approximation, l/vg s; 3(1 — c)jc, and this may be substituted in the 
second term on the right to yield 

1 _ 3(1 - c) r 91 - c 1 
vl c L' 5 

By writing 1 — (1 — c) for c in the denominator of the factor on the right and 
replacing c by unity in the denominator in the second term in the brackets, then 
inverting and taking the square root, the result, when c is near unity, is 

^0= ,J Al +1 (1 - c ) + • • • ] • (2.23) 
V3(l - c) 

It is evident, as stated above, that VQ is real only when c < 1. 
Since VQ determines the rate of decrease of the asymptotic flux with distance, 

as is apparent from equation (2.22), it is here called the asymptotic relaxation 
length.* It is related to the diffusion length, L, of simple diffusion theory; the 
latter is given by 

* The quantity vo is often referred to as the asymptotic diffusion length, but in this book 
the term "diffusion length" is reserved for diffusion theory. In general, a relaxation length 
is the distance in which the flux decreases by the factor e. 
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where a is the total (macroscopic) cross section and â  is the absorption cross 
section In the present notation, a^ = a{\ — c), hence, with the collision mean 
free path as the unit of distance, 

L = . ^ (2 24) 
V3(l - c) 

It IS seen, therefore, that the asymptotic relaxation length of transport theory 
approaches the value for simple diffusion theory only when c is very close to 
unity (or |1 — c| « 1), 1 e in a weakly absorbing medium 

A comparison of the exact asymptotic relaxation length from transport 
theory, as obtained from equation (2 20), the value from equation (2 23), and 
the ordinary diffusion length from equation (2 24), is given in Table 2 1 ̂  For 
media with f < I, the data are for l̂ oj, whereas for media in which c > 1, the 
values are those of \ivo\ Although the simple diffusion length, L, is a good 
approximation to transport theory only when 11 — c[ < 0 01, the one additional 
term in the expansion in equation (2 23) gives results that agree with the exact 
solutions of equation (2 20) up to about j 1 — (| = 0 2 (or more) 

It is important to note that for 0 < f < 1, the values of l̂ ol are > 1, whereas 
for f > 1 FQ 's purely imaginary Therefore, in neither case does vo lie in the real 
interval — 1 ^ ô ^ 1 It is consequently permissible to divide equation (2 18) 
by Vo — p in order to obtain the solution for ^,J(p) given by equation (2 19) 

TABLE 21 COMPARISON OF RELAXATION LENGTHS FOR ISOTROPIC SCATTERINC^ 
(IN MEAN FREE PATHS) 

c 

c < 1 
0 99 
0 98 
0 95 
0 90 
0 80 
0 50 
0 

c > 1 

101 
1 02 
1 05 
1 10 
120 
1 50 

Exact 
[Eq (2 20)] 

5 797 
4 116 
2 635 
1 903 
1408 
1044 
1000 

5 750 
4 050 
2 532 
1 757 
1 198 
0 689 

kol 
Second Approx 

[Eq (2 23)] 

5 797 
4115 
2 633 
1 899 
1 394 
0 979 
0 808 

I'^ol 
5 751 
4 052 
2 531 
1756 
1 195 
0 680 

Diffusion Theory 
[Eq (2 24)1 

5 774 
4 083 
2 582 
1826 
1 291 
0 816 
0 577 

5 774 
4 083 
2 582 
1826 
1291 
0 816 



SOLUTION BY THE SEPARATION OF VARIABLES 73 

2.2c Infinite Medium Continuum (Singular) Solutions 

Two elementary (asymptotic) solutions, namely, 1>o(x, p) and Oo(\,;(i), have 
been found to equation (2 12) for the case in which v ^ p Additional solutions 
will now be developed tor the situation in which v = p and both of these 
quantities lie within the range —1 to 1. It was seen above that equation (2.19) 
is a solution of equation (2.18) for all p in the interval — 1 ^ jtx < 1 with v not 
in the interval —1 < F 4 1. Equation (2 19) is also an acceptable solution of 
equation (2.18) when v is real and lies in the interval —1 ^ i' ^ 1 provided 
F / /x. But when v = p the solution is divergent (singular) and this feature 
requires further examination Moreover, it would appear that such a solution 
cannot satisfy the normalization condition of equation (2.17), since that condi­
tion was used previously to derive acceptable values of v, namely ± TQ, which 
have been found not to lie in the interval — I < r ^ 1. 

In order to determine the normalization integral for the singular (i' = p) 
solution, however, it is necessary to specify how the integral of such a divergent 
function IS to be evaluated Moreover, as long as a solution is being considered 
that IS divergent at v = p, greater generality may be allowed by trying the 
solution 

Ul^) = '^^~ + X(v)S(p-v), (2 25) 
2, V — p 

where A(î ) is an arbitrary function. This will still be a solution of equation (2.18) 
for all V j^ p and it can also be interpreted as a solution for v = p since it is 
possible to define the Dirac delta function such that 

X 8(x) = 0. 

With this more general solution, the function A(F) may be chosen so as to 
satisfy the normalization condition of equation (2 17). In performing the 
integration over p.', however, it is necessary to specify how the singular first 
term in equation (2.25) should be integrated. The various nossible choices 
differ only in delta functions, and the Cauchy principal value prescription^ is 
chosen in evaluating the integral; thus 

n V rr" * V !"^ V 1 
P ; dp.' = hm ; dp + 7 dp > 

j-iv — p a - * o U - i V — p. Jv + dv — p J 

where the symbol P implies the principal value. In order to bear in mind that 
this requirement must be met whenever i/'v(/x) is integrated, the symbol P is 
attached to the singular term; equation (2.25) is then written as 

^v(/̂ ) = ^ P 7 ^ + M>')S(M - v). (2.26) 
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The arbitrary function A(i') can now be chosen so that the normalization condi­
tion is satisfied; in particular, upon evaluating the principal value integral, 

A(v) = I - cvtanh-^v. (2.27) 

It is seen that, in addition to the two discrete eigenvalues which satisfy 
equation (2.20), there is a continuum of eigenvalues (and eigenfunctions) 
corresponding to all v between —1 and 1. The solution to equation (2.12) for 
— 1 ^ V ^ 1, may then be represented by 

cD„(x, ^) = e - ' ' [^ P ^ ^ + A(v)8(̂  - v)], (2.28) 

where A(v) is given by equation (2.27). Such a solution, which contains a delta 
function, 8(;LI — v), and the singular term l/(v — p.), is not defined atv = p. It 
can, nevertheless, be used in integrals because the manner of integrating the 
singular terms has been specified. Moreover, the solution may be.interpreted as a 
"generalized function" in a formal mathematical sense^ and constitutes an 
acceptable solution to equation (2.12). 

It should be noted that since —1 < v < 1, the continuous solutions vary 
faster with x than do the asymptotic solutions. As will be seen in §2.2e, this 
implies that at a large distance from the source the asymptotic solutions will 
dominate. Near the source, however, the continuous solutions are also important 
and, in particular, they are necessary for fitting the jump conditions at the 
source position. 

2.2d Completeness and Orthogonality of the Elementary Solutions 

The usefulness of the functions (i>v(x, p) lies in the fact that they, together with 
^oix,p), are complete and that they satisfy an orthogonality relation. The 
completeness means that a general solution of equation (2.12) can be written 
as® 

<D(x, p) = a.,^$ix, p) + a_<I>o-(x, p.) + \ A{v)^,{x, p) dv, (2.29) 

where the first two terms on the right are the asymptotic solutions and the third 
represents the continuous solutions; the expansion coefficients a+ and a_ are 
constants and A{v) is a function of v. Equation (2.29) may also be written in the 
form 

0(x,/x) = a+./.J(/x)e-^'"o -t- a_>Poil^)e'"'o + [ ' Aiv),l;,ip.)e-'"'' dv. (2.30) 

The orthogonality condition is used for determining the expansion coefficients 
in particular problems and it can be derived by considering equation (2.16) for 
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i/'v(/x) and multiplying by i/iyip), to obtain 

(i - ^mindMi^) = l^"'*^/^)],! W/ '̂)4t'-

Similarly, equation (2.16) for i/'v(/x) is multiplied by '/'v(/x), i.e., 

(l - ^miHd'I'Al^) = 2 ^V(M) J_^ 'PAH-') dp.'. 

Upon subtracting these two equations and integrating over p., it is evident 
that 

(V' ~ ! ) J -1 /^^V(M)'AV(^) ^M = 0. (2.31) 

Consequently, if v' ^ v, the required orthogonality relation 

^[^p.Ul^)Ml^)dpi = 0 (2.32) 

is obtained. The values of v, v' may be chosen from + VQ or from the continuum. 
In order to evaluate the expansion coefficients a + , a_, and A{v) in equation 

(2.29), it is first necessary to determine the normalization integrals. For the 
asymptotic terms these are represented by Âo"̂  and Â o""; they are obtained by 
setting V = v' {= Vo) in the integral in equation (2.31), i.e., 

N^ = [ pAf,^(p.)i/i^(p.)dp.. 

By using the values of t/joM given in equation (2.21), it can be shown ^̂  that 

' U - 1 vd" No^ = ±yU::2^ ' r2\- (2-33) 

The normalization integral N^ for the continuum is more difficult to determine, 
but it is found " t h a t 

where 

J /^^V'(M)'/'V(/^) dp. = N^8(v - v'), 

iV, = .[A^(V) + ^ % ^ ] . (2.34) 

These orthogonality conditions will be used in the next section to derive the 
plane Green's function. 

2.2e Infinite Medium with Plane Source 

In the foregoing, the homogeneous equation (2.12), which is analogous to (2.9), 
has been solved and the solutions for an infinite medium were found to be 
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represented by equation (2.29). It is now possible to add the discontinuity (or 
jump) condition for a planar source at Xo, and by including the provision that 
the solution of the inhomogeneous equation must vanish as |x| ^ oo, the Green's 
function for the problem can be evaluated. 

For X 5̂  0, the Green's function G(vo, p-o -> x, p.), i.e., the angular flux at x, p 
due to a unit source at XQ, Po, can be derived from equation (2.29) as having the 
form 

G = a + !/.o'-(fx)e-<^-^o"vo + P^(^)e-(Ar-v'Yv(/x)^v for x > XQ (2.35) 

and 

G = -a^iZ-o (Ax)e* -̂̂ o)"'o - f Aiv)e'^^-''o^"ilj,{p.)dv for x < Xo, (2.36) 

where, in each half-space, only those exponentials have been retained which 
approach zero as |x| ^ oo The expansion coefficients a + , a_, and A(v) for a 
planar source can now be determined by introducing the discontinuity condition 
of equation (2 10) Upon substituting the appropriate values of G from equations 
(2 35) and (2 36), respectively, into equation (2.10), with x = Xo + e for the first 
term and x = XQ — e for the second term, and letting e - ^ 0, the result is 

a ,^o" (/x) + fl-«Ao M + f_ ^ Aiv)Ul^) dv = ^ ^ ^ ^ 2 ^ ' * • (2.37) 

The next stage in the procedure is to use the orthogonality conditions to de­
termine the expansion coefficients; equation (2 37) is multiplied by p^yifj) and 
integrated over p. Then, by using the normalization and orthogonality conditions, 
it IS found that 

pllli{p)S{p - /Xo) 1 ,± / X 
Irrp. lirN^ 

and 

where A'̂o* and A'v aie the same as before. The values of i/'o'(^o) and ip^ipo) are 
given by equations (2 21) and (2 26), respectively, with p = PQ. 

By substituting these expressions into equations (2.35) and (2.36), the Green's 
function for the infinite medium with an anisotropic planar source can be 
obtained Since G represents the angular flux at v, p, the result can then be 
written as 

'^i^,p) = ^ 
ITC 

^^iipo)>P^{p)e i"--oi-° ^ p '/'.v(Mo)'/'.v(M)e ^'"""'^ J 
A'd' Jo A'v J 

(2 38) 



SOLUTION BY THE SEPARATION OF VARIABLES 77 

where the plus signs apply to x > XQ and the minus signs to x < XQ The func­
tions i/'±v(/̂ o) and i/iiv(M) are as defined by equation (2 26), for +>' or —v it may 
be noted that equation (2 38) contains the products of singular functions and 
some care must be exercised in interpreting them properly ^̂  

For a unit planar isotropic source at \o, the angular flux is obtained by averag­
ing <t>{x, p) with respect to jixo, i.e., by integrating equation (2.38) over /XQ and 
evaluating i L^ [ ] dpo Then by using the normalizing condition 

4>^{l>-o) dp^o = 1, 

the result for v > \o is found to be 

(Drv ^ 1 [•/.o^(/x)e-'--V-o f i 0 , ( / x ) f - ' ^ -V / ' , 1 

and for x < \o, the condition 

(D[(x - Xo)./x] = <D[-(x - Xo), -P-] 

IS used The total flux <ji{x) for an isotropic unit plane source is obtained by 
integrating equation (2 39) over all directions, i e., by multiplying by 2IT and 
integrating over /i, thus, 

^(-'^'-2[-^^^Jo-^v:-H- (2^0^ 
This IS the form of the Green's function for the total flux from an isotropic plane 
source in an infinite medium 

Provided c < 1, I'o is real and greater than unity (see Table 2 1) It is then 
found that as |x — Xo[ increases the integral term in equation (2 40) decreases 
more rapidly than does the first (asymptotic) term An exception arises when 
c = 0, I e . for a purely absorbing medium with no scattering, in this case the 
asymptotic solutions vanish since A'o* -> oo as c^Q Consequently, provided 
c # 0. when |x — Xoj is large, that is, at points far from the source, the asymp­
totic solution to the neutron transport equation is dominant As noted in §2 2b, 
when |( — 1| « I, simple diffusion theory provides a good approximation to 
the asymptotic solution 

For certain problems the orthogonality condition of equation (2 32) does not 
suffice to determine the expansion coefficients. This occurs when the boundary 
condition is applicable only over half of the p range. It is then required to have 
orthogonality conditions over half the range, i e., \^[ ](i/x or J° ^ [ ] dpi. 
These can be found but they involve the theory of singular equations.^^ 

The method of separation of variables has also been applied to time-dependent 
problems, in particular to the a eigenvalue problem of §1.5.^^ 
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2.2f Point and Distributed Sources 

The flux from an isotropic point source in an infinite medium can be readily 
obtained from that for an isotropic plane source, since the latter may be regarded 
as a superposition of point sources Thus, if a unit plane source is treated as if 
made up of point sources of unit intensity per unit area, the flux <^pi(\) at a 
distance x from the unit infinite plane source (at x = 0) is related to the flux 
<jipt(r) at a distance r from a unit point source (Fig 2 1) by 

J
" 00 Too 

4>A>')y dy = 2n \ 4>^t{r)r dr, 
0 J\x\ 

where, in obtaining the final form, the relation r^ = y^ + x^ has been used 
Upon differentiation with respect to x, the result is 

4>Ar) = 
1 # p i ( ^ ) 

Inr dx 

By considering the plane source solution in an infinite medium in equation 
(2 40), It IS seen that the flux from an isotropic point source is given by 

<^.t(0 = ^^ 
e " 0 ^^ e '" ' 

VoN^ Jo vN, 

so that It too contains an asymptotic part, decaying as e ' 'o// and a transient 
part decaying at least as rapidly as e 'jr Thus for an isotropic point source the 

A-
INFINITE PLANE 
SOURCE 

I 

FIG 2 1 RELATION OF POINT AND PLANE SOURCES 
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asymptotic solution dominates at a distance from the source, the same conclu­
sion holds, as will be shown later, for an anisotropic source. 

Since any distributed (surface or volume) source can be treated as a super­
position of point sources, it can be concluded that both asymptotic and transient 
terms will contribute to the flux At points far from the source in an infinite 
medium the asymptotic solution may be expected to dominate in all cases 

2.3 SOLUTION OF THE ONE-SPEED TRANSPORT EQUATION 
BY THE FOURIER TRANSFORM METHOD 

2.3a Introduction 

The second method for deriving the infinite medium Green's function is by 
means of Fourier transform techniques The method of separation of variables 
was actually developed later than the Fourier transform method, but it was 
treated first because it exhibits more clearly the general nature of the solutions 
Nevertheless, the solution of the one-speed neutron transport equation by using 
the Fourier transform is of interest not only because it is another approach, but 
also because it has applications in certain multigroup problems In the discus­
sion presented here, the case of a unit isotropic plane source is first considered, 
and the Green's function solution will then be used for an anisotropic source 
For simplicity of representation, the source will be located at \ = 0, instead of 
at X = XQ as in the preceding treatment 

2.3b Infinite Medium Isotropic Source 

For a unit isotropic plane source at \ = 0, in an infinite medium, the source 
term Q{x, p.) is given by equation (2 7) as S(x)/47r, upon insertion into equation 
(2 5), the one-speed neutron transport equation becomes 

r(l)(x, u) .^ ^ c [^ ^, „ , , 8(x) ,« . , , 

P ~ ^ + 1>{x,p) = ^j ^<I>ix,i^')dpi' +-^- (241) 

The Fourier transform F{k, p) of (I>(x, p) is defined^* by 

F(k,p.)=r e-""'^{x,p.)dx. (2.42) 
J -oo 

Equation (2 41) is multiplied by e'""' and integrated, making use of the fact that 

8<J>{x, p) ^ _ „ ^ ^^ _ ^,^ _^^_,^^ - ^ ^^^ p^j^^ ^^ 
. ' dx = p.^{x, p^e-^" 

and the requirement that 

<D(x, /x) = 0 at X = ± 00 
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The result is 

where 

(1 + ikp)F{k, p) = cF{k) +j-^ (2 43) 

F(k) = ^j[j(k,p)dp (2 44) 

By assuming that 1 + ikp # 0. equation (2 43) can be solved to give 

This can be integrated over p and solved for F(k), the result can then be substi­
tuted into equation (2 45) to obtain F(k, p) Since 

1 r ^̂  1 In ' + '̂  
2J -1 1 4- ikp 2ik I - ik 

IS a real quantity, it is found in this way that 

f(/c,;x) = i - ( l + , M - [ l - 2 7 ^ 1 n [ ^ ] ' (2 46) 

The angular flux may now be derived from equation (2 46) by Fourier 
inversion, thus, 

<i>{x,p) = —A C'V + Ikp)-' ^-jTk^'r^y^'" ^'"'^ 
The total flux at x is obtained by integrating over all directions, 1 e , by multi­
plying by 27r and integrating over p from — 1 to 1 It is then found that 

1 f«= Ve"^^ l + ' ^ i r , c , l-l-(A:-|-i , , - . „ , 
H 

2.3c Asymptotic and Transient Solutions 

The solution for (^(x) given by equation (2 48) can be put in a form similar to that 
in equation (2 40), as the sum of an asymptotic and a transient solution, by use 
of contour integration The original integration path in the complex plane is 
deformed, as indicated in Fig 2 2 The integrand in equation (2 48) has a branch 
point at k = I, and so the complex plane is cut along the imaginary axis from 
/ to JOO Moreover, the integrand has a simple pole where the denominator 
vanishes, when 

, c , I + ik 
^ = M ' " l ^ r ] ^ 
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Upon comparison with equation (2.20), it is seen that the simple pole occurs 
where 

A: = ^ 0 = - • 
"0 

The integral along the original path is equal to that along the deformed path 
in Fig. 2.2 plus 277/ times the residue at ko. The asymptotic part of the solution 
to equation (2.48) arises from this residue, whereas the transient part comes 
from integration along the cut made by the imaginary axis. The contribution of 
the residue to the total flux is given by 

'/'as(Jf) = i ' lim \k \F{k, x), 
k-l Vj, \ Vol 

where F(k, x) is the integrand in equation (2.48). It is then found that 

4>!i-i(x) 

-2 - ( I - O 

(2.49) 

By recalling the value of A'Q* given in equation (2.33). it is readily seen that this 
quantity is identical with the asymptotic contribution to the total flux from an 
isotropic plane source, located at XQ = 0, as expressed by equation (2.40). 

The contour shown in Fig. 2.2 is applicable only for x > 0. But for x < 0, a 
similar contour may be taken in the lower half-plane, the choice being made to 
ensure that e^'" = 0 far from the real axis. The contribution from the residue is 
found to be expressed by equation (2.49) regardless of the sign of x. 

The transient part of the solution to equation (2.48) is equal to the sum of the 

Im It 

Re A 

FIG 2.2 CONTOUR INTEGRATION 
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contributions from each side of the cut made by the imaginary axis. Thus, the 
integral on the left side, represented by Ix, is 

1 f re"'*, \ + ik-W, c , 1 + iky^ ,, 

and on the right side it is I2, where 

1 r<-» fe'"*, 1 -I- iA:ir, c . \ + /A;!-! ,, 

The logarithmic terms In (1 4- ik)l{\ — ik) on the two sides of the cut will 
differ by 27rj, and if the quantity Z is defined by 

it follows that 

and 

- Z = 1 -I- ik. 

. \ + ik . , , Z . , 

, 1 -F JA: . , , Z 
In -; TT = iTT -f In - , ^ in /a. 

I - ik 2 + Z 

The integrals /j and I2 may now be combined to yield 

d, (X) - r 2 ( Z + l ) e x p [ - ( Z + l)|x|] 
•PtransW J^ ^ ^ ^ + 1) _ ^ In (I + 2/Z)]2 + (C7r)= ' ' ^ - ^ ^ ' ^ " ^ 

By converting this to the variable v = 1/(1 + Z), the result is the same as that 
given by the integral term in equation (2.40). The results of the Fourier trans­
form method are thus identical with those obtained by the separation of 
variables. 

Some properties of the transient solution can be derived from equation (2.50). 
When X is small, i.e., near the source, the main contribution to the integral comes 
from large values of Z; then 

^ (r^ , r " e x p [ - ( Z + l)|x|] I 
9trans(-X)^;;:;^ J^ 2^^ _)_ j \ dZ = iLi(\x\), (2.51) 

where E^ is the exponential integral function (see Appendix). It will now be 
shown that equation (2.51) represents the uncoUided flux from the neutron 
source. 

The integral form of the transport equation (1.37) for an isotropic plane 
source in an infinite medium may be written, for constant energy and with 
distance expressed in terms of the mean free path (§2.1c), as 

1 f" 
q{x')Ei(\x — x'l) dx'. 
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If ^(x) is to represent the uncollided flux, the source term, ^(x'), will not include 
neutrons emerging from collisions; then, 

qix') = 8(x') 
and so 

^(x) = i£i( |x |) . 

This result, which is identical with equation (2.51), is the (uncollided) flux pro­
duced directly at x by a source at x = 0. Since E^ diverges for x = 0, it is 
evident that the uncollided flux present in the transient part of equation (2.48) is 
dominant near the source. It may be noted, too, that for c = 0, equation (2.50) 
gives 

^trans(^) = ^Ei(x) 

for all X. Since the asymptotic flux is zero in this case (§2.2e), the flux is made up 
solely of uncollided neutrons, as is to be expected. 

When X is large, the main contribution to equation (2.50) is from small values 
of Z, and the transient part of the total flux decreases as e"'*' as x -> oo. This 
part therefore decreases more rapidly than does the asymptotic part at large 
distances from the source; the latter is then dominant. This is the same conclu­
sion as was reached in §2.2e. 

The results obtained above suggest a physical interpretation of the asymptotic 
and transient parts of the solution of equation (2.48). The asymptotic flux is a 
distribution of neutrons governed by the collisions taking place in the medium; 
its dependence on space and angle is determined by the properties of the 
medium, i.e., by c, and is independent, except for normalization, of the source. 
Thus, the asymptotic solution represents a situation in which collisional 
equilibrium exists. 

The transient part, on the other hand, gives the departure of the flux from the 
state of collisional equilibrium caused by the neutron source. Hence, both the 
source and the properties of the medium affect the transient flux. Thus, for 

TABLE 2.2. VALUES OF 0as/^ FOR AN ISOTROPIC PLANE SOURCE.i= 
(DISTANCES IN MEAN FREE PATHS) 

0.2 

0 
O.OIl 
0.016 
0.028 
0.044 
0.068 

0,4 

0 
0.309 
0.403 
0.563 
0.698 
0.825 

0.6 

0 
0.667 
0.780 
0.908 
0.968 
0.994 

0.8 

0 
0.879 
0.944 
0.990 
0.999 
1.000 

1.0 

1.0 
1.000 
1.000 
1.000 
1.000 
1.000 



84 ONE-SPEED TRANSPORT THEORY 

f = 0, I e , in a purely absorbing medium, the source determines the neutron 
flux at all distances, there is never collisional equilibrium and there is no 
asymptotic part to the solution of equation (2 48) 

For small values of (, the transient flux is larger than the asymptotic flux, i e , 
^as/"/" « 'i even at many mean free paths from the source, as may be seen from 
the data in Table 2 2 for an isotropic plane source ^̂  On the other hand, for c 
near unity, collisional equilibrium can be established near the source, in fact as 
( -^ 1, the transient part becomes negligible, i e , •ias/'̂  -^ 1 

2.3d Infinite Medium Anisotropic Plane Source 

With an anisotropic plane source, as in equation (2 6), but with the source at 
\ = 0, the procedure described above may be followed, instead of equation 
(2 48), the expression now obtained for the total flux is 

Hx) = I e"^l + ikpo)-'^ln ' ^ '^ 
ik I - ik 

c , I + ik 
I - v-r In \lk 

2ik I - ;A. 

+ —['' e"'ni + ikpo) ' dk (2 52) 

As before, the contour in the first integral may be deformed, again, it has a pole 
atk = i\vo and a branch point atk = i There is, however, an additional pole at 
k = ijpo In the second integral in equation (2 52), assuming \ > 0 and po > 0. 
this pole gives a contribution to i^(\) which is equal to 

— e'^ "o 
Mo 

This IS the flux due to uncollided neutrons, as may be seen in the following 
manner 

The uncollided angular flux (I>o(\,/x) from a plane source should satisfy 
equation (2 5) with the scattering term, i e , the integral set equal to zero, and 
the source term (for a source at \ = 0) represented by S(\) 8{p — po) In, thus, 

P — -I- 1>o(\, p) = ~ (2 53) 
f \ In 

For the case in which v > 0 and p > 0, the right side of this expression is zero, 
and hence the solution is 

(Do(x,/x) = 'PoMe''^" 

At Y = 0 and p = po, it must satisfy the discontinuity condition, namely 

a>o( + e,;x)-Cl)„(-, , , . ) = ^ ( ^ - ^ o ) 
Z77-/X 
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Hence the solution to equation (2.53), for v > 0 and /XQ > 0, is 

lTTfJ.Q 

Upon integration over all angles, the total flux is then found to be 

cf>o{x) = 277 I <Do(x, ^l) dfx = _1_ 
Mo 

which IS identical with the expression given above for the contribution to the 
flux made by the pole at /r = ;/^o 

By separating the uncollided flux, the solution <t>(\,/x) to equation (2 5) is 
divided into two parts, i.e., 

0 ( x , / x ) = <Do(\,^) + (I)i(x,/x) (2.54) 

where <I'(,(\, jx) satisfies equation (2 53). By substituting this form into equation 
(2.5) and subtracting equation (2.53) it is found that the angular flux <I>i, due to 
collided neutrons, must satisfy the equation 

1^'-^ + <!>!= ^ J ' ^ a)i(Y,/x')fl'M' + 0 ' ^ <Do(v,/)fl'/i.'. (2.55) 

It is seen, therefore, that the collided angular flux (Pi satisfies the inhomogeneous 
transport equation with an isotropic distributed source equal to the second 
integral in equation (2 55). This source is the distribution of neutrons emerging 
from their first collision and is given by 

' ^' <DO(Y, /X ' )^M' ' -•"" 
2 J - 1 ' 477/Ho 

Since c IS the average number of neutrons emerging from a collision. The corre­
sponding total flux of collided neutrons may therefore be represented by 

Ux) = c J G(x- -> V) ~ ^ cix', (2.56) 

where G{x' -^ x) is Green's function as given by equation (2.40) with | v — JC'| 
replacing | \ — Xo| When the first integral in equation (2.52) is now evaluated it 
IS found to be equivalent to equation (2 56) and is consequently equal to <^i(x), 
the total flux of collided neutrons. 

Thus it IS seen that the solution to a problem with an anisotropic source in a 
medium with isotropic scattering can be obtained from the solution for an 
isotropic source. The general technique of treating the uncollided neutrons and 
the collided ones separately has been found to be useful in solving many neutron 
transport problems. 
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2.4 SOLUTION OF THE ONE-SPEED TRANSPORT EQUATION 
BY THE SPHERICAL HARMONICS METHOD 

2.4a Introduction 

In this section, the problem of a plane isotropic source in an infinite medium will 
be formulated using the spherical harmonics method. The general principle of 
this method for solving the one-speed transport equation is that the angular (or 
directional) dependence of the flux is expanded in a complete set of elementary 
functions, such as a series of polynomials. In general geometry, spherical har­
monics are a logical choice, but for plane or spherical geometry these reduce to 
the Legendre polynomials. 

For plane geometry, in which 0 is a function of x and /̂  only, the angular 
dependence of <!• may be expanded in a series of Legendre polynomials with 
coefficients that are functions of x; thus 

00 

m = 0 

where the /'^(/x) are the Legendre polynomials (see Appendix) and the <j>m{x) are 
the expansion coefficients. Because of their orthogonality, the latter are given by 

-AmW = j Hx, i^)Pr.{t^)dSl = 2rrj[^ (D(x, ;a)/'„(^) C^^i. (2.58) 

One advantage of the Legendre expansion for the angular flux is that the first 
two terms, at least, have a simple physical meaning. For w = 0, for example, the 
value of Pmin-), i-c, Poit^) is 1; hence, it follows from equation (2.58) that ^oW 
is simply the total flux at x. Furthermore, for m = 1, /'i(/x) is ft; hence, equation 
(2.58) gives 

<f>iix) = In i^ti^ix,fi)dti., 

which is the current J(x) at x in the x direction. Although most other orthogonal 
polynomial expansions do not have such an obvious physical significance as do 
the Legendre set, they have advantages in some circumstances, particularly in 
fitting boundary conditions, as will be seen in Chapter 3. 

2.4b Infinite Medium Plane Isotropic Source 

The expansion in equation (2.57) is now substituted into the one-speed transport 
equation (2.41) for a plane isotropic source at x = 0; upon multiplication by 
477, the result is 

00 00 

ix^{2m+ l ) ^M£)p^(^ ) + 2 (2m + l)Ux)Pn.M = cU^) + 8(x). 
m=0 m=0 
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The recurrence relation (see Appendix) 

(2m + l}fiP„,M = im+ l)i'„ + i(/i) + mP^-i(h) 

IS then used in the first term on the left, and the resulting expression is multiplied 
by l(2n + l)PnM and integrated over /Li from - 1 to 1. Upon using the orthogo­
nality of the Legendre polynomials, it is found that 

(« + 1) ̂ ^ ^ ^ + n ^-i^^ + (2/2 + 1)(1 - c SoJ^„(x) = So„ S(x), 

« = 0 ,1 ,2 , . . (2.59) 
where I^_I(Y) S 0 and So„ is the Kronecker delta, i.e.. 

Son = 1 if « = 0 and So„ = 0 if ni^ 0. 

Equation (2.59) represents an infinite set of equations for the unknown func­
tions (^„(Y). For practical purposes, this set of equations is truncated in the 
following manner (see, however, Ref. 16) Consider the first N + 1 equations of 
the set, I e., those for which « = 0, 1, , A', these involve N + 2 unknowns, 
i.e , <̂„ for « = 0, I, , Â  + 1. The number of unknowns may be made equal 
to the number of equations by assuming 

d'l>N + i(x) ^ „ 
dx 

thereby obtaining the so called P^ approximation. Since 

<̂v + i ( 0 = 2nj'^<:>{x,fJ.)P^^,(tx)df, 

and P^ + iiiJ.) oscillates rapidly for large N, changing sign N + 1 times in the 
interval — 1 < /x ^ 1, it is reasonable to suppose that rfiN + i will be very small 
for large A', hence, the P^ approximation is expected to be quite accurate if Â  is 
large 

Some indication of the error involved in the P^ approximation may be 
obtained by noting that the P^ equations would be exact for a problem in which 
the source in equation (2 41) is modified by addition of the term 

~1^ ^^^—^N(M)-

For n = N, this would just cancel the first term on the left of equation (2 59), 
which IS set equal to zero in the P., approximation The error in the scalar flux, 
<f>o, for example, could thus be estimated as arising from a source of the form 
given above ^'^ In practice, however, it is preferable to determine the accuracy 
of the Py solutions by comparison with exact results, such as those obtained by 
the methods described earlier in this chapter or by accurate numerical proce­
dures discussed in later chapters. In addition, by examining the dependence of 
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the results on Â , it is possible to obtain an estimate of the accuracy of a par­
ticular P^ approximation. The data in Tables 2.6 and 2.7 will serve to illustrate 
this point. 

The Pn equations could be obtained in an alternative manner, namely, by 
truncating the angular flux expansion of equation (2.57) after A' + 1 terms, i.e., 
by setting </>,, = 0 for « > A'̂ . The Pf) approximation is often simply defined in 
this manner, but the method used here provides a better insight concerning what 
is involved in the approximation. 

When X ^ Q, a set of homogeneous first-order differential equations with 
constant coefficients is obtained from the equations (2.59), and the general 
solution is a sum of exponentials, i.e., 

N 

Ux) = ^A,gM)e-'"\ 
1 = 0 

where the values of v, are given by the vanishing of the determinant of the co­
efficients in equation (2.59).^° These coefficients of the exponentials may be 
found by integrating equations (2.59) over a small region including x = 0, as in 
the derivation of equation (2.37). 

An alternative method is to take the Fourier transform of equations (2.59), by 
first defining 

F,{k) = f" e-^'^Ux) dx. (2.60) 
J - CXJ 

The equations (2.59) are then multiplied by e"'"^ and integrated over x between 
— 00 and oo; the result is 

(n + mFn.i(k) + nikF^.Ak) + (2n + 1)(1 - c K,)F,{k) = So„ 

rt = 0, 1,...,A' (2.61) 

F,,, = 0. 

This set of A' -f 1 algebraic equations can be solved for F„(/:), where n = 
Q,\,...,N. 

In the Pi approximation, for example, only fo(^) and Fx{k) are nonzero, and 
the applicable forms of equation (2.61) are for « = 0, 1, i.e., 

ikFiik) + (1 - c)Fo{k) = 1 
and 

ikF^ik) + 2>Fi{k) = 0. 

From these algebraic equations it is seen that 

^"^^^ = (1 - c) + \k^ 
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and, hence, by Fourier inversion 

1 1 Too ^\kx 

Mr)^m = ^J_^^,_^^^,,.dk. (2.62) 

The integral may be evaluated by contour integration or by elementary methods 
to give 

1 
^(^) = i V r ^ ^ V3a^,.,_ (2.63) 

This result, in the Pi approximation, is a good approximation to the asymptotic 
solution for 1 — c « 1 obtained by the methods given earlier in this chapter. It 
takes no account, however, of the contribution of the transients which are 
important near the source. 

2.4c Diffusion Theory and Diffusion Length 

It will now be shown that the Pi approximation in the present case, for a plane 
isotropic source in an infinite medium, is identical with diff"usion theory. The 
two forms of equation (2.59) which are applicable are, for « = 0 and « = 1, 
respectively, that is, 

d<f>i(x) 
dx 

+ (1 - c)Mx) = 5(Y) (2.64) 

and 

^ + 3Ux) = 0. (2.65) 

Since <f>i{x) IS the current J{x) in the x direction and <f>o is the total flux, <̂ , equa­
tion (2.65) is simply a form of Fick's law, i.e , 

^i(x) =J(x)= - D ^ ^ , (2.66) 

and the diff"usion coefficient D = ^, with lengths expressed in terms of the mean 
free path. Upon inserting this value of < î(x) into equation (2.64), the result is 

dHx) ^ [««&)], , , -c,«,„.«W. 
Since 1 — c is the equivalent of the macroscopic absorption cross section 
(§2.2b), this equation may be expressed in the general form 

DV^ - <rj + Q = 0, 

where V^ is the Laplacian operator. It is then recognized as the familiar equation 
of diffusion theory.-^^ 
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Furthermore 1/V3(1 - c) in equation (2.63) may be identified with the dif­
fusion length, L, as in §2.2b, and, as just seen, the diff"usion coefficient is equal 
to J. Hence, equation (2.63) may be written as 

which is identical with the expression derived from diffusion theory for the flux 
from an isotropic plane source in an infinite medium. It will be shown in 
§2.6b that the equivalence of the Pi approximation to diff"usion theory also 
extends to the case of anisotropic scattering. For energy-dependent problems, 
diff'usion theory and the Pi approximation are generally nonequivalent and the 
differences will be examined in Chapter 4. 

In the odd approximations of higher order, e.g., Pa, P^, etc., more terms appear 
in the solution of the transport equation. For example, in the P3 approximation, 
the denominator in the integrand of equation (2.62) includes a fourth-order 
polynomial in k. The solution for <l>o{x) then contains two exponentials, if the 
solution is written in terms of \x\ as in equation (2.63), or four exponentials if 
separate solutions are written for x > 0 and x < 0. In general for a P2N-1 
approximation, the solution contains A'̂  exponentials. As A'̂  is increased, one of 
these becomes a better and better approximation to the asymptotic solution 
whereas the others approximate transient solutions.^" It may be mentioned that 
an even-order {P2N) approximation has only A'̂  roots, i.e., the same number as 
the next lower odd-order (/'2N-1) approximation. For this and other reasons,^^ 
the even-order approximations are not commonly used. There are, however, 
some cases in which even-order approximations have been employed.^^ The 
relaxation lengths (l/i-o) corresponding to the asymptotic solutions of the one-
speed neutron transport equation for several approximations are given in 
Table 2.3.^^ The exact values are those derived from equation (2.20), as in 
Table 2.1. It will be recalled that the values for the Pi approximation are 
identical with those obtained for diffusion theory. 

Some values of the transient exponents, v^, for several P^ approximations are 
recorded in Table 2.4.^^ It is seen that, as expected for transients, the values lie 

TABLE 2.3. ASYMPTOTIC RELAXATION LENGTHS FOR PN APPROXIMATIONS.^^ (IN 
MEAN FREE PATHS) 

c 

0.9 
0.8 
0.5 
0 

Pi 

1.826 
1.291 
0.816 
0.577 

P3 

1.903 
1.405 
1.011 
0.861 

Ps 

1.903 
1.408 
1.037 
0.932 

P7 

1.903 
1.408 
1.042 
0.960 

Exact 

1.903 
1.408 
1.044 
1.000 
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TABLE 2.4. VALUES OF EXPONENTS M IN THE TRANSIENT TERMS FOR P ,̂ 
APPROXIMATIONS^^ 

c 

0.9 
0.8 
0.5 
0 

Pi 

None 
None 
None 
None 

Ps 

Vl 

0.487 
0.466 
0.409 
0.340 

"1 

0.806 
0.793 
0.740 
0.661 

Ps 

V2 

0.303 
0.295 
0.271 
0.239 

vi 

0.902 
0.895 
0.861 
0.797 

PT 

V2 

0.619 
0.609 
0.575 
0.526 

" 3 

0.220 
0.215 
0.202 
0.183 

in the interval 0 < Vj ^ 1; furthermore, they are more-or-Iess uniformly 
spaced in this interval. 

2.5 THE ONE-SPEED TRANSPORT EQUATION IN A 
FINITE MEDIUM 

2.5a Introduction 

The treatment in the preceding sections of this chapter has been concerned with 
an infinite medium. Suppose, now, that the medium does not fill all of space but 
has one or two plane boundaries, i.e., the medium is a half-space or an infinitely 
long slab of finite thickness. Exact solutions, in closed form, may still be ob­
tained to the transport equation either by the separation of variables or by the 
Fourier transform method. Because the solution must be determined to match 
the boundary conditions over half the angular range, namely, 0(x, /i) = 0 for 
either /x > 0 or /x < 0, whichever range represents incoming neutron directions, 
the mathematical problems are more difficult than for an infinite medium. The 
required mathematics, such as singular integral equations for the separation of 
variables^* and the Wiener-Hopf method for the Fourier transform,^^ will not 
be given here.* Nevertheless, the general nature of the solutions can be under­
stood by reference to the infinite-medium Green's function. 

It might be thought that the results derived earlier for neutron transport in an 
infinite medium are of very limited applicability. This, however, is not the case, 
at least insofar as the general features of the solution of the neutron transport 
equation, such as the division of the solution into asymptotic and transient 
parts, are concerned. The reason is that the solution to any transport problem in 
a uniform finite medium bounded by a convex surface is equivalent to the 
solution for an infinite medium in which a suitable distribution of neutron 

* These methods are not described because they are not used for the solution of practical 
reactor problems and because their development would be lengthy and require considerable 
knowledge of complex-variable theory. Moreover, the interested reader will find adequate 
treatments in the references given. 
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sources is located at the position of the boundary of the finite medium. This can 
be seen in the following manner. 

Consider a finite uniform medium bounded by the convex surface S. A solu­
tion IS being sought for the flux, within S, for some distribution of sources, also 
within S, subject to free-surface boundary conditions (§l.ld) on 5'. The solution 
$1 to this Problem 1 is, within S, equivalent to the solution <l>2 of Problem 2 for 
an infinite medium with an additional (negative) source (Fig. 2 3) as described 
below. Suppose the medium within 5 is extended to infinity while retaining the 
sources in this region, in addition, however, a negative surface source, directed 
outward, is imposed on S. The intensity, —ft fi<l>i, of this source is of such 
magnitude as to cancel exactly the outward angular neutron current in Problem 
1. The asymptotic solution to Problem 2 must be chosen to vanish outside S. 

Although a more formal proof of this theorem has been given,^^ a simple 
treatment is adequate. In Problem 1, the outward angular neutron current 
through any surface element dA is 

Outward angular current = n £2<l)i(r, SI) dA for fi J2 > 0. 

This IS the number of neutrons crossing dA per unit time and unit direction 
about SI. Now suppose an outward surface source is imposed on 5 so that the 
outward angular current is exactly cancelled. Since it is an outward source, it 
cannot affect the angular flux <t>i within S. The intensity of this imposed source 
must then be —ft Si(I)i(r, SI); it is a negative source, i e., it represents a negative 
number of neutrons, in an outward direction. In this new situation, therefore, 
there are no neutrons at all leaving S Hence, the medium may be extended out­
side S, to make it an infinite medium, without alTecting the solution inside S. 
Thus, the solution <I>2 to Problem 2 is seen to be equivalent, within S, to the 
required solution <I>i to Problem 1. 

^ y///^'/^^//// //////// //// 

n ///////////X//JiyAv///^^ 

PROBLEM 1 
(FINITE MEDIUM) 

PROBLEM 2 
(INFINITE MEDIUM) 

FIG 2 3 FINITE AND INFINITE MEDIUM PROBLEMS 
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For a bounded medium in infinite plane geometry, the information relating to 
the infinite medium plane Green's function can be used to examine the effects of 
the boundary, as will be shown in §2.5b. Since the boundary acts as a source m 
an infinite medium, it is to be expected that it will contribute both asymptotic 
and transient parts to the solution for the finite medium. Moreover, this will be 
so in any geometry, not just m infinite plane geometry. It was seen earlier that 
for any point or distributed source, isotropic or anisotropic, the solution con­
sists of asymptotic and transient parts, and the former dominates at points 
distant from the source. The general conclusion to be drawn from the foregoing 
arguments is that for a finite medium with a free-surface boundary regardless 
of Its geometry, the asymptotic solutions will dominate at a distance from the 
boundary as well as from the source. 

Some of the results derived above will now be applied to problems involving 
finite media in infinite plane geometry. 

2.5b The Milne Problem 

The Milne problem is a classical problem in astrophysics concerned with the 
diff"usion of radiation through a stellar atmosphere.^'' The general principles are, 
however, also applicable to the distribution of neutrons in a (right) half-space 
{x > 0) through which they are diffusing from a source at x = +oo. For x < 0 
(left half-space) there is a vacuum (Fig. 2.4) and a vacuum (or free-surface) 
boundary condition, <I>(0, /x) = 0 for /i > 0, is imposed. The objective of the 
problem is to determine the angular dependence of the emergent neutrons at the 
boundary, i.e., 0(0, /x) for jx < 0. 

In accordance with the general procedure explained above, the vacuum in the 
left half-space may be replaced by the material medium, i.e., the medium is 
extended to x = — oo, and a negative source is imposed at A = 0 directed toward 
negative x If <1>(0, fx), which is nonzero only for /̂  < 0, represents the angular 
flux in the Milne problem, then the required negative source atx = 0 is /^O(0, fx). 
It IS negative because it is applied for /x :̂  0 only. 

The Milne problem, i e , the problem of a half-space with a source at infinity, 
IS thus, for Y > 0, equivalent to an infinite medium with a source at Y = oo and 

FIG 2 4 SOURCE AT INFINITY IN A MEDIUM WITH VACUUM BOUNDARY 
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a negative source at jr = 0. Although this does not actually solve the problem, 
since 0(0, /x) for /x < 0 is not yet known, it does show the character of the 
solution 

At some distance away, the source at infinity contributes only an asymptotic 
term, which may be normalized, so that 

Contribution from source at infinity = e^'^oipo (M)-

The contribution of the source at the surface, i e , at \ = 0, can be written in 
terms of the infinite medium Green's function as expressed by equation (2 38). 
The net angular flux is then given by 

<D(x, ix) = e '̂"o^o (M) + \ \ C(0. f^o ^ X, /Lt)Mo<l>(0, Mo) d^o 

By introducing the explicit value for the Green's function, it is seen that the 
surface source contributes an asymptotic term containing e ^ '» plus transients 
which decay more rapidly than e ^ with increasing distance from the surface. 
As far as the asymptotic solution is concerned, it is necessary only to determine 
the normalization of the surface term 

Analysis^'' shows that the two asymptotic exponential terms, from the source 
at infinity and the surface source, lead to the expression 

'f>..Ux)=J(c,vo)smh^^±^, (2.67) 
"0 

where f{( I'o) is a function of c and îo It follows from this result that the ex­
trapolated asymptotic flux, i e , the flux extended by its natural curvature with 

TABLE 2 5 EXTRAPOLATION DISTANCES AT A PLANE 
SURFACE FROM MILNE PROBLEM =9 ( |N MEAN FREE PATHS) 

c 

05 
06 
07 
08 
09 
1 0 
1 1 
1 2 
1 3 
1 4 
1 5 

CXo 

0 7207 
0 7155 
0 7127 
07113 
0 7106 
0 7104 
0 7106 
0 7109 
07113 
07118 
07123 

Xo 

1 441 
1 192 
1 018 
0 8891 
0 7896 
0 7104 
0 6460 
0 5924 
0 5472 
0 5084 
0 4748 
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distance, will vanish when x = — JTO, the distance XQ is called the extrapolation 
distance For \c — 1| « I, it is found that 

c\o = 0.71044[1 + 0.0199(1 - 0^ + 0(\ - c)% 

where 0{\ — cf implies a quantity of the order of (1 — c)^ which is small when 
|c — 11 « 1 Some exact values for CXQ as a function of c are quoted in Table 
2 5^'', the first two terms of the expression given above are a good approxima­
tion for |c — 1| « 1. 

It should be pointed out that the extrapolation distances given here hold only 
at a plane surface Different values are applicable to the asymptotic flux near a 
curved surface ^° 

2.5c The Critical Slab Problem 

For a slab of finite thickness, having <r < 1 and containing a neutron source, the 
foregoing considerations may be readily generalized to indicate the asymptotic 
and transient parts of the solution Moreover, in this geometry it is possible to 
obtain physically significant solutions for c > I, and these will now be con­
sidered 

It will be recalled ((?! 5d) that meaningful solutions of the time-independent 
transport equation are to be expected only for a subcritical system with a source 
or for a critical system An infinite medium with r > 1 is evidently supercritical 
and the asymptotic solutions found in i)2 2b had VQ imaginary; they were thus 
complex or oscillatory and had no physical meaning A slab of finite thickness 
with c > 1, however, may be subcritical or critical, in which case there will be 
physical solutions to the time-independent transport equation In this section the 
critical slab will be examined and it will be seen that a good estimate of the 
critical thickness is obtained by requiring that the asymptotic flux go to zero at 
the extrapolated boundary. 

Consider a slab extending from 0 ^ x ^ a in thickness. Outside the slab 
there is a vacuum and so the boundary conditions imposed at 0 and a are 

0(0, tJ.) = 0(a, -/x) = 0 /x > 0. (2.68) 

Just as in the Milne problem, an equivalent problem may be obtained by 
extending the medium to infinity and adding negative outgoing sources at 
X = Q and x = a. Again the solution will have an asymptotic part plus tran­
sients near Y = 0 and x = a. If the critical slab is fairly thick, i.e., a » 1, which 
implies c — 1 « 1, then near each boundary the solution will resemble that of 
the Milne problem. The asymptotic flux is in general (cf. §2.2b) given by 

X X 
'f'sLsix) = A sin -.—r + B cos -; 1 • 
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If the flux IS to be symmetric about x = a/2, then the asymptotic solution will be 

< ,̂3(̂ ) oc cos "^-I^^!^ (2.69) 

In order for the bare slab to be critical, the asymptotic flux should go to zero at 
the two extrapolated surfaces &i x = —XQ and x = a + XQ (Fig. 2.5). From the 
boundary condition <̂ as( —^o) = 0 and equation (2 69), it is seen that 

- X Q - ( a / 2 ) ^ _7T 

from which it follows that, for cnticality, 

^ = ^ |.o(c)| - Xo (2 70) 

The argument (c) is introduced here to emphasize, as seen earlier, that \v(y\ is a 
function of c 

Equation (2 70) gives an estimate of the critical half-thickness of a slab as a 
function of c Since this estimate is based on setting the asymptotic flux equal to 
zero at the extrapolated boundaries (or end points), the procedure is often 
referred to as the end-pomt method (or end-point theory),^^ although it has also 
been called diffusion theory ^̂  In this book, however, the term diffusion theory 
IS applied to the theory based on Fick's law with the diffusion coefficient 
represented by a simple expression (see, e g , §2 4c) 

It transpires that equation (2 70) is remarkably accurate, even when c — 1 is 
fairly large, this may be seen from the comparison in Table 2 6^^ (The critical 

<I>W 

1 
1 

1 
1 
1 

\ 
\ 
\ 
\ 
\ 

-'o 0 a/i a O^XQ 

FIG 2 5 CRITICAL SLAB PROBLEM 
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TABLE 2 6 CRITICAL HALF-THICKNESSES OF AN INFINITE SLAB ^^ (IN MEAN 
FREE PATHS) 

c 

1 02 
1 05 
1 10 
1 20 
I 40 
1 60 

End-point 
Method 

5 665 
3 300 
2113 
1 290 
0 738 
0515 

Exact 

5 6655 
3 3002 
2 1134 
1 2893 
0 7366 
0 5120 

Pi 

5 839 
3 488 
2 309 
1 485 
0 919 
0 680 

Pz 

5 663 
3 319 
2 135 
1 318 
0 779 
0 559 

^ 5 

5 672 
3 307 
2 121 
1 298 
0 750 
0 530 

half-thickness for various P^ approximations, to which reference will be made 
later, are also included in the table.) The "exact" values were obtained by 
complete solution of the transport equation by numerical methods and varia­
tional theory (§6.4d) The error in the end-point results is only 0.25 percent for 
c = 1.4 Accurate results may also be obtained by the method of separation of 
variables.^* 

2.5d Spherical Harmonics Method w i th Boundary Conditions 

The critical slab problem provides an interesting test of the accuracy of approxi­
mate solutions of the one-speed transport theory, it will consequently be utilized 
in connection with the spherical harmonics method as applied to a finite medium. 
The Pjv equations for a finite medium in plane geometry, such as the critical 
slab, are the same as in equation (2.59) except that the right-hand side is zero. 
The only new feature is that the boundary conditions must be imposed.^^ 

It IS not possible to satisfy the exact boundary conditions, i e , equation 
(2.68), in a P^ approximation having finite A'̂ . The difficulty is, once again, that 
the boundary conditions are imposed over half the angular range whereas the 
expansion coefficients apply over the whole range of jx, i.e., — 1 < /x ^ 1. There 
IS consequently no unique way of choosing boundary conditions to represent a 
free surface in a Pv approximation. In the following treatment, consideration 
will be given to two reasonable choices; one is based on setting the odd half-
range moments of the flux equal to zero, whereas the other is equivalent to 
replacing the vacuum outside the slab by a purely absorbing medium, i.e., a 
medium from which no neutrons return 

For a Fv approximation of odd order, i e , A'̂  is odd, A'̂  -f 1 boundary con­
ditions are required on the N + 1 expansion coefficients ^„, there being 
(A'̂  4- l)/2 from each boundary A natural choice is to set 

f /'.(/^)<I'(0, /x) dix = f /'.(-A^)O(a, -/x) /̂x = 0 
Jo Jo 

/ = 1, 3, 5, , Af, with A'odd. (2.71) 
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These are known as the Marshak boundary conditions,^® which may also be 
derived from a variational principle.^'' They have the virtue of including (for 
/ = 1) the condition of zero incoming current, familiar in diffusion theory. Thus 
for 1 = 1 , Piifx) = Piifi) = IX, and the appropriate boundary condition is 

f̂  /LiO(0, /x) 4x = [^ tx^{a, -fx) dfx = 0. (2.72) 
Jo Jo 

In accordance with the results given earlier, this implies that the inward currents 
at X = 0 and x = a are zero. The net current at x = 0 

Jx = J'̂ fxO(0,/x)c//x 

is, of course, not zero. In the Pi approximation the boundary conditions of 
equation (2.71) lead to an extrapolation distance, as in equation (2.67), which 
for c — 1 « 1 is given by^^ 

Xo = f[l - f(c - 1) + if(c - 1)=̂  + • • •]. (Marshak A ) (2.73) 

It should be noted that the extrapolation length derived in this manner from 
the Pi approximation represents the distance beyond the boundary at which the 
asymptotic solution to the flux, with its natural curvature, extrapolates to zero 
(Fig. 2.6). The linear extrapolation distance of diffusion theory is different in the 
respect that it is the distance at which the flux becomes zero when it is extrapo­
lated in a linear manner beyond the boundary, and is equal to ^(0)/|^'(0)l. where 

<l>{r) 

\ 
\ 

\ 
\ 

\ 
^ X 

0 XQ <f>iO) 

|f(0)| 

FIG. 2.6 EXTRAPOLATION OF NEUTRON FLUX AT BOUNDARY. 
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<f>'(0) is the derivative of ^(x) with respect to x at x = 0. For the Pj approxi­
mation, equation (2.57) gives 

0(x, M) = 4^ [Mx) + 3M^I(X)] 

and, hence, by equation (2.65), 

^{x, M) = 4;; [Mx) - t^<f>'oix)]. 

By applying the Marshak boundary condition of equation (2.71), it is readily 
found that the linear extrapolation distance, ^o(0)/l'Ao(0)|, is | (in mean free 
paths), as in ordinary diffusion theory. 

Another possibility for the boundary condition is to set 

^(0, /Xi) = 0 i = 1,2,3, ...,{N + l)/2, with Â  odd, 

for a finite number of points /x,. When the chosen points are the positive roots of 

PN+ i(.t^o) = 0, 

the Mark boundary conditions^* are obtained. A derivation of these conditions 
for a particular form of the Pf/ method will be given in §5.2c. It has been shown*" 
that the Mark conditions are equivalent to replacing the vacuum by a purely 
absorbing medium. In the Pi approximation, the extrapolation length, Xo, 
based on these boundary conditions is 

Xo = ; ^ [1 - Kc - 1) + \ic -I)'+ •••]. (Mark Pi) (2.74) 

The values for the critical half-thickness of a slab, as derived from the P^ 
approximation, using the Mark boundary conditions, were included in Table 2.6. 

Experience indicates that the Marshak boundary conditions are somewhat 
more accurate than the Mark conditions,*^ at least for small N. In particular, 
equation (2.73) is a better approximation than equation (2.74) to the exact 
extrapolation distance given in §2.5b. The superiority of the Marshak boundary 
conditions is probably connected with their being derivable from a variational 
principle.*^ However, both forms of the boundary conditions have been used 
widely. 

2.5e Adjacent Half-Spaces 

The case of two adjacent, source-free media with a source at infinity (Fig. 2.7) 
has been solved exactly. *'' Just as a boundary with a vacuum can be treated in 
terms of an equivalent surface source in an infinite medium, so also the effect of 
one medium on an adjacent one can be described in terms of an equivalent 
surface source at the position of the boundary in an infinite medium. This source 
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FIG. 2.7 ADJACENT HALF-SPACES WITH SOURCE AT INFINITY. 

win introduce asymptotic and transient solutions to the transport equation in 
the adjacent media. An essential feature of the analysis is to show how the 
asymptotic solutions in the two media are to be connected at the boundary. 

A systematic treatment of source-free, one-speed problems can be developed 
by considering only the asymptotic solutions in each region. These are joined 
across the interface by using the results mentioned above. 

According to equation (2.22), the asymptotic solution of the transport 
equation can be written as 

'^Ux,H') = e^ "1^0,1,^ iix), 

so that by integrating over fx, and using the normalization condition of equation 
(2.17), it is found that 

<l>asix) = e=f"'"o. 

It is evident, therefore, that <j>g,s{x) is a solution of the simple diffusion equation 

d^^sjx) 1 , . X _ n 

In an infinite medium, there is no special reason for choosing the x direction, 
and so the asymptotic flux will satisfy the general equation 

V^^as(r) - -2 -^asW = 0. 
^0 

By systematically using the known solutions to this equation with exact values 
of VQ, together with the interface conditions derived in the manner referred to 
above, a form of diffusion theory has been developed.** Although accurate, the 
theory cannot be generalized readily to multigroup solutions, and so it will find 
limited application in this book. 
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2.5f Spherical Geometry 

Many of the problems of slab geometry have their counterparts in spherical 
geometry where exact solutions have also been found. It was seen in §1.3c, for 
example, that the solution of the transport equation for r^ in a sphere of radius 
a is related to that for (̂  in a slab of half-thickness a. Since r^ for a sphere must 
be an odd function of r (§1.3c), the asymptotic flux in a source-free sphere is 
given by 

r.̂ asC'-) = ^ sin |-^ • 
ro| 

According to the arguments for the critical slab in §2.5c, the sphere will be ap­
proximately critical when its radius a is such that 4>a.a is zero at the extrapolated 
radius, i.e., j>(a -I- XQ) = 0; thus, 

a = ,r|vo(c)| - Xo. (2.75) 

It will be observed that the same extrapolation length appears here as in plane 
geometry; the linear extrapolation distance, however, is different in the two 
cases. 

Values of critical radii determined from equation (2.75) are quoted in Table 
2.7, together with the "exact" results and those given by the Pi, P3, and P5 
approximations with Mark boundary conditions.*^ The agreement between the 
end-point and exact values is again seen to be very good. The development of 
the Pjv method for spherical geometry is given in §3.3a. 

The method of separation of variables has also been applied to spherical 
geometry.** As in the case of a slab of finite thickness, the procedure involves the 
solution of singular integral equations. In this manner, systematic improvements 
to equation (2.75) have been obtained.*' 

In conclusion, it should be remembered that the equivalence between a slab 
and a sphere holds only for constant cross sections independent of position (see 
§1.3c). 

TABLE 2.7. CRITICAL RADII OF A SPHERE.*^ (IN MEAN FREE PATHS) 

c 

1.02 
1.05 
1.10 
1.20 
1.40 
1.60 

End Point 

12.027 
1.111 
4.873 
3.172 
1.985 
1.476 

Exact 

12.0270 
7.2772 
4.8727 
3.1720 
1.9854 
1.4761 

Pi 

12.252 
7.543 
5.177 
3.513 
2.353 
1.850 

Pz 

12.045 
7.296 
4.895 
3.204 
2.039 
1.550 

P. 

12.034 
7.284 
4.880 
3.181 
1.999 
1.497 
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2.6 ANISOTROPIC SCATTERING 

2.6a Plane Geometry: Spherical Harmonics 

In realistic multigroup problems the scattering is invariably anisotropic and the 
effect of such scattering on solutions of the transport equation must be ex­
amined. Plane geometry will be considered, as before, although in many respects 
spherical geometry is just as simple. 

In plane geometry with anisotropic scattering, the one-speed neutron transport 
equation (2.5) takes the form 

(2.76) 

where the angular flux <l>(x, /x) and the source Q{x, /x) are assumed to be inde­
pendent of the azimuthal angle <p. Except for special cases, such as when the 
medium is moving or consists of a single crystal, f(Sl' ^ £2) is a function of 
SI SI' = fxo only (§ 1.1b), where Si.' and £2 are the neutron directions before and 
after scattering, respectively. Consequently, f{Sl' -> SI) may be expanded as the 
sum of a series of Legendre polynomials, i.e., 

00 

f{Si' -^Sl)= fM = 2 ^^fiPiM. (2.77) 
i = 0 

By the orthogonality of these polynomials, 

/, = 27rJV(;LXo)P,(/Xo)^/^o (2.78) 

with the normalization condition 

/o = 27r I filXo)dfXo = 1. 

As seen in §1.6c, the PQ term (isotropic scattering) is dominant except for scatter­
ing by fight elements and for neutrons of high energy. 

According to the addition theorem of Legendre polynomials (see Appendix) 

PiM = P,(H-)P,(I^') + 2 2 7[T^P^^i'^P^(p-"> '^os'"('' - -P')' 
m = l 

where /x and /x' are the direction cosines and (p and <p' are the azimuthal angles 
specifying the directions SI and SI', respectively, and the Pripd are associated 
Legendre polynomials (see Appendix). Upon insertion of this into equation 
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(2.77) and the result into equation (2.76), the terms containing cos m{(p — q>') 
vanish upon integration over <p'; then 

oo 

^ 5 0 ^ ^ ^^^^ ^) = £ 2 (2/ + l)y;P,(M) j[^ 0(x, ,x')P,(ix') dix' + Q{x, ix). 
1 = 0 

(2.79) 

The angular flux, O, and the source, Q, are also expanded in Legendre 
polynomials; thus, 

00 

^(^' ^) = 2 ^ ^ ^ MX)P.(H-) (2.80) 
m = 0 

as in equation (2.57), and correspondingly 

" 2m + I 
e(^. M) = 2 ^ ^ Gm(x)P„(/x), (2.81) 

m = 0 

where, by the orthogonaHty of the polynomials, 

<f>m(x) = J <D(x, fx)P„(tx) dSl = 2nj'^ 0(x, ^)P„(M) dfx 

and similarly, 

e„(x) = 27rJ'^ Q(x, tx)P^(tx) dfx. 

If g(x, /x) is an isotropic source, then for w = 1, it is seen that 2i(x) is zero. 
When the expansions of equations (2.80) and (2.81) are inserted into equation 

(2.79) and the recurrence relation for Legendre polynomials is used, it is found 
that 

00 

2 [^^^«'" + l)̂ '"+iW + mPm-iM) + (2m + 1)̂ „(X)P„(;LX)] 
m = 0 

GO OO 

= c 2 (2/ + l)M,(x)PM + 2 (2m + l)e.(x)P„(Ax). 
( = 0 m = 0 

Upon multiplying both sides by ^(2/i -I- l)Pn(jx), integrating over ix from — 1 to 1, 
and making use of the orthogonality of the Legendre polynomials, the result is 

(„ + l)^^Jil^ + n ^ ^ ^ + {In + 1)(1 - cfJUx) = (2« + l)e„(x), 

n = 0, 1, 2 , . . . (2.82) 

with the requirement that <^-i(x) is zero. As in §2.4b, a P^ approximation may 
be defined by considering the first A'̂  -I- 1 of these equations and setting 
d<t>N+ildx = 0 . 
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A result corresponding to equation (2 82) in spherical geometry will be 
derived in §3.3a. 

2.6b Diffusion Theory and the Transport Cross Section 

In the Pi approximation, i.e., with « = 0 and 1, equation (2.82) gives 

dUx) 
dx 

and 

dMx) 

+ (1 - c)Ux) = eo(^) (2.83) 

dx 
+ 3(1 - c/i)^i(x) = 3ei(x). (2.84) 

Furthermore, if Qiix) is zero, i e., for an isotropic or zero source, equations 
(2.83) and (2.84) are identical with equations (2.64) and (2.65), respectively, 
except that 3< î(x) in equation (2.65) is replaced by 3(1 — cfi)(f>i{x) in equation 
(2.84) As before, therefore, equations (2.83) and (2 84), for isotropic or zero 
source, are equivalent to simple (Fick's law) diffusion theory, except that 

D= ' 
3(1 - cfi) 

It IS seen that 1 — cfi is what is usually called the transport cross section and 
1/(1 — cfi) IS the transport mean free path, with distances in units of the colhsion 
mean free path. 

The physical significance of/i may be seen by writing out the expression for 
the average cosine of the scattering angle, p-o, thus, 

2-^ \-i ^o/"(^o) dfxp _fi _ 

2-^ Wfil^o) dfxo /o 

since /o IS normalized to unity. Thus, / i is equal to the mean cosine of the 
scattering angle in a collision. In a medium containing no fissile material, with 
c < 1, the mean cosine of the scattering angle may be designated /XQS. Further­
more, in such a medium, c = aja, where a^ is the scattering cross section and 
a IS the collision (total) cross section, it follows, therefore, that 

where a^^ is the transport cross section. Hence, with distances in units of the 
colhsion mean free path, the diffusion coefficient derived above can be repre­
sented by 

3(CT - OslXos) 3crtr 

as commonly used in a modification of simple diffusion theory. 
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For a source-free medium, both QQ and Qi are zero, it follows then from 
equations (2.83) and (2.84) that 

§ - 3(1 - c)(l - c/i)^o = 0 

or, since 1 — c is equivalent to a^, 

^^^» 1 J. n 

The solution to this (diffusion) equation is of the form e*^'^, where the relax­
ation (diffusion) length L is given by 

1 
L = 

or, in the original notation. 

V3a„(jf, 

L = (2 85) 
V3(I - c){\ - cfi) 

For isotropic scattering,/i is zero, and this reduces to the diffusion theory result 
given earlier. A more exact calculation of the relaxation length will be developed 
shortly. 

It has thus been shown that the Pi approximation to the one-speed transport 
theory is equivalent to ordinary diffusion theory in a source free medium, 
regardless of whether the scattering is anisotropic, as considered here, or iso­
tropic, as mentioned earlier. In multigroup theory, however, scattering from 
higher groups constitutes an anisotropic source and then diffusion theory and 
the Pi approximation are not equivalent. 

It should be noted that in Pj theory, with an isotropic source, the anisotropic 
scattering enters only m determining / i and thus the transport cross section. 
Consequently, m the Pi approximation, anisotropic scattering could be treated 
as being isotropic but with a cross section reduced by the factor I - /XQ. This 
result suggests that in more general transport problems, even when Pi theory is 
not used, it may be a reasonable approximation to replace anisotropic scattering 
by isotropic scattering with a cross section reduced by 1 — /lo In one-speed 
theory this procedure is known as the transport approximation and it has been 
found to be quite accurate m many applications.*® (See also §5.4b.) 

2.6c The Asymptotic Relaxation Length 

Exact values of the asymptotic relaxation length can be obtained from equation 
(2.79) by trying solutions of the form 

<D(x,^) = e-'V(' ' ,M), (2.86) 
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so that for 1 # 0 and Q = 0, equation (2 79) becomes 

(. - ^).p(v, ^) = ^ 2 (2/ + 1 )tiPMU^) (2 87) 

with 

./.((v) = \ _^ <l'iv, H-)PiM d^-

It IS assumed here that the scattering expansion may be terminated after L + 1 
terms * 

Since asymptotic solutions are being sought, it will be postulated, as in the 
method of separation of variables for isotropic scattering (§2 2b), that v is not in 
the interval — 1 < i' ^ 1 If equation (2 87) is now divided by i' — jii and multi­
plied by I ^ Pm(/x) dfx, a series of equations connecting the ipm{v) values is found 
to be 

L 

4>M = £ 2 (2/ + I )W-(>) [ ^ ^'{'"'l^'^-ll ^ dix' m = 0, 1, 2, (2 88) 
I 0 

The first L + 1 of these equations give L + 1 equations in L -I- 1 unknowns, 
hence, the determinants of the coefficients must be zero, i e , 

(̂2/+ 1)4̂  '-^f^pd,' 
1 J 1 1 — /x /v 

= 0, (2 89) 

where S,„, is the Kronecker data, i e , 1 when I = m, otherwise zero For c = 1, 
the determinant in equation (2 89) is satisfied by i' = ±oo, and for c near to 
unity I will be large The quantity 1/(1 — ^x'jv) may then be expanded in a 
power series and the determinant can be written as 

' - < '+37+ ) ^-.( ' + 57+ ) -^^^7^+77+ ) 

5;0+^"*' ) '-M^+57+ ) *̂ =-.('+77+ ) =0 

^(l+7^+ ) ^/-.0+77+ ) '-^'+217+ ) 
2_ c 
15 

Since solutions are being sought for large values of v, the terms far from the 
mam diagonal may be ignored Furthermore, the term in the expansion of the 

* Note that L in equation (2 87) is the limiting value of /, and not the diffusion length of 
the preceding section 



ANISOTROPIC SCATTERING 107 

determinant that arises from the product of the diagonal elements is given 
approximately by 

Product of diagonal elements ;^ (1 — c) (1 —/,c). 

All other terms in the expansion are of the order of Ijv^ or smaller, and therefore 
the diagonal term must also be of the order of 1/v̂  or smaller if the determinant 
IS to vanish. In fact for 1 — c « 1, the first factor, namely 1 — c, is small, and 
it will be smaller than any other factor, since/, < 1. Hence, the first element of 
the determinant must be of order Ijv^ and the largest terms in the determinant, 
I.e., 0(1/^^), are found by multiplying the diagonal elements, except for the first 
two, by the subdeterminant 

c ^ c 
0 = 0, 

which must be zero if the full determinant is zero. It follows, therefore, that 

1 

V3(l - c)(l - cfi) 
[1 + 0(1 - c)]. (2.90) 

When 1 — r « 1 the quantity in the brackets is close to unity, and the result is 
equal to the relaxation length, given by equation (2.85), derived from the Pi 
approximation. 

Better approximations to the asymptotic relaxation length can be obtained 
by the use of the full determinant. This treatment also leads to additional roots 
of the determinant and thus to additional discrete eigenvalues v *̂  Further 
discussion of the asymptotic relaxation length is given in Ref. 50. 

2.6d General Solution by Separation of Variables 

The general nature of the solution of the one-speed transport equation with 
anisotropic scattering may be found by multiplying equation (2.87) by 
L i Pmip-) djx, as before, but not dividing by v — fx. In this way a recursion 
relation between the various values of i/î  is obtained,^^ namely, 

(2m + DKl - cfJ^I^M -('n+ l)^m. iM - wA.-i(v) = 0. (2.91) 

If ipo(^) 's normalized so that 

M^) = 1, 
forms of equation (2.91) are 

^i(.) = Ki - f) 

U^) = lA^ - r/i)(l - f) - i 
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and so on Since the ifi^iv) have been found in this manner, equation (2 87) may 
be used to write 

L 

4>(v, tx) = '-? - ^ ^ y {21 + Df.PMU") + K^l^ ~ v) (2.92) 
2 V — fx JL-I 

by analogy with equation (2 26) for isotropic scattering. 
The discrete eigenvalues v of equation (2 92) may be found by integrating 

over /x and setting the result equal to unity. Solutions have been obtained for 
some special cases The singular eigenfunctions have been examined and the 
completeness of the discrete plus singular eigenfunctions has been established.^^ 

In general, it is seen that by expanding the scattering cross sections in Legendre 
polynomials, the solution to the one-speed transport equation for anisotropic 
scattering can be obtained by the separation of variables in much the same way 
as it IS for isotropic scattering. 

2.7 RECIPROCITY RELATIONS 

2.7a Derivation of the General Relation 

The flux of neutrons at a point r^ due to a source at ri can be related to the flux 
at ri due to a source at x^ by means of the one-speed transport equation Such 
reciprocity relations, as they are called, are frequently useful in relating the 
solution of a particular problem to that of a simpler problem or to one for 
which the solution is known The only assumption made is the same as that in 
§2.6a, namely, that the scattering function / ( r , SI' -^ Si) depends only on the 
scattering angle, and so is a function of £2 £2' = /LXQ. Actually, a slightly less 
stringent assumption, tha t / ( r , £ 2 ' ^ £2) = / ( r , —£2-> — £2'), would be ade­
quate here In energy-dependent or multigroup problems similar reciprocity 
relations exist but, except for neutron thermalization (Chapter 7), they involve 
solutions of adjoint equations (see Chapter 6) 

Consider neutron transport in a region bounded by a convex surface. In this 
section. It will be convenient to allow a boundary condition of a specified in­
coming flux, rather than zero incoming flux, i e., free-surface conditions, thereby 
departing from the usual procedure of replacing an incoming flux by a surface 
source plus a free surface. In Case A, let the source be Qi{r, SI) and the angular 
flux Oi(r, £2); the boundary conditions are represented by Oinc,i(r, SI), where r 
represents a position on the boundary, and ft £2 < 0, where n is a unit vector in 
the direction outward normal to the surface (§l.ld). Similarly, in Case B, the 
source, flux, and boundary conditions, for the same surface, are Q2{r, SI), 
02(r, £2), and O^;, 2 for ft £2 < 0, respectively. The functions Oĵ ^ are assumed 
to be known. 

Since the scattering function is assumed to depend only on the scattering 
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angle,/(r; £2' -^ £2) may be replaced by/(r, £2 • £2'). Hence, for Oi(r, £2), the one-
speed, time-independent transport equation (2.3) can be written as 

£2-VOi(r, £2) -I- CT(r)Oi(r, £2) 

= a(r)c(r) | / (r , £2-£2')Oi(r, £2') dSl' + QI{T, £2) (2.93) 

with Oi(r, £2) = Om(,,i(r, £2) if r is on the bounding surface and fl£2 < 0. Al­
though (T, c, and/are functions of r, this dependence will not be included speci­
fically in the subsequent discussion. The corresponding equation for 02(r, £2) is 

£2-V02(r, £2) -f a02(r, £2) = ac f/(£2£2')02(r, £2') dSl' + 62(1, O), (2.94) 

with 02(r, £2) = Om̂ , 2(r, £2) for r on the boundary and n£2 < 0. It has been 
shown that the source and boundary conditions in equation (2.93) and (2.94) 
uniquely determine the solutions®'' when c(r) < 1, and this is assumed to be 
true for any subcritical system. 

Suppose that in equation (2.94) and its boundary condition, the signs of £2 and 
£2' are changed. This will leave the / term unaffected and integration over all 
directions £2' will still be over all directions. Consequently, equation (2.94) may 
be written 

-£2V02(r , -£2) + a02(r, -£2) 

= ac r/(£2-£2')02(r, -Si')dSl' + ^2(1, -Si). (2.95) 

Equation (2.93) is now multiphed by 02(r, -£2) and equation (2.95) by 
Oi(r, £2), and the expressions obtained are subtracted. The result is next inte­
grated over all angles and over the whole volume under consideration; the terms 
involving a and ac then cancel. 

The two gradient terms in the integral, namely. 

[02(r, -£2)£2VOi(r, £2) + Oi(r, £2)£2V02(r, -Si)]dVdSi 

may be combined, by noting that £2-VO = V£20, to yield 

ff V£20i(r, £2)02(r, -Si)dVdSi. 

Then by using the divergence theorem, this volume integral may be converted 
to a surface integral and the result obtained is 

[^£2 I" (/KV£20i(r, £2)02(r, -£2) = ( dSi ( dAhSl<:>i{r, £2)02(r, -£2), 

where dV is a volume element and dA is an element of surface on the boundary 
represented by A. 
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If this relationship is used, the integration referred to in the last paragraph 
but one can be expressed as 

f f ft- n<Di(r, Sl)^2ir, -^) dSl dA 

= \ \ [giCr, «)1>2(r, - f i ) - e^Cr, -Si)<l>,{r, fi)] dSi. dV. (2.96) 

On the left-hand side, the angular integration may be divided into two parts, one 
for which nS2 < 0 and the other for ft-SI > 0. Thus, 

Left side of equation (2.96) = f |" n • fi<Di(r, Sl)^2{x, - SI) dSl dA 

I f n£2<Di(r, £2)<I)2(r, ~Si)dSldA. 

n S2< 0 

+ 
h-Sl> 0 

In the first of these integrals, represented by / i , it is seen that ft £2 < 0 and O^ is 
the boundary value <I>inc,i; hence, 

/i = - I J |n-n|<D,„e,i(r, £2)<I>2(r, -Sl)dSldA. 
ASl<0 

In the second integral, I2, the variable may be changed from £2 to —SI, so that 
the integral is now over h Si. < 0, and <t>2 is the boundary value Oi„;, 2; thus, 

/2 = j ^ \n-Si\^,{T,-Sl)<:>,,,_2ir,Sl)dSldA. 
n £ i < 0 

The left side of equation (2.96) is then obtained by summing /i and I2; conse­
quently, this equation may be written as 

jj |n-S2|[<Di(r, -n)(D,„,,2(r, SI) - (D,„,.i(r, Sl)(!>2ir, -SI)] dSl dA 

= \ \ [GiCr, S2)1>2(r, -SI)- Q^ir, -Sl)'t>,ir, SI)] dSl dV, (2.97) 

which is the desired reciprocity relation in a general form. A number of special 
forms of this equation are of interest. 

2.7b Applications of the Reciprocity Relation 

(i) Suppose there are no incoming neutrons in either Case A or Case B; then 
'I'lno,! = ĵno,2 = 0. Consequently, it follows from equation (2.97) that 

f f ei(r, Sl)<^2{r, -SL)dSldV = {{ Q2{T2, - Si)^iiT, SI) dSi dV. (2.98) 
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FIG. 2.8 REPRESENTATION OF OPTICAL RECIPROCITY THEOREM; THE TWO 
FLUXES ARE EQUAL. 

Furthermore, if in Case A the source is a point source at FI with direction Sl^, 
then 

ei(r, SI) = 8(r - ri)S(fi - Sl^), 

and if in Case B the point source is at fj with direction SI2, 

Q^ir, SI) = 8(r - r2)S(n - fl^). 

If the flux at r, SI due to the point source in Case A is represented by the Green's 
function Gir^, Slj -> r, SI), with analogous symbols for other cases, it follows 
from equation (2.98) that 

G(r2, ^2 -> ri, - Si,) = G(ri, Si, -> T2, - Si^). (2.99) 

This equation states that the angular flux at i, in the direction —Si,, due to a 
unit source at FJ in direction Slg is equal to the flux at r2 in direction —Si2, due 
to a unit source at i, in direction Si,. Thus, according to equation (2.99), in one-
speed theory the angular flux is the same in the two situations depicted in Fig. 
2.8. The relation in the form of equation (2.99) is frequently referred to as the 
optical reciprocity theorem, because of its similarity to a theorem in optics. 

If the point sources are isotropic, a similar relation applies to the total flux. 
Thus, for isotropic sources 

Qi = ]- S(r - T,) and 62 = ^ S(r - Fa), 

and if G(ri -> FJ) represents the total flux at F2 due to an isotropic unit source at 
Fi, it follows from equation (2.98) that 

Gil, -> F2) = G(r2 -^ T,). 

(ii) Suppose, again, that there are no incoming neutrons, and that the volume 
under consideration is divided into two separate regions (Fig. 2.9) with volumes 
V, and Kj. A practical situation of this type might be a fuel element and the 
moderator of a heterogeneous reactor. For the present, however, a completely 
general case will be considered. Let Q, be an isotropic source of intensity 

FLUX 
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FIG 2 9 VOLUME DIVIDED INTO TWO SEPARATE REGIONS 

1/477Ki in V, and zero in V2, and let Q2 be an isotropic source of intensity 
1/477K2 in V2 and zero in V,. Thus, Q, is a uniform source emitting 1 neutron/sec 
in the volume V, and Q2 is a uniform source emitting 1 neutron/sec in Kj. 
Equation (2.98) then reduces to 

- i f ^2(r)^K = - i f ,^,(r)^(/. (2.100) 

Let the neutron absorption cross section in V, have the constant value a,, 
whereas that in V2 has the constant value CT2- Then the rate of neutron absorption 
in V, due to a uniform unit source in Kj is also the probability that a neutron 
produced uniformly in V2 will be absorbed in V,. This is represented by fa - i 
and IS given by 

Rate of neutron absorption in V, due to unit source in V2 

= c, f Ur)dV = P2^i 

The quantity P,^2 may be defined in a similar manner and hence it follows 
from equation (2.100) that 

<J2V2P2^1 = 0,V,P,^2- (2.101) 

In the next section, and also in Chapter 8, it will be seen that this relationship is 
useful in treating heterogeneous media. It is important to note that there is no 
restriction on the geometrical forms of the regions V, and V2, some possibilities 
are indicated in Fig. 2.10. The regions need not be convex, since they can always 
be surrounded by a convex free surface so that equation (2 97) can be applied. 

The reciprocity relation between region 1, e.g , a fuel lump, and region 2, e.g., 
surrounding moderator, may be understood by the following heuristic argu­
ment. Suppose that all space is filled with a uniform and isotropic flux. Then no 
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REGION 1 

FIG 210 POSSIBLE SHAPES OF TWO REGIONS 

net current will flow between the two regions. Such a situation would be realized 
by a source which will precisely balance the absorption in each region, i.e., 
cri/477 in region 1 and (T2/477 in region 2. Then 02y2P2->i 's the flow of neutrons 
from 2 to 1 which must be exactly balanced by the flow a, V,P,^21" the opposite 
direction from 1 to 2. The general derivation given above is, of course, more 
precise and shows that the result is independent of the geometry of the system. 
In practice, V, is usually a more-or-less periodic array of fuel elements in the 
moderator V2, and the general reciprocity relation is still applicable (§2.8c). 

(in) A third example of interest is that in which in Case A there is an incoming 
boundary flux Om^j but no source and in Case B there is a uniform source 
Q2ir, Si) = 1 throughout the volume but <I>i„c,2 = 0. Equation (2.97) then 
becomes 

jj |n fi| (D,„e.i(r, n)02(F, -Si)dSldA= j <t>,{r) dV. (2.102) 
n n<o 

Case A is here related to an albedo problem and Case B to a problem in 
escape probability. For example, suppose that in Case A there is incident on a 
planar surface at x = 0 a unit flux in the direction /XQ (Fig. 2.11 A), then 

<I'inc,i(r, « ) = 5 - S(/x - Mo). 
Z77 

In the albedo problem, it is required to determine the probability of neutron 
reflection from the surface. Equation (2.102) then becomes 

Mo^2(0, -Mo) = J^ <f>i{x)dx. (2.103) 
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0 0 

A B 

FIG 2 11 ALBEDO AND ESCAPE PROBABILITY PROBLEMS 

The right side of equation (2.103) multiplied by the absorption cross section is 
clearly the rate at which the neutrons are absorbed. Case B (Fig. 2.1 IB) is 
equivalent to the half-space problem with a uniform source. If the angular 
dependence of the emergent angular distribution from this source, i.e., 
(I'jlr, —Si)= <1>(0, /Lt) at the boundary, is known, then the solution of the albedo 
problem is obtained from equation (2.103). 

If <I>inc 1 in the situation described by equation (2 102) is isotropic and equal 
in magnitude to Ij-n-A, where A is the total area of the surface under considera­
tion, then 1 neutron/sec is incident on the surface in Case A. Further, suppose 
Q2 IS XjA-rrV, where K is the volume, so that I neutron sec is produced uniformly 
and isotropically in Case B. Then, from equation (2.102) 

n St>\>^{r, Si) dSi dA h,(T)dA. (2.104) 
A j j "" - - • - • • - - ' 4K 

n S2> 0 

The integral on the left side represents the number of neutrons per second 
crossing the surface and is, therefore, the escape probability, P^sc '•£-, the prob­
ability that neutrons born uniformly and isotropically in a volume will escape 
without makmg a collision For constant absorption cross section, the integral 
on the right side of equation (2.102) is the neutron absorption rate in Case A 
divided by the cross section, this quantity is denoted by P^^Jo, where F b̂s 's the 
probability that a random incident neutron will be absorbed and a is the con­
stant absorption cross section. Consequently, equation (2.104) leads to 

4Ka (2.105) 

which will be used later. 
The foregoing treatment has been concerned with the one-speed transport 

equation. It will be seen in Chapter 6 how the relations obtained here can be 
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generalized to energy-dependent problems by the use of adjomt functions. It 
may be noted, however, that if neutrons of a single energy are considered in an 
energy-dependent problem, any process which removes neutrons from that 
energy group can be treated as an absorption. The relations derived above then 
hold with the energy present as a parameter which determines the cross section 
and sources In this sense, the results obtained will be found useful in connection 
with resonance absorption problems (see Chapter 8). 

2.8 COLLISION PROBABILITIES 

2.8a Introduction 

Diffusion theory (or other P^/ approximation of low order) fails whenever the 
angular dependence of the flux is complicated or varies rapidly over angle (/x) 
or distance (v), this is especially the case, as has been seen, near localized 
sources and boundaries or in strongly absorbing media (c « 1). Instead of 
utilizing approximations of higher order in such situations, some special methods 
based on the use of collision probabilities in purely absorbing media are fre­
quently useful *̂ 

Consider a common situation in which reactor fuel, localized in the form of 
lumps, e g , rods, is surrounded by moderator It is then sometimes useful to 
formulate the problem in terms of the probability that a neutron which appears 
in some region makes its next collision in that region. In a lattice structure, for 
example, fission neutrons may be born more-or-less uniformly in a fuel rod, 
then, for the computation of the fast multiplication, it is required to determine 
the probability that these neutrons will undergo collisions in the rod before 
escaping The neutrons which escape will be slowed down in the moderator, and 
for calculating resonance absorption the probability may be determined that the 
moderated neutrons will make their next collision in the fuel (see Chapter 8). 
Collision probabilities have also been incorporated in a widely used diffusion 
theory calculation involving thermal neutrons.^^ 

In the typical one-speed collision probability calculation, the space is con­
sidered to be divided into a finite number of regions and it is assumed that 
neutrons are produced uniformly and isotropically in one of these regions. The 
problem is then to determine the probability that neutrons make their next 
collision in the source region or in one of the other regions. Frequently, there 
are only two regions, namely, fuel and moderator. Some general methods are 
presented below for calculating collision probabilities which are often used in 
conjunction with the reciprocity relations derived above in the treatment of 
heterogeneous media 

2.8b Escape Probabilities: The Chord Method 
Suppose neutrons are generated isotropically and uniformly in a convex region 
of volume V containing material of constant (total) cross section a. Now, con­
sider a neutron which is produced at position r with direction SI. If ^ (F , Si) is the 
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FIG 2 12 CALCULATION OF ESCAPE PROBABILITY 

distance from this point to the boundary of the region (Fig. 2.12) in the direction 
Si, the probability that the neutron will escape from the region without making 
a collision is 

Probability of escape = e """"'•"'. 

But with a uniform and isotropic source, the probability that a neutron will be 
generated in the direction dSi about Si and position in the volume element dV 
about F IS 

D u u w f . dSidV Probability of generation = -; rr-
477 V 

The escape probability P^^c for neutrons born in the whole volume V is obtained 
by integrating the product of the two probabilities derived above over all 
directions and volume, thus, 

Pesc = 4 ^ 1 1 e-«<'.«) dSi dV. (2.106) 

For the evaluation of this expression, the volume V is divided into tubes parallel 
to a fixed direction Si (Fig. 2.13); a typical tube then has a length R^ and a cross-
sectional area (ft Si) dA, so that 

dV = (n Si) dA dR, 

with fi SI > 0. Consequently, equation (2.106) may be integrated over R to 
yield 

Fesc = - ^ \ \ nSi(\- e-^'^s)dSidA. (2.107) 
n n>o 

If the dimensions of the body are large compared with the neutron mean free 
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( t l -a ) ^4 

FIG 2 13 VOLUME DIVIDED INTO PARALLEL TUBES 

path, 1/CT, the exponential term can be set equal to zero, and the integral is 
simply 

j j a Si dSi dA = TTA, 

n £2>0 

where A is the total surface area Consequently, equation (2 107) becomes 

4a K 
(2 108) 

for bodies with dimensions that are large relative to a mean free path Numeri­
cally, AjAaV IS equal to the fraction of neutrons generated within a quarter of 
a mean free path, i e., l/4cr, of the surface It is, therefore, as if all neutrons born 
within a quarter mean free path of the surface escape 

Equation (2.108) can be derived in a simple manner by assuming that, on the 
scale of a mean free path, the surface of a "large" body can be treated as a 
plane. Consider, therefore, an infinite half-space and a plane boundary (Fig. 
2.14). The half-space contains a uniform source QQ per unit volume, i e., SoMi" 
per unit solid angle per unit volume A neutron born at O at a distance x from 
the surface and directed at an angle 6 to the x coordinate, where /x = cos 6, will 
have a probability e-"•*'" of escaping without making a collision. The total 
number of neutrons escaping per unit area can be found by integrating over /J. 
for 0 < /u. ^ 1 and over x from 0 ^ x ^ oo; hence 

Number of neutrons 
escaping per unit area 477 [ ^Jo jo 

dx dfji. 

4(T 
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• * - X 
FIG 2 14 INFINITE HALF-SPACE WITH UNI 
FORM SOURCE AND PLANE BOUNDARY 

The total number of neutrons escaping from the area A is then QQAJAO, 

the probability that a neutron will escape is thus AjAaV, as in equation 
(2.108) 

Since P^^^ given by equation (2 108) applies to large bodies, whereas for small 
bodies fesc must approach unity, a rational approximation proposed by E. P. 
Wiener^'' for bodies of all sizes is 

P ' 
"'"' - 1 + AaVjA 

(Wigner rational approximation) (2.109) 

In Table 2 8, '̂' this approximation is compared with the results of exact calcu­
lations for spheres and slabs and infinitely long cylinders, R, which is defined 
below, IS the average chord length, so that aR is the average chord length ex­
pressed in mean free paths. It is seen that the Wigner rational approximation is 
in general too small, but it is frequently accurate enough to be useful. For 
example, it facilitates the treatment of resonance escape in heterogeneous 
systems (see Chapter 8) 

The evaluation of Pesc from equation (2 107) has been carried out along the 
foflowing lines.''^ Let chords be drawn from a surface element dA (Fig. 2 15) such 
that their number in direction Si is proportional to |n Si\ Let p{R) dR be the 
probability that the chord is of length between R and R + dR, then 

piR) dR = 
IJIft Si\dSidA 
Rs 

jj |ft S2| dSi dA 
(2.110) 

where /?, is between R and R + dR and integration is restricted to ft SI > 0. 
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TABLE 2.8. ESCAPE PROBABILITIES" 

oR 

0.04 
0.1 
0.2 
0.3 
0.5 
1 
2 
3 
5 

10 

Sphere 

0.978 
0.946 
0.896 
0.850 
0.767 
0.607 
0.411 
0.302 
0.193 
0.099 

Cylinder 

0.974 
0.939 
0.885 
0.819 
0.753 
0.596 
0.407 
0.302 
0.193 
0.099 

Slab 

0.952 
0.902 
0.837 
0.785 
0.701 
0.557 
0.390 
0.295 
0.193 
0.100 

Rational 
approximation 

0.962 
0.909 
0.823 
0.769 
0.667 
0.500 
0.333 
0.250 
0.167 
0.091 

The denominator, as before, is equal to 77^. Furthermore, the average chord 
length, R, is defined by 

li R\n-Si\dSidA 
R = ^-y7-^ (2.111) 

jj\h-Sl\dSidA 
The volume of each tube of length R (in Fig. 2.13) is equal to /?|ftS2| dA; hence 
the total volume V is given by 

fi?|n-S2| dA = V. 

FIG. 2.15 CHORDS FROM SURFACE ELEMENT dA. 
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Consequently, equation (2.111) becomes 

4K 
R = ^- (2.112) 

Upon insertion of equations (2.110) and (2.112) into equation (2.107) the 
result IS 

P,so = ^\p(R)i\ -e-"')dR, (2.113) 

and the rational approximation equation (2.109) may be written 

P„st ~ = (rational approximation). (2.114) 
1 -|- aR 

For simple geometries, the probability p{R) can be found and then Pesc can be 
derived exactly from equation (2.113).^^ 

Consider, for example, an infinite slab of thickness a; the chords are chosen 
so that the number in (//x is proportional to fj., where /x = cos 6 = ajR (Fig. 
2.16). From equation (2.110). 

-p(R)dR = Ifidfi, 
and hence. 

PiR) = ^ -

Consequently, equation (2.113) can be written as 

^esc = - ^ ^ ( 1 ~e-'"')dR. (2.115) 
(JK Ja K 

In this case, it follows from equation (2.II2) that 

R = 2a. 

FIG. 2.16 CHORDS IN INFINITE SLAB. 
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Evaluation of the integral then gives 

1 
= ^ [i - E^{aa)l (2.116) 

where £3 is the exponential integral function of the third order (see Appendix). 
For a sphere of radius a, equation (2.113) takes the form^° 

Pe.. = 8 ( ^ maof - 1 + (1 + 2«<T)e-=-] (2.117) 

Corresponding expressions have been evaluated for infinite cylinders, spheroids, 
and hemispheres,'̂ '̂  and also for finite cylinders and cuboids.^^ 

The region from which the probability of neutron escape has been derived 
above may be regarded as a lump of fuel, volume V^,, surrounded by a moderator, 
volume KM (Fig. 2.17). The escape probability is thus equivalent to Pi ̂ 2 for 
purely absorbing media* in §2.7b, which is represented here by the symbol 
Pr^„; thus, 

P = P 
X esc -* F-»M-

It is now possible to find PM^F in terms of Pesc from equation (2.101), where 
PM-F is the probability that a neutron produced uniformly in the moderator 
region M makes its first collision in the fuel lump, F. 

For this simple geometry, i.e., a single lump of fuel in an extensive moderator, 
the reciprocity relation may be developed from the following argument. Suppose 
there is a uniform and isotropic source of intensity 1/477 K̂  in a large volume V^ 

* Since Pesc is the probability of escape without collision from medium 1 and, in addition, 
the neutron must not return from medium 2, P^,^ is equivalent to Pi^2 provided that, in 
computing the latter, all collisions are regarded as absorptions or, in other words, the 
media are treated as being purely absorbing. 

MODERATOR ' 

FIG. 2.17 
GIONS. 

FUEL AND MODERATOR RE-
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of the moderator. The flux incident on K̂ , will appear to be like that from an 
infinite medium; thus, writing a^ for the moderator cross section, 

-—-— = cD„e(r, Si). 
477KM(TM 

The collision rate in the fuel region F due to this source, i.e., P M - F , IS then 

PM-.F = J - V ff \i^f^\ii-e'"^'^)dSidA. 
47TCTMKM J J 

n n<o 

u p o n comparison with P F - M . given by equation (2.107), with Kj and a^., and 
noting that the integrals have the same value for ft S2 > 0 and for ft S2 < 0, it 
follows that 

which IS exactly equivalent to the reciprocity relation of equation (2 101) 
Equation (2 105) may be derived directly in a similar manner. 

2.8c The Dancoff Correction 

In the practical case in which a number of fuel rods in a periodic array are 
separated by moderator which is not very thick, in mean free paths, the foregoing 
calculations can still give the probability for a neutron to escape from a fuel rod 
To compute the probability, PJ_,M, that a neutron born in the fuel will make its 
next collision in the moderator, the escape probability for a single rod must be 
multiplied by the probability that the escaped neutron will make its next 
collision in the moderator. 

For this purpose, by using equations (2 111) and (2 112), equation (2.107) 
may be written as 

H ft S^(l - e-''>")dSidA 
Pes. = = (2.118) 

aR\\n Si dSi dA 

where P^^^ is represented as an average over direction (dSi) and surface (dA) and 
the integrals are to be evaluated over ft Si > 0. For any surface element dA and 
direction Si, the chord under consideration may be extended and further fuel 
elements may be intercepted, as indicated in Fig 2.18. Hence, in computing 
PF^M, the contribution of this chord should be reduced by 

(1 — e"''M'*Ml) 4- e~''M''Mie~''F''F2(l — e'̂ M^Mz) -|- •, 

where e " °'' is the transmission probability and 1 - e """ the collision probability 
in the indicated regions. Consequently, this factor must be included in the inte­
grand of equation (2 118) to give PP^M- Because of the resulting complexity, 
Monte Carlo methods are often used for computing PF-M- The integrand is 
sampled at random dSi dA points and in this manner the integral is approxi­
mated. 
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MODERATOR 

FIG. 2.18 PERIODIC ARRAY OF FUEL RODS. 

In spite of the complexity of the integrand, useful approximations to PF-M can 
be found by simple methods. For this purpose, the following probabilities are 
defined for the case in which neutrons are produced uniformly in the fuel: 

PM = probability that a neutron incident on the moderator after / previous 
traversals of fuel will collide in the moderator. 

PF = probability that a neutron incident on fuel after / previous traversals 
of fuel will collide in fuel. 

Then, 

P F —M = PescLPM + (1 PS)(1 - P^)Ph + (1 

X (1 - PF°)(I -

- PSd 

Pi){\ - Pl)P^ + • • • ] . (2.119) 

In the majority of cases, the first few terms of this expression are the most 
important and a good approximation can be obtained by replacing all the 
PM by PS and all the Pi by PF . After summation of the series, it is found that 

P s- P 
X F — M ^ X e : 

D O 
X M 

- (I - PS)(i - PF°) 
(2.120) 

It is customary to set PS = 1 — C, where C is called the Dancojf correction.^^ 
Extensive tabulations of this correction factor are available and a selection of 
values is given in Table 2.9.'''' Furthermore, from equations (2.105) and (2.112), 
it is possible to write 

P F ~ a^R^,Pgs^, 

and then equation (2.120) becomes 

C 

1 - C(I - <r,R,P,,,) 
(2.121) 

The Dancoff correction is often calculated for "black," i.e., perfectly absorbing, 
cylinders, and considerable work has been done on this subject.^* 
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TABLE 2.9. DANCOFF CORRECTIONS''^ 

\ '̂ '̂  
rf/>\ 

2.0 
2.5 
4.0 
7.0 

10.0 

0 

0.182 
0.136 
0.081 
0.046 
0.032 

0 25 

0.170 
0.107 
0.040 
0.0094 
0.0028 

0.50 

0.160 
0.0849 
0.0205 
0.0021 
0.0003 

1.0 

0.144 
0.0550 
0.0057 
0.0001 

-

1 5 

0.132 
0.0364 
0.0016 

-
-

2.0 

0 123 
0.0245 
0.0005 

-
-

r = radius of fuel cylinder 
d — spacing between cylinder centers 
a = macroscopic cross section of moderator 

Correction in table is for one adjacent fuel cyhnder For lattices, a sum is taken 
over all adjacent cylinders, i e , C = 2) Q, with C, taken from the table 

For preliminary survey calculations, it is adequate to use the rational ap­
proximation of equation (2.114) for Pesc, and then equation (2.121) takes the 
form 

P ~ ( ' -̂  ^^^^^ (2 122) 
CTF -I- (1 - C ) / P F 

By comparison with equation (2.114) it is seen that, in the rational approxi­
mation, the Dancoff correction is equivalent to increasing the mean chord 
length, PF, by the factor 1/(1 — C) or, what is the same thing, decreasing the 
surface area of fuel by 1 — C. 

Fair accuracy is also obtained by using the rational approximation for 
/ ' « = ] - C t h u s , from equations (2.105), (2.112), and (2.114), 

P M = < 7 M A . , P | M ' ^ M ' esc M ^ ' t , n 
1 -I- O-MPM 

Substitution of this expression for 1 — C in equation (2.122) then gives the so-
called fully rational approximation to P F - M , 

PF-M =s ! — ^ (fully rational), (2.123) 
1 + CTpPi 

where Rp is the effective chord length defined by 

PF = R, ' "̂  - ' ^ " (2.124) 
CTMPM 

The accuracy of this fully rational approximation is similar to that for Pesc 
obtained by using the Wigner rational approximation, as given in Table 2.8. A 
detailed comparison of the results obtained by various methods of computation 
IS to be found in the literature.'"' 

The fully rational approximation to PF-M has desirable limiting properties. 
First, if the moderator is thick in mean free paths, so that O^PM IS large, it 
follows from equation (2.124) that P F ~ PF- Then P F - M , as given by equation 
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(2.123), approximates Peso as expressed by equation (2 114) Second, if both fuel 
and moderator regions are thin in mean free paths, i.e , a^R^ « 1 and Of^R^ « 1, 
a neutron will, on the average, cross both regions several times before making a 
collision, as far as a neutron is concerned, therefore, the system is essentially 
homogeneous. For CTMPM « 1, equation (2.124) becomes 

P F 

" • M P V 

If P F and P.^ are expressed in terms of equation (2.112) and this result for R^ is 
substituted into equation (2.123), it is found that 

(2.125) 
CTFKF -I- CTMKM 

as would be expected in the homogeneous limit. It will be noted that in deriving 
equation (2.125), the only assumption made is that CTMPM « 1, i-C-, that the 
moderator is thin, the result is thus independent of the fuel thickness. The reason 
IS that the neutron flux is nearly uniform in both fuel and moderator provided 
the moderator is thin and the source is in the fuel. In order that both P F - M and 
P M - F have the form for a homogeneous system, however, it is necessary that 
both fuel and moderator be thin, i.e., CTFPF « 1 and CT^PM « 1. 

Finally, in connection with the fully rational approximation, it can be shown 
that the fully rational forms of P M - F and P F - M satisfy the exact reciprocity 
relation of equation (2.101). 

It may be mentioned in conclusion that, as will be seen in Chapter 8, collision 
probabilities are useful for computing resonance absorption of neutrons in 
reactor lattices, i.e., periodic arrays of fuel elements. For " t i g h t " lattices, in 
which the fuel elements are closely spaced, such as are common in water-
moderated reactors, the collision probabilities are determined by using the 
Dancoff corrections to the escape probability or equivalent methods, as 
described above. 

EXERCISES 

1. Use the integral equation (1 37) of plane geometry to find the discrete eigen­
values of §2 2b. Suggest other possible ways of finding them (see Ref 67) 

2. Show that equation (2 50) is the same as the transient part of equation (2 40). 
3. Verify equation (2 52) Students familiar with complex variable theory should 

also attempt to evaluate the solution 
4. Derive equation (2 82) in detail. 
5. Obtain an expression for the values of r, (§2 4b) in the P3 approximation. 
6. Derive the flux from a plane isotropic source in an infinite medium in the four 

ways indicated below, and compare and discuss the results for c = 0.5 and 0.9. 
(a) Exact transport theory; use Tables 8 and 21 m Ref. 68. 
(b) Diffusion theory; use L given by equation (2 24). 
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(c) Asymptotic diff'usion theory; use exact values of i-o m Table 2.1. 
(d) An approach in which the uncollided flux is treated separately and used as 

the source for a diffusion theory calculation of the collided flux (cf Ref 69) 
7. Derive equation (2.116) from the integral equation (1 37) for the neutron flux in 

plane geometry. Take the source as constant, compute the absorption, and 
hence the escape probability for a purely absorbing medium Determine the 
angular distribution of the emerging flux and current, and also obtain the escape 
probability from the total emerging current. 

8. Show that the fully rational forms of PF-M and PM-F, as defined in §2.8c, satisfy 
equation (2 101) 

9 Derive PF-M and the Dancoff correction for a periodic array of fuel and modera­
tor slabs having thicknesses d^ and du mean free paths, respectively Consider the 
limits of large and small spacings and examine the validity of equation (2 116) 
and of the rational approximation for PP^M The interested student may review 
the corresponding problem for a periodic array of fuel cylinders (cf Ref. 70). 

10 Suppose that a right half-space (x > 0) is a uniform medium, with a = 1 and 
c < 1, containing an isotropic uniform source, Qo The left half-space {x < 0) is 
a vacuum and free-surface boundary conditions apply at x = 0. Discuss the 
exact solution of the one-speed, time-independent transport equation near the 
boundary, far from the boundary, etc Obtain the exact solution for c = 0 and 
relate it to the general discussion ''̂  

11 In a medium consisting of uranium-235, the neutrons are essentially all fast 
(£ > 100 keV) and, as a first approximation, all the neutrons may be considered 
to have the same energy Calculate the critical radius and mass of a sphere of 
uranium-235 (density I8 8g/cm'') by (a) end-point theory and (b) diffusion 
theory, assuming isotropic scattering The following data are to be used. 
CT; = 1 3 barns, a = 4 0 barns, a^ = 0, and v = 2 5 (The results may be com­
pared with the critical radius of the Godiva assembly in Table 5 6 ) 

12 Consider a reactor lattice consisting of three regions, namely, fuel, cladding, and 
a thick moderator with volumes K̂ , Kc, and Kj,, respectively Define a consistent 
set of collision probabilities PF-C, etc , and derive the reciprocity relations be­
tween them 

13 Derive equation (2 117) 
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3. NUMERICAL 
METHODS FOR 
ONE-SPEED PROBLEMS: 
SIMPLE/', 
APPROXIMATIONS 

3.1 EXPANSION OF FLUX IN LEGENDRE POLYNOMIALS 
FOR PLANE GEOMETRY 

3.1a Introduction 

In the preceding chapter, several methods were described for solving the one-
speed transport equation. The emphasis was on procedures for obtaining 
accurate solutions for very simple situations and on the general properties of 
these solutions. In the present chapter, consideration will be given to some 
methods for arriving at approximate numerical solutions of problems with more 
complicated geometries and source distributions. The one-speed transport 
equation will be treated here, but it will be seen in Chapter 4 that the techniques 
developed are directly applicable in the multigroup methods used for the solu­
tion of realistic (energy-dependent) physical problems. 

The procedures to be discussed in this chapter are based on the expansion of 
the angular distribution of the neutron flux, i.e., the dependence of O on the 
direction Si, in a complete set of orthogonal functions, namely, the Legendre 

129 
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polynomials in simple geometries and the spherical harmonics in general The 
expansions are truncated after a few terms in order to develop practical methods 
for solving the resulting form of the neutron transport equation The spatial 
dependence of the angular flux is obtained by imposing a discrete space mesh 
and evaluating the flux at discrete space points, rather than as a continuous 
function of position In an alternative general procedure, which will be de­
veloped in Chapter 5, the direction variable. Si, is also treated as discrete. 

In Chapter 2, a general form of the time-independent, one-speed neutron 
transport equation was derived as equation (2 3). This expression will be pre­
sented here with a slightly different notation which is desirable in order to estab­
lish the connection between the results obtained in this chapter and those in 
Chapter 4 

As before, it will be assumed that scattering is a function only of the cosine 
of the scattering angle, i.e., fi.^ = Si SI', where Si' and Si are the neutron 
directions before and after scattering, respectively. A quantity aXr, Si Si') is 
then defined by 

a,(r, SI SI') = a(r)c(r)/(r; Si' -> Si), (3.1) 

where the notation a^ is intended to suggest, although not to be limited to, a 
scattering cross section. 

It will be assumed in the present chapter that 

j (7s(r. ^ ^ ' ) dSi' < CT(r), 

implying that c(r), the mean number of neutrons emerging from a coUision, is 
less than unity. There will then exist a unique, time-independent solution to the 
transport problem with a given source (§1.5d). 

With this change in notation, the one-speed transport equation (2.3) becomes 

Si V(D(r, Si) + <7(r)<I)(r, fi) = f ^sir, St Sl')^(r, Si') dSl' + Q{T, Si). (3.2) 

Methods will first be examined for solving this equation in plane geometry. Then 
more general geometries will be considered, with particular emphasis on the P, 
and diffusion approximations. Finally, some more specialized treatments for 
plane and cylindrical geometries will be described. 

3.1b Plane Geonnetry: Spherical Harmonics Expansion 

From the arguments in §2.1c, it follows that, in infinite plane geometry, O can 
be expressed as a function of the spatial coordinate, x, and of the direction 
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cosine, /n, relative to the x axis, i.e., n = SI \, where x is a unit vector in the x 
direction Hence, with (J.^ = Si SI', equation (3 2) becomes 

M ^ ^ ^ + <yMHx, M) = I oAx, Mo)<l>(̂ , t^') dSl' + Q{x, f.) 

r2n ri 

^ Jo '̂ ''' J -1 "'^^' ^°^'^^^' '"'^ '̂ '̂ ̂  ^̂ '̂ ^^' ^̂ -̂ ^ 

where tp' is the azimuthal angle corresponding to the direction Si' 
These results are equivalent to equations (2 4) and (2 5), except that the total 

cross section, a, and the scattering function, a^, are here arbitrary functions of 
position X, whereas in Chapter 2 it was usually assumed that aja is independent 
of position 

The procedure for solving equation (3 3) is similar to that used for anisotropic 
scattering in plane geometry in Chapter 2 First, the scattering function is 
expanded in Legendre polynomials, by writing 

"'six, /̂ o) = 2^ 4^ "sl(x)Piil^o) 
1-0 

and then Piino) is expressed in terms of the Legendre polynomials and associ­
ated Legendre functions of the direction cosines /x and /x' by using the addition 
theorem. Upon carrying out the integration over cp' as described in §2 6a, equa­
tion (3 3) then leads to the result, analogous to equation (2 79), 

2 ^ 
1 - 0 

<^siir)PM J ' ^ 1>( V, iilPiii^') df.' + Q{x, /x) (3.4) 

The angular flux, <I), and source, Q, are now also expanded in Legendre poly­
nomials, and by following the steps described in §2 6a it is found that 

(" + 1) ̂ ^ ^ + n ' ^ ^ -f (2« + ^)aA^)Ux) 

= {In + \)Qr,(x), « = 0,1,2, (3 5) 

where the quantity CTn(x) is defined by 

<^nW = <y{\) - <ysn{x) (3 6) 
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The expansion coefficients î „ and 2n (cf- §2.6a) are given by the orthogonality 
conditions as 

<̂ „(x) = 27r I ' ^ (D(x, i^)PM di^ (3.6a) 

and 

e„(x) = 277 J ' ^ Q{x, f.)PM di^. (3.6b) 

Apart from the treatment here of a and a^ as space dependent, equation (3.5) is 
the same as equation (2.82), in which a was unity. 

Since the Legendre polynomials are complete for functions in the range of 
— 1 ^ /̂ i ^ 1, the set of equations (3 5) is equivalent to the original one-speed 
transport equation m infinite plane geometry. The only assumption made is that 
(Tj IS a function of Si Si' and, as noted in Chapter 1, this is a good approximation 
in most physical situations. 

Although Legendre polynomials were used above to represent the angular 
dependence of the neutron flux, the set of equations (3.5) is said to result from 
the use of the method of spherical harmonics. In plane geometry, however, it was 
not necessary to expand the angular dependence of the flux in spherical har­
monics, because of the symmetry of the angular flux about the v axis, the expan­
sion could be made in those spherical harmonics which are symmetrical about 
the rotation axis, namely, the Legendre polynomials (see Appendix). More 
general situations, where this is not possible, will be encountered later in this 
chapter. 

3.1 c The Pi^ Approximation 

In order to solve the infinite set of equations (3.5) it is necessary to place a limit 
on the number in the set. As explained in §2.4b, this is done by setting 

d<f>N^M _ p, 
dx 

thereby reducing the number of unknowns to A' -f 1. The resulting set of A' -h 1 
equations in A' -I- 1 unknowns then represents the P,^ approximation for the 
one-speed neutron transport problem. 

3.1 d The Pi Approximation 

From the considerations in Chapter 2, it would appear that reasonably accurate 
solutions might be obtained for small A' if the systems under consideration were 
large and neutron absorption small. Most reactors are, in fact, large systems and 
for computing the gross spatial dependence of the flux the P, approximation 
(Â  = 1) has been found to be very useful. 
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In this case, the only equations that need to be considered are those for which 
n = 0 and n = 1 in the set of equation (3.5). Moreover, as seen in §2.4a, the 
quantities 4>o{x) and <j>,{x) which appear in these equations are equal to the total 
flux, <f>{x), and the current in the x direction, J^, respectively; thus, from equation 
(3.6a), 

and 

Mx) = 2 ^ / \ ^(^' /̂ ) dl^ = Hx) 

<l>,{x) = 27r IJ.<t>ix, fi.) dfj. = J{x). 

The two equations from the set in equation (3.5) can thus be written as 

^ + ao(x)^(x) = Qoix) (3.7) 

and 

d<f>ix) 
+ 3c,(x)J(x) = 3Q,(x), (3.8) 

dx 

where, from equation (3.6b), 

Qo{x) = Ini^ Q(x,ti)diJ. 

and 

Q,(x) = 2TT j ^ ^ ^Q(x, M) dfj.. 

If Q{x, /x) is an isotropic source, then Qi{x) = 0. It is of interest to note that, in 
the terminology of §2.6b, OQ is the absorption cross section and a, is the transport 
cross section. 

If the source is isotropic, so that Q, is zero, equation (3.8) becomes a form 
of Pick's law, namely, 

Jix)=-Dix)'^ 

with D = l/3(Ti. This result may be combined with equation (3.7) to give a 
diff'usion equation 

d<l>{x)] 
dx[ D{x)-

dx 
+ a,{x)4>{x) = eo(^). (3.9) 

The procedures for solving these P, and diffusion equations for the spatial 
distribution of the neutron flux will be described later in this chapter. 

It will be seen in Chapter 4 that, in multigroup theory, the source, equivalent 
to Q,, in a group is rarely isotropic. The transition from P, theory to diffusion 
theory will then involve some physical assumptions (§4.3b). 
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3.1 e Boundary and Interface Conditions 

To obtain solutions to the P^, equations, or to spherical harmonics equations in 
general, boundary conditions are required. Thus, for a set of iV -I- 1 ordinary, 
first-order differential equations for the Â  + 1 scalar expansion coefficients, it is 
necessary to have N + I conditions. Furthermore, the set of equations (3.5) are 
not defined at interfaces, where i7„(x) is discontinuous; consequently, interface 
conditions are also required. 

Free-Surface Conditions 

Suppose that a solution for the P^ equations is sought for a region 0 < x ^ a 
and that free-surface boundary conditions (§l.ld) are to be imposed at the two 
surfaces for which jc = 0 and x = a.li was seen in §2.5d that the exact boundary 
conditions cannot be satisfied in a P^ approximation and there is some freedom 
in the choice of approximate boundary conditions. For example, either Marshak 
or Mark boundary conditions can be used. 

For the P, approximation, the Marshak conditions of zero incoming current 
(§2.5d) would be [cf. equation (2.72)] 

and 

f f [<̂ (0) + 3,xy(0)] dt. = 0 

Jo 47r 

J°^£[^(«) + 3^y(a)]rf,x = 0, which lead to the conditions 

7(0) = - i ^ (0 ) and J {a) = i^(a). 

More generally, the requirement of zero incoming current could be represented 
by 

n - J = \<l>, (3.10) 

where ii is an outward unit normal vector. 
For diffusion theory, Fick's law in plane geometry is 

dx 

and then equation (3.10) can be written as 

<(> + 2D^n\ = 0. 
dx 

In general, since 
J = -DV^ , 
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the Marshak boundary condition in equation (3.10) for diff'usion theory becomes 

cf, + 2DV<l,h = 0. (3.11) 

Boundary conditions such as those in equations (3.10) and (3.11) are fre­
quently used to represent a free surface in plane geometry. In diffusion theory, 
the flux is often simply set equal to zero on some extrapolated boundary, as 
described in §2.5d. 

Reflecting and Periodic Boundary Conditions 

It is often required to perform a calculation of the neutron flux for a unit cell of 
a periodic lattice. As an example, consider a regular array of fuel sheets sepa­
rated by moderator in a critical assembly. In these circumstances, a calculation 
can be made for a cell composed of half a single fuel sheet plus half the modera­
tor and then periodic boundary conditions can be imposed (see Fig. 3.1). The 
neutron flux is an even function of fx at .Y = 0 and .v = .Va, so that odd-order 
expansion coefficients would have to vanish at these two points. For example, in 
Pi theory, J would be zero at x = 0 and x = Xa- Conditions of this type are 
sometimes referred to as reflecting boundary conditions, since they would be 
obtained if specular reflecting surfaces were placed at the boundaries. An 
alternative approach is to make the cell run from x = 0' to x = x^ in Fig. 3.1; 
the requirement is then that ^„(0') = ^n('̂ !)) for all values of n considered. These 
are called periodic boundary conditions. Either reflecting or periodic boundary 
conditions will give the required A'̂  + 1 conditions in plane geometry. 

U-CELL—«-! 

0 "a 

0' 

FIG. 3.1 BOUNDARY CONDITIONS IN PERIODIC LATTICE. 
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General Boundary Condition in Diffusion Theory 

In diffusion theory, a variety of situations can be included in the general 
boundary condition 

<̂  + M V^ = 0, (3 12) 

where h is a nonnegative function on the boundary Thus, if A = ID, the free-
surface Marshak condition of equation (3 11) is obtained On the other hand, if 
h is very large, the condition becomes essentially one of zero current (or reflec­
tion) on the boundary As indicated, the function b must be nonnegative, other­
wise, since 4> is positive, the neutron flux would exhibit the unphysical behavior 
of increasing outward beyond the boundary The general boundary condition in 
equation (3 12) will be used from time to time in this chapter and the next 

Interface Conditions 

At various interfaces between different regions in a reactor system, the cross 
sections change discontinuously The expansion coefficients, however, are con­
tinuous across interfaces It was seen m i}l id that fl>(r + 5S2, fi, £ r -I- sji) is 
a continuous function of s In the present context of a time-independent, one-
speed problem in plane geometry, this means that (D(\ + 5/i jx) must be a con­
tinuous function of s It follows, therefore, except possibly for /li = 0, that 
<t>(v, jx) is a continuous function of \ (The special case of ^ = 0 is treated in 
§3 5a ) Since for any /x f̂  0, the angular flux <!> is a continuous function of v, so 
also will be the integrals of O over /x, i e , </I„(Y) Thus, the expansion coefficients 
are continuous functions of \ * 

When localized strong absorbers of neutrons are to be treated in a P^ calcu­
lation, or by any other low-order approximation to the angular dependence of 
the flux, then the interface conditions are often adjusted to give results which are 
in better agreement with "exact" solutions The treatment of such adjustments 
IS usually called blackness theory ̂  

3.2 DIFFERENCE EQUATIONS IN PLANE GEOMETRY 

3.2a Difference Equations in the/"^ Approximation 

A practical method for solving the P^ equations (3 7) and (3 8) is based on 
superimposing a discrete mesh of space points on the region of interest Consider 
a system composed of a finite number of space regions, it is supposed that 

* For P^ approximations of even order, the foregoing continuity conditions are not self-
consistent and must be modified \ they are correct, however, for the odd-order approxima­
tions In reactor calculations, the latter are used much more frequently than approximations 
of even order 
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REGION I 

X1 Xn X^ 
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X^ ^5 ^6 

X 
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FIG 3 2 MESH POINTS IN ONE DIMENSION. 

within each region the cross sections a^ and a^ exhibit no spatial variation. Most 
physical systems can be closely approximated by such a set of discrete regions 
and usually each physical region with a uniform chemical composition will be 
represented by one of these regions. 

In plane (one-dimensional) geometry, a set of points x^. where k = 0,\, , K 
IS chosen such that the boundaries of the problem are at Xo and x^ and there is a 
point at each interface between two regions (Fig. 3.2). The distances between 
successive points should ordinarily be small compared with a neutron mean 
free path, for a typical practical one-dimensional problem, K might be of the 
order of 50. Consider the mesh in the vicinity of x̂ ,̂ as indicated in Fig. 3.3. It is 
possible to derive difference equations which approximate equations (3.7) and 
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FIG 3 3 MESH IN VICINITY OF x^ 
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(3.8) by integrating over a region of x in this figure. If equation (3.7) is integrated 
from Xfc_a/2i to Xfc+(i,2), where 

Xic-ai2) — i(^k-l + ^k) ^tld X)c+(i/2) = ^{Xic + X^ + i ) , 

It is found that 

A + (i/2) - A-(i/2) + ao{x)<l>(x) dx = \ Qo{x)dx, (3.13) 

where Jk + al2^ 's the value of 7 at x = Xfc + (i/2), etc. Since CTQ IS constant between 
any two mesh points, the integrals may be approximated by 

I CTo(x)^(x) dX ~ 7^ < f̂c = feofciPlc 

(3.14) 

1"^^"'^' Qoix) dx . ^"^-'^ \ ^--<-'-' go. = ^kQok (3.15) 

and then, from equation (3.13), 

A + (l/2) ~ Jk-am + ô)c<Pk = ^fc2o*:> (3.16) 

where ^^ and ^o/c are the values of <̂  and go at x = x .̂. 
Similarly, equation (3.8) can be integrated over the interval x^ < Y ̂  x^ + i 

or Yi:_i ^ Y < Yfc to obtain equations for Jt+ai2) and Jic-ai2) in terms of ^ ^ . i , 
<f>k^ and </ifc + i. By using the same approximation for the integrals as before, it is 
found that 

Tk+i ~ Tk + ^''k+ai2) '^k+(.ll2)Jk + ai2) — ^k+ai2)Ql,k+(112) (3-17) 

9k ~ Tk-l + 3o-fc:_(i/2) ^k-ai2yJk-ai2) = ^k-ai2)Ql,k-ai2)- (3.18) 

3.2b Approximation Errors in the Difference Equations 

In deriving equations (3.16), (3.17), and (3.18), the integrals, such as those m 
equations (3.14) and (3.15), were approximated in a very simple manner. Better 
approximations to these integrals could have been used, but the resulting dif­
ference equations would have been more complicated than equation (3.16). 
Experience has shown, however, that in reactor calculations such complications 
are not worth the extra effort required for their treatment.'' Nevertheless, it is 
of interest to consider the magnitude of the error involved in the approximation 
used above. 

Suppose, for simplicity, that the point YJ. does not lie on an interface, so that 
CT(,(x) is a constant in the integral in equation (3.14). The approximation in this 
equation consequently is equivalent to setting 

J, ^ t + (l/2) , . , , . , 

^(x) dx ~ \<t>^. 
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If ^(\) IS assumed to be continuous and differentiable as many times as required. 
It may be expanded in a Taylor series; thus, 

<f>(x) = ^ ( Y J -h (x - xJ< '̂(Xk) + ^i^'^'* <f>"(x^) + , 

where the primes indicate derivatives with respect to x. When this expression for 
<f>{\) IS used in the integral for <f>{x), it is found that 

r*''"'4>{x)dx = A A + [(iA,,a/2,)' - (-iA,_,i,2,)']^(x,) 

+ [ii^k.a,2)r - {-i^k-ai2)f]^^ + . (3.19) 

Hence, equation (3.14) is obtained by truncating equation (3.19) after the first 
term. 

The resulting truncation error can be estimated from the magnitude of the 
first neglected term in equation (3 19) In general, for a nonuniform spacing of 
the mesh points, this will be the second term on the right of the equation. For 
a uniform mesh, however, ^k+ai2) = ^k~ai2) = ^ and then the coefficient of 
(f>'(k) IS zero, the first neglected term is now the third in equation (3 19) and it is 
equal to (J A''/3!)^"(Y;,) In either case, it is evident that the neglected term can 
be made small compared to A -̂̂ j. by selection of a sufficiently fine space mesh. 
I.e., small values of Â .̂ The mesh can be relatively coarse, however, where the 
flux does not change very rapidly, for then ^' and <f>" are small in comparison 
with <f>. Some discussion of the effects of the truncation errors in certain reactor 
calculations will be found in Ref. 4 

As a practical matter, the truncation effects can be examined by varying, e.g., 
halving, the mesh spacing in a problem of interest and determining the magni­
tude of the resulting change in the flux or other calculated quantity. In this 
manner it is found that, as a rule of thumb, the choice of one mesh point per 
mean free path is reasonable Where the flux is changing rapidly in space, a 
somewhat finer mesh is desirable, but where it is varying slowly a coarser mesh 
will suffice. 

3.2c Solving the A Difference Equations 

The system of equations (3.16), (3.17), and (3.18), plus boundary conditions, 
could be solved directly. For application in multigroup diffusion theory in 
Chapter 4, however, it is convenient to solve equations (3.17) and (3 18) for 
A+(1/2) and J^-^n) and substitute in equation (3.16), the result is 

«fc,fc-l^fc-l + «(c,k<̂ )c + O^.k + l'f'k + l = ^k, (3.20) 
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where the coefficients a^_^-i, a^^^, and â .̂  + i are given by 

^k,k + l ~ ~ T T ~ ^k + \,k (3.21) 
->'^k + ai21 ^A:+(l/2) 

^fc.)c-l — ~ T A = ^k-l.fc (3.22) 
•"'•fc-<l/2) ^fc-( l /2) 

dfck = ^oj. — «/£,)£ _i — fl/cJc + i (3.23) 

and ^j: represents the source term 

„ _ A / I 6l,te + (l/2) I gl,fc-(l/2) /•-> ' j ^ . 
-'k — ^k\i0k 5 1" H \^-^^) 

->'^k+ai2) '>'^k-ai2) 

Equation (3.20) can be derived for k = 1, 2 , . . . , Â  — 1, so that there are 
K - 1 equations for the Â  -I- 1 unknowns, îo> ̂ i> <t>2, • • •, <i>K, the neutron fluxes 
at the mesh points. The remaining two equations must be obtained from 
boundary conditions. For a vacuum (free-surface) boundary, it is convenient and 
sufficiently accurate for most P^ calculations simply to set <^^ = <l>^ = Q and let 
Xo and x^ be at some extrapolated boundaries. With these boundary conditions, 
^0 and <t>K can be eliminated from the set of equations (3.20), thereby making the 
number of unknowns equal to the number of equations. 

If the vectors <j> and s, having {^^ and {s^ as their components, are defined by 

and the matrix A, with components a„,m by 

^ 0 0 

flio 

0 
0 

« 0 1 

flu 

^ 2 1 

0 

0 
a i 2 

0.22 

a32N 

0 
0 

« 2 3 

^^33 

N 

then equation (3.20) may be written in matrix form; thus, 

A<i> = s. (3.25) 

It will be recalled that in this equation A and s are known, and<j> is to be found. 
Formally, if an inverse exists of the matrix A, i.e., A"- ,̂ such that A"^A = I, the 
unit matrix, then equation (3.25) could be multiplied by A~^ and solved for<j>; 
that is, 

<|> = A-is. (3.26) 
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The problem of solving for the spatial distribution of the neutron flux is con­
sequently reduced to that of inverting the matrix A. 

For the case under consideration, all values of fl„_„ are zero except those for 
which m = n — I, n, n + I; the inversion of the matrix can then be readily 
effected. More direct methods for finding<|) can, however, be used in the present 
case. As an example, the Gauss elimination method will be described. By starting 
with equation (3.20) with k = 1 and using the boundary condition ^o = 0 (or 
some other boundary conditions that eliminates <f>o), this equation becomes 

«ii^i + ai2'f>2 = si, (3.27) 
and hence 

- a i 2 ' ^ 2 + •̂ 1 
<Pi = 

« i i 

Next consider equation (3.20) with A: = 2; it is found that 

«21'^l + Ct22'f>2 + «23<^3 = ^2- (3.28) 

Upon substituting the value for <̂ i given in equation (3.27), it is possible to 
solve for ^2 in terms of ^3. 

By repeating this process, the equation (3.20) foTk = K— 1 is finally reached 
and since <j>ic = 0, this is 

(1K-I,K-24>K-2 + «Sr-l,K-l^Jf-l = .Jff-i. (3.29) 

But an expression for ^^_2 in terms of<j>K-\ has been obtained from the preced­
ing {k = K — 2) equation, and so equation (3.29) can be solved to obtain an 
explicit value for <J>K-I- The chain of equations can now be reversed to find the 
other values of <j>^. It can be shown that, because the diagonal elements of the 
matrix A are larger than the off-diagonal elements, this scheme is stable for 
numerical work.® The procedure just described is often called the method of 
sweeps'^; the name derives from the fact that two sweeps through the mesh, one 
in the direction of increasing x and the other in the direction of decreasing x, 
are required to determine the solutions. 

The essential point about the method of sweeps is that, in each step, an equa­
tion like (3.27) is solved for the particular component <f>^, which has the largest 
coefficient and then that ^^ is eliminated from the following equation. If the 
reverse procedure had been adopted, namely, if equation (3.27) had been solved 
for ^2 in terms of ^1, and (j>i had been carried through the chain of equations, 
the coefficient of <j>i would increase exponentially. It would then become so 
large that the method would be unstable against numerical round-off errors. 

The solution in the case given above was simple because the matrix A is 
tridiagonal; that is to say, only the elements on the main diagonal and the two 
adjacent diagonals are nonzero. When the geometry is not one-dimensional, 
however, the matrix is more complex, as will be seen shortly, and other methods, 
iterative rather than direct, of matrix inversion are used. These methods take 
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advantage of some general properties of the matrix A, which are evident in the 
simple case already considered. In particular it is apparent from their definitions 
in equations (3.21), (3.22), and (3.23), and (3.14) where bo„ is defined, that the 
elements of A have the following properties: 

(i) an,n > 0; a„,„ < 0 if m ¥= n; a^.m = fl^.n 

(ii) «n.n + l / 0 

(iii) |a„,n| > 

In technical terms, the property (ii) makes sure that the matrix is irreducible; 
physicafly, this means that a neutron can get from any one point to any other 
point in the mesh. Property (iii) implies strict diagonal dominance, i.e., that the 
cross section CTO, defined by equation (3.6) and in accordance with the assumption 
stated after equation (3.1), is positive. The matrix A is then said to be irreducibly 
diagonally dominant. This property guarantees that the matrix is nonsingular and 
has an inverse; a solution for<|> given by equation (3.26) then surely exists.'' 

No mention has been made thus far about conditions at the interfaces between 
the regions in Fig. 3.2. They are, in fact, automatically satisfied by the difference 
equations. Consider a very fine mesh such that all the A values approach zero in 
the vicinity of an interface at Xj.; then it follows from equations (3.16), (3.17), 
and (3.18) that both ^ and / are continuous across the interface. 

The difference equations for the P^ method have been derived by making 
particular approximations to the integrals in equations (3.14) and (3.15). Other 
simple approximations would lead to difference equations like equation (3.20), 
except that the coefficients «„_„ would be slightly different, but they would still 
have the properties (i), (ii), and (iii) enumerated above. Diffusion theory also 
gives rise to the same difference equations although with different coefficients. 
Since diffusion theory is used extensively, it is of interest to develop the appro­
priate difference equations. 

3.2d Difference Equations in Diffusion Theory 

Diffusion theory can be regarded as being equivalent to the first P^ equation, 
i.e., equation (3.7), 

^ + ao(x)^(x) = Q,{x) (3.30) 

together with Pick's law 

/ ( x ) = -D{x)^- (3.31) 

The difference equation corresponding to equation (3.30) is the same as for 
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equation (3.7), namely, equation (3.16). For currents at x^+d^a) and Xfc_(i,2), 
equation (3.31) may be approximated by 

(3.32) A+(1/2) — 

Jk-ai2) — 

r , 9k + l — <Pfc 
^k+ai2) A 

^Jc + (l/2) 

r> <t>k — ^ k - 1 
^k-ai2) A 

^k-(ll2) 
(3.33) 

Upon substituting equations (3.32) and (3.33) in equation (3.16), a difference 
equation of the form of equation (3.20) is obtained with the coefficients 

„ ^k+am _ 
"k,k + l — "A — "k + l,k 

^fc+(l/2) 

^k.k — ^Ofc ~ ^k , f c - l ~" ^k.k + 1 

Dk-i 
A . . , 

_ -^^- (1 /2) _ 
"k.k-1 — ~A — "k-l,k 

and 

Once more it can be shown that the elements of the matrix A have the properties 
referred to earlier. 

In deriving the difference equations, a space region extending from x^-ai2y to 
Xk+ai2) was considered, and the various terms in the equation correspond to 
accountings of the neutron economy. This will be seen more clearly below in 
connection with spherical geometry. Thus, the difference equation may be 
regarded as a neutron balance (or conservation) equation for a small region in 
the system. It is important to have this conservation property in the difference 
equations, so that track can be kept of the fate of all fission neutrons in a 
numerical solution. In a criticality calculation, the balance between the produc­
tion and loss of neutrons is, of course, decisive; it is essential, therefore, that 
neutrons are not created or destroyed in an artificial or uncertain manner. 

3.2e Solution of the P^ Equations 

In the preceding sections a numerical method was described for solving the P^ 
and diffusion theory equations in plane geometry. The P^ equations for higher 
values of A'̂  can be converted into a system of difference equations in a similar 
manner. Several methods are available for solving these equations,^ and one 
versatile technique will be described in Chapter 5. Moreover, it will be seen in 
§3.5b that the "double P^" method is superior to the P^, method in plane 
geometry. Some results obtained by both of these two procedures will be given 
in Chapter 5. 
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3.3 FLUX EXPANSION IN SPHERICAL AND 
GENERAL GEOMETRIES 

3.3a Expansions in Spherical Geometry 

The discussion so far has been concerned with plane geometry and consideration 
will now be given to the application of the spherical harmonics method to other 
geometries. For a system which is symmetrical about a point, spherical co­
ordinates may be used, and it will be shown that the spherical harmonics equa­
tions are then very similar to those for plane geometry. Such systems will be 
treated in the present section, and more general geometries, for which expansion 
of the neutron flux distribution in terms of Legendre polynomials is not ade­
quate, will be described in §3.3c for the Pi approximation. The use of spherical 
harmonics in cylindrical geometry will be taken up in §3.6b. 

For a system which is symmetric about a point, the neutron angular flux is a 
function only of the distance, r, from the point and of /x = Si f (§1.3a), the 
expression for SI V(I) is then given by equation (1.32) with <I> replacing N 
Hence, the time-independent, one-speed transport equation m spherical 
coordinates takes the form 

a<D(r, fi) I - fj.^8^ 
ix —\^-!^ + ^ -^ + "^ 

or r dfj, 

= 2 ^ ~ '^^'('•)^.(M) \[ ^ '^{r, /x')/',(/x') dfx' + Q{r, ^), (3.34) 
i = 0 

where, as in the derivation of equation (3.4), the scattering function, a^, has been 
expanded in Legendre polynomials, and the addition theorem for these poly­
nomials and the azimuthal symmetry of the flux have been used 

If, now, <1) and Q are expanded in Legendre polynomials, as in equations 
(2.80) and (2.81), and the same procedure followed as in §3 lb for plane geom­
etry, It IS found that all the terms in equation (3.34) except [(1 - /i^)/r] t <I>/f/̂  
give terms corresponding to those in equation (3.5) To evaluate this exceptional 
term, the relation 

^' ~ ^^"djr = 2m + 1 f'̂ -̂ '̂"̂  ~ Pr. + iM] 

may be used. The expression satisfied by the expansion coefficients </'„(r) in 
spherical geometry, equivalent to equation (3.5), is then 

(« + 1 ) ( ^ + ^ ) ^ n + i('-) + n{j^ - ^ ) ' ^ „ - i ( / - ) + (2« + l)a„(r)^„(r) 

= (2n + l)e„(/-) « = 0 ,1 ,2 ,3 (3.35) 

This infinite set of equations is similar to that for plane geometry, and P^ 
approximations and the same numerical techniques can be used here, just as for 
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plane geometry. The boundary conditions, however, are somewhat different, as 
will be seen below. 

The two equations for the Pi approximation in spherical geometry are 

(jr + T}-^^'^ + V0^(0 = Qo(r) (3.36) 

and 

^ + 3aiir)J{r) = 3Qi(r), (3.37) 

where, as before, <̂  and J{r) are written for <f>o and <̂ i, respectively. These equa­
tions differ from the corresponding equations (3.7) and (3.8) in plane geometry 
by the presence of the term 27(r)/r in equation (3.36). The reason for this will be 
apparent in due course. 

It IS sometimes convenient to write equation (3.36) in the form 

p J^ WJir)] + 'yo(r)<l>{r) = Qoir). (3.38) 

If the source is isotropic, so that Qi{r) = 0, equation (3.37) may be used to 
eliminate 7(r) from equation (3.38), by writing D for 1/3^1, as in §3.Id, the result 
IS 

~7- Jr [^^ ̂ ] + ''"('•̂ (̂'•̂  = ^°(')- ^̂ -̂ ^̂  

This equation is in conservation form in the sense defined in §1.3b, since upon 
multiplying by a volume element A-nr^ dr, the derivative term in equation (3.39) 
contains no functions of r outside. Use will be made of this fact shortly. 

3.3b Boundary Conditions in Spherical Geometry 

For a spherical region, free-surface boundary conditions can be imposed, as in 
plane geometry, giving (̂A'̂  -I- 1) conditions for a P^ approximation. The re­
maining conditions must be determined at the origin, i.e., at the center of the 
sphere. It is required that the angular flux, O, be finite at the origin; hence, the 
coefficients ^„(0) must be finite for n = 0, 1, 2, , N m a Pf, approximation. It 
can be shown that for analytical work this provides the additional (̂A^ -I- 1) 
conditions.^ 

An alternative condition that is useful for numerical calculations is to require 
that <I> be an even function of/x at the origin, i.e., <̂ „(0) = 0 for « odd This will 
be used in Chapter 5. In fact, the neutron flux should be isotropic at the origin 
in spherical geometry and this condition can also be imposed °̂ In the Pi 
approximation, the current would be set to zero at the origin, i.e., /(O) = 0. 
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3.3c Difference Equations in Spherical Geometry 

Difference equations may be derived for spherical geometry, in much the same 
way as for plane geometry. Consider, for example, equation (3.39) for diffusion 
theory; the fact that this equation is in conservation form is more important 
than in plane geometry, as indicated at the end of §3.2d. If equation (3.39) is 
multiplied by A-nr^ and integrated from rj,_(i,2) to /•fc+(i/2), the result is 

-Anr-D^ 
dr 

+ An r^oo<f> dr = ATTI r^Qo dr. (3.40) 
"•fc-dla) .^''*:-<l/2) • ' ' ' fc-(l/2> 

By assuming, for simplicity, that the cross sections are the same on both sides of 
r^., equation (3.40) may be approximated to 

-A-nr^+^il2)0—V h 4 7 r r k _ ( i , 2 ) / > ' — r 
^fc + ( i /2) ^ ; t - ( i / 2 ) 

H T Vk+(1I2) " >'k-ai2))Tk — ^ ( ' • f c + ( l / 2 ) ~ ''k-ai2))Qoki ( 3 . 4 1 ) 

where A^ + (i,2) = '"k + i — fk, etc. In order, from left to right, the terms represent 
the following quantities net flow of neutrons across the outer surface of the 
region, net flow across the inner surface, absorption, and source. The difference 
equations (3 41) are again of the form of equation (3.20), and the same methods 
of solution may be used. 

In spherical geometry, the conditions at the origin must be imposed in place 
of one of the boundary conditions of plane geometry For spherical geometry, 
the required conditions can be derived from equation (3.40) by integrating from 
r = 0 to r = ri/2. In this way a two-term relation is obtained involving only 4>o 
and 01 It could be written in the form of equation (3 41) by setting <i>^-i = 0 
and r^_ai2) = 0 

3.3d Expansions in General Geometry 

The plane and spherical geometries considered so far are unique in the respect 
that there is everywhere a preferred direction in space, i.e., x or f, and the neutron 
flux IS independent of rotations about this direction. In other words, the flux 
distribution is azimuthally symmetrical. Thus, for these two geometries, the 
directional (Si) dependence of the neutron flux can be specified with only one 
variable, fx. In any other geometry, the angular distribution of the flux will not 
have azimuthal symmetry and so an additional variable is necessary to represent 
direction. Examples of the choice of variables for different geometries were given 
in the appendix to Chapter 1. It is always possible, however, to expand the angu­
lar dependence of the neutron flux in a set of spherical harmonics. 



FLUX EXPANSION IN SPHERICAL AND GENERAL GEOMETRIES 147 

If the unit vector Si is specified by two angular coordinates, i.e., a polar angle 
6 and an azimuthal angle <p, then the expansion for the angular flux in one-speed 
theory may be written as 

00 I 

<D(r, Si) = 2 2 "̂"̂""̂  "̂"̂ '̂ "P̂' 
; = o m 1 

where the functions Yi^ are the spherical harmonics (see Appendix). The latter 
are expressed in terms of associated Legendre functions Pf of ^{= cos 6) and 
trigonometric functions as 

The usefulness of the spherical harmonics depends on the following properties: 
(a) they are a complete set of functions in the sense that any continuous function 
of 6 and cp may be expanded in spherical harmonics, (b) they are orthonormal, 
and (c) when the scattering function, ar^, is expanded in Legendre polynomials, as 
before, the orthogonality of the spherical harmonics leads to simphfications, as 
will be seen in §3.3e. 

When the angular dependence of the neutron flux is expanded in a set of 
spherical harmonics, the resulting equations are relatively complicated, because 
of the streaming term (Si VO) in the transport equation, and they will not be 
given here." The special case of cylindrical geometry will, however, be ex­
amined in §3.6b. 

3.3e The Pi Approximation in General Geometry 

For the present purpose, it is sufficient to consider the Pi approximation only in 
general geometry. This can be derived by systematically truncating the spherical 
harmonics expansion, but an alternative derivation may provide better physical 
insight into the situation. 

It follows from equation (2.57) that, in both plane and spherical geometries, 
the Pi approximation is equivalent to assuming that 

<I)(Y, /x) = ^ [Ux) + 3i^Ux)], (3.42) 

where r will replace Y in spherical geometry. As seen in §3.Id, <f>o{x) is the total 
flux and <f>i{x) is the neutron current in the x direction; hence, in the Fi ap­
proximation, 

'^(x, M) = 1^ Wx) + 3,xJ(x)]. (3.43) 

This relation cannot apply m general since J is usually a vector instead of the 
scalar appearing in equation (3.43), but the latter can be extended to general 
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geometry. In particular, /X/(Y) IS equal to Si J (Y) , so that equation (3.43) may 
be written as 

<D(r, Si) = ^ [.̂ (r) + 3Si J(r)]. (3.44) 
H77 

This result is correct for plane and spherical geometries and it can be proved to 
be the Pi approximation to the angular flux, independent of geometry, by carry­
ing out the expansion in spherical harmonics. 

It will now be shown that the Pi approximation to <D, as given by equation 
(3.44), IS consistent with the definitions of ^ and /. For this purpose, certain 
mathematical identities are required and these are collected for convenience m 
Table 3.1; the coordinate system used in the derivation is given in the appendix 
to this chapter. 

If equation (3.44) is integrated over Si, the result is 

f (D(r, Si) ̂ Si = i - [,̂ (r) j" ^Si + 3J(r) f Si rfSi], (3.45) 

where ^(r) and J(r) have been placed outside the integrals because they do not 
depend on Si. The left side of this equation is simply the total flux ^(r) and the 
values of the integrals on the right side are obtained from Table 3.1. It is then 
seen that equation (3.45) reduces to the identity 

Upon multiplying equation (3.45) by Si and integrating over Si, it is found that 

f Si(l)(r, Si) (/Si = i - L(r) r Si rfSi 4- 3|j(r) f Sijsi fi?Sil. (3.46) 

The left side is, by definition, J(r); by using the second and third identities in 
Table 3.1, the first term on the right side of equation (3.46) is found to be zero 

TABLE 3 1. MATHEMATICAL IDENTITIES 

J rfSi = 477 

{ £ldSl = 0 

J €l(Q.-\)dSl = ^ A 

(" (£2 AXSi B)rfSi = y A . B 

A and B are any two vectors that are not dependent on S2. 
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whereas the second term is J(r). Hence, both sides of the equation are equal to 
J(r), again indicating consistency of equation (3.44). This equation will conse­
quently be taken to represent the Pi approximation for the neutron angular flux 
distribution in general geometry. 

The time-independent form of the one-speed transport equation was given 
in equation (3.2), and it will be repeated here for convenience; thus, 

Si-Va)(r, Si) -I- (T(r)O(r, Si) = |" a,(r, SiSi')<D(r, Si') dSl' + Q(r, SI). (3.47) 

It will be recalled that in obtaining this equation the reasonable assumption was 
made that the scattering function, a^, depends only on Si Si'. Hence, a^ can be 
expanded in Legendre polynomials, Pi{fXo). By use of the addition theorem of 
spherical harmonics (see Appendix), equation (3.47) then becomes 

00 

Si. V(I)(r, Si) + a(r)<D(r, « ) = J 2 ^ 1 ^ "" '̂̂  

I 

X [P:(^)P,(jx') + 2 2 ITT^. ^"('")^''"('^') '̂ °« '"(?' - f'^] 
m = l 

X (D(r, Si') dSl' + e(r. Si). (3.48) 

As before, fx' and <p' are the coordinates specifying Si', whereas /x and <p specify 
Si. (The coordinates might be given in any of the systems in §1.7a, where, how­
ever, the azimuthal direction coordinate has the symbol x or w, rather than 95.) 

If the Pi approximation for 0(r, Si), i.e., equation (3.44), is introduced into 
equation (3.48), all the integrals over Si' on the right side are zero, except those 
for which / = 0 or / = 1 (see Appendix). For / = 0, the quantity in the square 
bracket in equation (3.48) reduces to unity and the integral over Si' gives 
< ŝo('")̂ (r); for / = 1, the square bracket is cos 6 cos 6' + sin 6 sin d' cos (<p — <p'), 
where 6 = cos"^/x and 6' = cos~^/x', and the integral over Si' is equal to 
3asiSiJ. Hence equation (3.48) becomes 

Si.V[,^(r) + 3Si.J(r)] + a[^(r) + 3£i-J(r)] 
= a,o(r)^(r) + 3a,i(r)Si. J(r) + 477e(r, Si). (3.49) 

Integration of equation (3.49) and use of the last identity in Table 3.1, with 
A equivalent to V and B to J, gives 

V-J(r) + ao(r)^(r) = Qoir), (3.50) 

where CTO and go are defined by 

ao(r) = C7(r) - <T,o(r) and Qoir) = f Q(T, Si) dSl. 



150 NUMERICAL METHODS FOR ONE-SPEED PROBLEMS 

Next, equation (3.49) is multiplied by Si and integrated over Si; the result, 
based on the identities in Table 3.1, is found to be 

V^(r) + 3ai(r)J(r) = 3Qi(r), (3.51) 
where 

ai(r) = <7(r) - OsiiT) and Qi(r) = j Sie(r, Si) ̂ Si. 

Equations (3.50) and (3.51) are the Pi approximations to the neutron transport 
equation in general geometry. It should be observed that equation (3.50) is 
exact, since it is precisely equivalent to the time-independent conservation 
equation (1.17). On the other hand, equation (3.51) represents a Pi approxima­
tion; in an exact spherical harmonics equation additional terms, arising from 
the streaming term in the transport equation, would be included on the left side 
of equation (3.51). 

If the source is isotropic, Qiir) is zero and then equation (3.51) may be written 
in the form of Pick's law of diffusion, i.e., 

J ( r ) = -Z)V^(r), 

where D = 1/3(TI. AS in §3.Id, this may be used to eliminate J(r) from equation 
(3.50) to yield the familiar diffusion equation 

- V • DV<t>(r) + ao(r)^(r) = QO(T). (3.52) 

The preceding development has shown the kind of assumptions involved in a 
systematic derivation of Pick's law from the one-speed neutron transport 
equation. Their significance in multigroup theory will be examined in the next 
chapter. 

3.3f The Pi Approximation in One-Dimensional Geometries 

The Pi equations for general geometry involve exactly the same cross sections, 
i.e., ao(r) and CTi(r), as do the Pi equations in plane geometry. The geometry 
enters only through the explicit forms of the gradient and divergence operators, 
apart from the boundary conditions. 

In spherical coordinates, the radial component of the divergence is 

1 djrVr) (d 2\ 
r^ dr ~ \dr "̂  r r " 

and this is just the form in the Pi equation (3.36). For an infinitely long cylinder, 
the current is also radial, so that 

Thus, in three geometries, namely, plane, sphere, and infinite cylinder, where the 
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spatial distribution of the flux depends on only one coordinate, the first Pi 
equation can be written in the general form 

{jr + T}-^^'^ + ''"'̂ '̂•̂  ^ '̂'̂ '•̂ ' ^̂ -̂ ^̂  
where 

« = 0 for plane 
« = 1 for cylinder 
n = 2 for sphere. 

An alternative form of the first term is 

It may be noted, too, that in equation (3.51) the current has a component in only 
one direction and that for spherical or cylindrical geometry V^ = d^ldr. Hence, 
equation (3.51) for these geometries in the Pi approximation may be written 

" ^ + 3ai{r)J{r) = 3Qi{r). (3.54) 

Furthermore, a similar equation would apply in plane geometry with x re­
placing r. 

The diffusion equation (3.52) for the three one-dimensional geometries may 
similarly be written as 

where n has the significance given above. 
It is seen that equations of the same form, namely, equations (3.53) and 

(3.54) for the Pj approximation and equation (3.55) for diffusion theory, are 
applicable to plane, infinite cylindrical, and spherical geometries. Similarly, 
difference equations may be developed for these three one-dimensional geome­
tries and, except for minor variations in the boundary conditions, they can all 
be solved in the manner outlined in §3.2c. Problems in two-dimensional geom­
etry are more complex and these will be considered for diffusion theory in the 
next section. 

3.4 THE DIFFUSION EQUATION IN TWO DIMENSIONS 

3.4a Difference Equations in Two Dimensions 

Difference equations that approximate the Pi and diffusion equations can be 
derived for systems requiring geometrical representation in two (or three) 
dimensions. As in §3.2c, a set of difference equations can be written as a matrix 
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equation which must be inverted to obtain the neutron flux at points in a two-
dimensional space mesh. The matrix is, however, more complicated than that 
for a one-dimensional geometry, so that it is not practical to invert it directly; 
instead iterative methods must be used. Furthermore, the matrix is usually of 
much higher order since many more space points (typically of the order of 10 )̂ 
are required to approximate a two-dimensional system. For three-dimensional 
geometry, the number is, of course, even larger. 

For simplicity, the difference equations will be examined for diffusion theory 
for a system in rectangular geometry in two dimensions. If the space coordinates 
are x and y, the diffusion equation (3.52) for ^{x, y) becomes 

-|(''S)-f,(49 + -̂  = e- <'•») 
A rectangular mesh is constructed consisting of points whose coordinates are, in 
general, 

x̂ . with k = 0, 1, 2 , . . . , Â  
and 

y^ with m = 0, \,2,..., M. 

Let (̂Xfc, 7„) be represented by <l>k,m- As before, it is convenient to have space 
points located on the interfaces between regions. For simplicity, however, in the 
following treatment a single region will be considered in which D, CTQ, and mesh 
spacing are constant. A portion of the mesh is shown in Fig. 3.4. 

FIG. 3.4 MESH POINTS IN TWO DIMENSIONS. 
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Equation (3 56) is now integrated over the small shaded rectangle which is 
bounded by the lines Y = \^ ± ^Ax and y = Vm ± i A / , the result is 

2)Ay 

l2)Ay 
D dyl^) - D (/Y / 

Jv„ (l/2)Ay VX/x^ ai2)Ax Jx^-ai2)hx \C>'/!/„ - (1/2 

r x i + (i;2)Ax /•y„+<i/2)Ay r r 

+ oJ dxi <l>dy=\dx\dyQo (3 57) 
Jx.-al2)Ax j ! /„- ( l /2)Ay J J 

The derivatives are approximated by 

- . + < l / 2 ) ^ ^ < ^ ^ ^ i _ ^ - ^ ^ ^ -^/c.m - <^*: 

(I/2)AA: A X A Y 

^ ^h+l m — '^'f'k.m + 'f'k-l.m 
AY 

and similarly for >, and each integral is approximated by the value of the inte­
grand at the midpoint multiplied by the range of integration; equation (3.57) 
then becomes 

- -D ; ^ [^/t + 1 m - 2<^l m + < l̂, 1 m] - -D ̂  l'f>k.m + 1 - 2^fc.m + <l>km-l] 

+ do A Y A J 4 „ = A Y A J ^ ^ . ^ (3 58) 

or, after collecting coefficients of ̂ ^ ̂ , 

Ay AY 
•^['l>k + l.m + 4>k-l m] - ^ ^ , ' ^ TTZ.i.'I'k + l.m + <l>k-l m] - J^-r-,[</>km + l + 'f'h m-l] 

+ ^,,„[aoAxA>. + 2D^^^ + l ^ j ] = AxAi Q, „. (3 59) 

Although more complicated and somewhat more accurate approximations 
could be written for the integrals in equation (3 57), the simple approximations 
given above are usually adequate for diffusion theory calculations '^ To some 
extent, it is possible to choose between a fine mesh with simple coefficients in the 
difference equations, and a coarser mesh with more complicated coefficients. 

3.4b Two-Dimensional Difference Equations in Matrix Form 

The set of equations (3.59) can be written in matrix form To do this, it is neces­
sary only to introduce a consistent ordering of the <f> terms, so that a rectangular 
array of {<l>k,m} can be represented by a vector, <j> An obvious choice is to start in 
the lower left corner and number a row at a time All boundary points are 
eliminated by the use of boundary conditions, e.g., for free surfaces, by setting 

4>^_r„ = 0 if k = 0or K 
and 

4'k.m = 0 if m = 0 or M. 
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A single index 
/ = 1 , 2 , ,(K-\)iM-\), 

where 
j = k + {m- l)iK - 1), 

is used to identify the vector components, (j>, 
With this ordering to define the components of a vector<|>, the set of difference 

equations (3 59) can be written in matrix form [cf equation (3 25)] as 

Atl> = s (3 60) 

The diagonal components of the matrix A, represented by CTQ AX Ay -f-
2Z)[(AY/AV) -t- (A>/AY)], are once more positive, whereas those off the diagonal, 
e g , — D(A}IAx), are negative or zero, the sum of the off-diagonal elements in 
any one row is less than the diagonal element Thus, the matrix A has diagonal 
dominance and satisfies properties (i) and (iii) of §3 2c It is, however, no longer 
tridiagonal, for in every row there are four nonzero off-diagonal elements, 
except for the rows corresponding to points adjacent to the boundaries, which 
have only three such elements The matrix is still irreducible, but now a, , + i = 0 
for points adjacent to the right and left boundaries, i e , when the pointy is next 
to the right boundary, pointy -I- 1 is next to the left boundary and hence there is 
no term coupling these two points In any event, the matrix A is again irre­
ducibly diagonally dominant, therefore, it has an inverse^^ and equation (3 60) 
can be solved for<j> in terms of s, by writingc|) = A"'s, as before 

3.4c Solving the Matrix Equations by Iteration 

Since It is now not practical to invert the whole matrix A directly, iterative 
methods are used To understand the principle involved, let the matrix A be 
written as the sum of three matrices, i e , 

A = D - U - L, (3 61) 

where D is a diagonal (nonzero entries only on main diagonal), U is an upper 
triangular (nonzero entries only above mam diagonal), and L is a lower tri­
angular (nonzero entries only below main diagonal) matrix 

Because of the diagonal dominance of A, the elements of D are, generally 
speaking, larger than those of U and L This suggests the possibility of moving 
the smaller, off-diagonal terms to the right side of equation (3 60) to give 

D<{> = [U + L]tj> + s, (3 62) 

for which a solution may be sought by iteration First, it is convenient to mul­
tiply both sides of equation (3 62) by D " ,̂ the inverse of D, such that D " ^D = I, 
the unit matrix Since D is a diagonal matrix, every element in D"Hs the recip­
rocal of the corresponding element in D, i e , (D"^)„ = 1/(D)„, hence, D"Ms 
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readily derived from D. As a result of the multiplication by D ^ it is found that 
equation (3.62) becomes 

<|) = D-i[U-f-L]<|>-hD-is. (3.63) 

A guess is now made for <|), namely <j>'°', on the right side of this equation, 
which is then solved for<|>, indicated by<}>'̂ ' on the left. An iterative process can 
then be defined by 

^u + i) = D - ^ U -f L]<j>"> + D ' \ (3.64) 

where <|>"' is the vector which has been found after / iterations. This procedure 
converges to a correct solution, as may be seen from the following considera­
tions. Let the error vector c'" represent the difference between <})*" and the true 
solution <j>, i.e., 

6<" = <})<•> - «J). 

Then €<" satisfies the homogeneous equation 

e(. + i) = D-i[U + L]e"'. 

If the error vector €<"' is expanded as a sum of the eigenvectors of D"^[U -I- L] 
times arbitrary coefficients,* each iteration multiplies an eigenvector by its cor­
responding eigenvalue. It will be shown below that all eigenvalues of the matrix 
D"^[U + L] have absolute values less than unity; hence, it follows that 

e"* - > 0 as /• ^ 00. 

To show that the eigenvalues of C = D"^[U -I- L] are less than unity, it 
should be noted that the matrix C has positive or zero elements and that the 
sum of the elements in any row is less than unity, i.e., 

2 '^'> < 1-

Suppose X is the eigenvector with the largest eigenvalue. A, then 

Cx = Ax. 

If the element Y, IS as large in magnitude as any element of x, then 

or 

A = 2 Q,(x,lx,). 

* Such an expansion is always possible since the eigenvectors of a real symmetric matrix 
form an acceptable basis for this expansion and D"'[U + L] is a real symmetric matrix.'* 

I 
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By taking absolute values and noting that |C„| = C,;, it follows that 

|A| ^ 2 Cd\x>l^'\)-

But since (|x;/x,|) < 1, by choice of /, 

|A| ^^Q,< 1. 

Thus it has been shown that the largest eigenvalue is less than unity; conse­
quently, all the eigenvalues of the matrix D"-^[U + L] must be less than unity. 
The eigenvalue having the largest absolute magnitude is called the spectral 
radius of the matrix. Hence, the foregoing result is that the spectral radius of 
D''^[U + L] is less than unity. 

The iteration procedure described above is sometimes known as the point 
Jacobi or Richardson method.^^ Although it is workable, it is not nearly as 
rapidly convergent as several other iterative techniques. Basically, the reason is 
that the spectral radius of D"^[U -I- L] is usually quite close to unity, and so the 
error dies away slowly. 

3.4d Improved Iteration Procedures 

More powerful iterative methods are available,^^ but their detailed treatment 
lies outside the scope of this text. Brief mention may be made, however, of some 
iterative procedures of interest. The first is motivated by the following physical 
consideration. Suppose that equation (3.64) is being used to obtain the flux 
vector <|>" * '̂. In computing any component of <|>" + ^\ for example ^J' + '̂, only 
values of the flux from the last iteration, i.e.,<j>'", will be used on the right-hand 
side of the equation. It would seem, therefore, that once a new component, 
<i>'}^^\ has been computed, it would be advantageous to use it, instead of <̂ y", for 
determining the subsequent components of tj}*'"^ '̂, i.e., the components f̂"̂ *̂ 
with k > j . Thus, a new flux component would affect the flux calculation bei >re 
the iteration is completed. 

The iterative scheme 
[D - L]<}><' + " = U<J><*' + s (3.65) 

is just such a procedure; it is referred to as the Liebmann or Gauss-Seidel method. 
Since the matrix [D — L] is triangular, including the main diagonal, its inverse 
can be found readily or, what amounts to the same thing, equation (3.65) can be 
solved for <|>""̂ ". Thus, consider equation (3.65) as a set of equations for the 
components of<j>" + ^\ The first contains only one component, i.e., <l>i*''\ which 
can be solved for directly; the second contains two components, i.e., ^i'"^^' and 
^'2'"^", one being known and the other can be solved for, etc. In this way all 
of the (f>f + '̂ can be evaluated successively for 7 = 1,2, . . . . Hence, in deter­
mining <̂ $'"̂ " each of the components of^)"^" is used as it is computed. 
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A further generalization of the foregoing method is suggested by the following 
considerations. If ^$' + *̂ differs significantly from (̂ J", it is reasonable to suppose 
that a better estimate could be obtained by extrapolating somewhat beyond 
,̂ <' + i) given by equation (3.65). In order to do this, equation (3.65) is rearranged 
in the form 

<!>« +1) = D - HU4>i" + Wl ^ » + s], (3.66) 

where the flux vector has been given the subscript L to indicate that the Lieb­
mann iterative procedure is being considered. To obtain an extrapolated estimate 
of<j>" + " no longer equal to<(>i* + ", the quantity {w - 1)(<|)" + " -4>^% where w 
is a constant larger than unity, could be added to the right side of equation 
(3.66). If in this added term4>«+i' is replaced by D-i(U<|><" + L<|>" + " + s), the 
iterative scheme 

<})<• +1) = a ) D - n u < i > « -I- L4><'-^" + s] -I- (1 - a>}4>^'> (3.67) 

is obtained. If equation (3.67) is now multiplied through by D and rearranged, 
the result is 

(D - ioLW*" = [(1 - co)D + coU]<|>«> + ois. (3.68) 

This is known as the accelerated Liebmann method or the point successive over-
relaxation method. The quantity <u is the acceleration parameter and if properly 
chosen gives a very effective iteration scheme. It is readily verified that for any 
o) this equation is satisfied by <|>"* = <j><''̂ '̂ = <}>, the exact solution. 

The optimum value of u> may be estimated by recalling (§3.4c) that the rate of 
decay of an error in the initial estimate of <}>, i.e., <j)*°', is dependent upon the 
spectral radius of a matrix. This spectral radius thus determines the rate of 
convergence of the iterative scheme. If, in the present case, the /th flux iterate 
is again written as 

<!><" = <J) + e<", 

where <}> is the true solution and e*" is the error vector, then it is found from 
equation (3.68) that €<' + " satisfies 

e(i + i) = [D - a>L]-H(l - ">)» + "'U]e<" = C*{wy\ (3.69) 

where this equation defines the matrix C*(a>). From the arguments in §3.4c, it 
follows that the optimum value of co will be that which leads to the smallest 
(absolute) value of the' spectral radius of C*(a)). Methods for estimating the 
eigenvalues of matrices may thus be used for finding the optimum acceleration 
parameter.^'' 

By using the iterative procedures described above, or even better ones,^^ a 
satisfactory solution for the vector <|> can readily be obtained with a fast computer 
even when the space mesh contains thousands of points. It will be seen in the 
next chapter that, in multigroup theory, the iterations for determining the 
spatial distribution of the neutron flux (within a single energy group) are called 



158 NUMERICAL METHODS FOR ONE-SPEED PROBLEMS 

"inner" iterations. This distinguishes them from the "outer" iterations used in 
criticality and related calculations (§4.4d). 

3.4e Difference Equations for More General Cases 

The results in the preceding sections have referred in particular to difference 
equations derived for rectangular geometry. Similar equations may also be 
developed for other two-dimensional geometries,^^ although the geometrical 
factors in the coefficients are more complicated. The same methods of solving 
difference equations can be used in both cases. 

For three-dimensional geometry, the difference equations at a point would 
involve coupling with six other points, rather than with four points as in equa­
tion (3.59). Nevertheless, the same kinds of iterative methods can be employed 
to solve the equations. In three dimensions, however, the number of mesh points 
required to represent a reactor is often so large that the computations become 
impractical. Other approaches will be referred to in Chapters 6 and 10. 

Although the difference equations have been derived here for diffusion theory, 
analogous equations may be readily obtained for the Pi approximation. When 
the Pi or diffusion theories do not represent the angular flux adequately, more 
general expansions in spherical harmonics may be used. Their application to 
plane and spherical geometries has already been considered and will be de­
scribed for cylindrical geometry in §3.6b. For more complex geometries, the 
spherical harmonics methods are so complicated that alternative procedures, 
especially the method of discrete ordinates (Chapter 5) and Monte Carlo 
techniques, have generally been used. 

3.5 THE DOUBLE-Pjv APPROXIMATION 

3.5a Discontinuity of Angular Flux at an Interface 

The Legendre expansion of the flux has an important deficiency in plane geom­
etry. At a plane interface, the neutron angular flux distribution, as a function 
of fx, will generally be discontinuous at /x = 0. But any finite sum of Legendre 
polynomials over the range — 1 < /x < 1 will be continuous at /x = 0, and so 
will be a poor representation of the angular flux near interfaces. This difficulty 
is also responsible for the uncertainty in the free-surface boundary conditions; 
as stated in §2.5d, the boundary conditions cannot be satisfied exactly and 
various approximations have been proposed. These considerations have led 
to the suggestion that separate expansions be used for the angular ranges 
- 1 < ;u, ^ OandO < ^ ^ 1. 

Before proceeding further, it is necessary to clarify the situation concerning 
the behavior of the neutron angular flux across an interface. The angular flux, 
<I>(x, /x), is a function of both x and /x. It has been seen (cf. §3.1e) that, if /x is 
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fixed (and =^0), i.e., for a given direction, the angular density (or flux) must be 
continuous as a function of x across an interface. But, when considered as a func­
tion of IX, with X fixed at an interface, the angular flux is discontinuous at /x = 0. 
That such is the case may be shown in the following manner. 

Suppose there is a plane interface between two media at x = XQ and consider 
the neutrons at XQ having direction cosines -l-eand - e , as represented in Fig. 3.5. 
All the neutrons at the interface having fx = +e will have come from the 
medium at the left of the interface, whereas those with fx = —e will have come 
from the medium at the right. Since the two media are different, 

a)(xo, -l-e) # <D(Xo, - e ) 

for any finite value of e. Hence, the angular flux must be discontinuous at /it = 0. 
The magnitude of the discontinuity can be found from the integral form of the 

transport equation for plane geometry or by starting with the transport equation 
(3.3) in plane geometry and deriving the required integral equation from it. 
The latter procedure will be used here, with equation (3.3) written as 

M ^ ^ ^ + -(xmx, fx) = ^(x, /x) (3.70) 

where q stands for the whole right-hand side of equation (3.3) and is, therefore, 
discontinuous at the interface between two media. The values of a and q in the 
medium at the left of the interface are represented by o-" and q~, respectively, 
and by a+ and ^+ for the medium at the right. If equation (3.70) is divided by /x 

FIG. 3.5 ANGULAR FLUX AT A PLANE INTERFACE. 
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and multiplied throughout by the integrating factor exp [j (CT//H) dx'], it is seen 
that 

^ {<t(x, M) exp [ i I ' a(x') dx'Jj = ^ - ^ exp [ i j ' a(^') rf;c']. (3.71) 

For |[i = -l-e, equation (3.71) is integrated from x = -oo to x = XQ; the result is 

<D(xo, +e) = -J[°^ ^q-ix', + . )exp [ - 1 £ ° <7-(A:'') rfx"]! rfx', 

noting that the neutrons to the right of the interface originate from the medium 
on the left. 

When -l-e is small, the only contribution to the integral comes from x' very 
close to XQ; hence q~ and a' may be set equal to their values at x = XQ; the 
integral can then be evaluated to yield 

On the other hand, when /i = - e , equation (3.71) is integrated from x = oo to 
X = Xo, and when — e is numerically small, it is found in the manner described 
above that 

^^^O' ^ ) - a ^ X o ) 

Thus, the discontinuity in <I> at fi = 0 is given by 

Discontinuity in <I> at /u, = 0 = lim [<t)(x, -l-e) - <I>(xo, -«)] 
e-O 

_ q-{Xo, 0) g^(Xo.O) 
<^'(jfo) •^•"(-Vo) 

The quantities q ̂  (XQ, 0) can be calculated from the right-hand side of equation 
(3.3). 

A simple and obvious example of discontinuity in the angular flux for /x = 0 at 
an interface arises for the case of a free (planar) surface. If, in Fig. 3.5, there is a 
medium at the left of the boundary at XQ, from which neutrons can emerge, but 
there are no incoming neutrons, it follows that 0(xo, ^) is finite for all values of 
^ > 0, but is zero for all fi. < 0. Clearly, therefore, there must be a discontinuity 
in the angular flux for /x = 0 at a free surface. 

By applying the arguments developed above it can be shown that at a curved 
interface, the angular flux will not be discontinuous as a function of direction, fj.. 
Consider a curved interface with a local radius of curvature R, as indicated in 
Fig. 3.6. In this case, neutrons moving with the direction cosine fj, = cos 6, as 
shown, can come from the source 9" over a distance i = IRfj. in the left medium, 
and from the source q* over the remainder of the reversed extrapolated path. 
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FIG 3 6 ANGULAR FLUX AT A CURVED INTERFACE 

Thus, as ;ti -> 0, so .y ^» 0, and the contribution to the angular flux from the 
neutron source q~ (and cross section a~) in the left medium approaches zero 
continuously. Hence, the angular flux will be continuous as a function of the 
direction ix, and there is no discontinuity for ^ = 0.* 

3.5b Yvon's Method 

When separate Legendre expansions are used for the two half-ranges in ;u at a 
plane interface, the treatment is known as the double-F^ approximation or 
J. J. Yvon's method.^^ In this approximation it is possible to satisfy the free-
surface boundary conditions exactly and also to allow for discontinuities at 
interfaces. As a result, the method is remarkably accurate in plane geometry 
(§5.2g). 

In order to examine the double-^jv equations, a time-independent, one-speed 
transport problem will be considered in plane geometry with no source, i.e. 
equation (3.4) with Q = 0; thus, 

/x ^^^^ + <r{xmx, /x) = 2 ^ 4 ~ ^ '^'M^iM j\^i^' M')/'<(/^') dfji'. (3 72) 
1 = 0 

* Although the angular flux is not discontinuous at /x = 0, its derivative with respect to ^ 
will be discontinuous and the flux may change rapidly with t̂ near ^ = 0 Moreover, such 
discontinuities in the angular derivative are present at points outside the interface of Fig 3 6 
and for directions having ii > 0'° 
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In the double P^ approximation, it is assumed that 

N 

nx, M) = 2 (2« + l)[^n" WP„M2M - 1) + <^„-(x)P„-(2^ + 1)] (3.73) 
n = 0 

with the following definitions: 
/'„+(2/x - 1) = /'„(2M - 1) M > 0 

= 0 fi <0 
p-{2fi + 1) = P„(2/x + 1 ) ,x < 0 

= 0 fi^ 0. 
It will be noted that over a half-range the argument (2/x + 1) of the appropriate 
P^ varies between - 1 and -I-1. 

Equation (3.73) may now be substituted into equation (3.72) and the result 
multiplied by Pm{2fj. - 1) or /'m(2/Li + 1); integration over fi from — 1 to 1 then 
gives equations satisfied by <f>^ (x). The left side can be treated in essentially the 
same way as the full Ps expansion and is no more complicated. The right-hand 
side, however, contains terms involving products of the full-range and half-
range polynomials. If the constants / j ,^ and prm are defined by 

Pim = j\Pi(ix)P;;,(,2fi + \)df^, 

equation (3.72) becomes 

i^^m ~±r- + 2;^m ~^r~ ± ^ ^ + MX)K{X) 

= 2 (2/ + \)PLOAX) 2 (2« + \)[ptM(.x) + prn<}>^{x)l (3.74) 
1 = 0 n = 0 

In the particular case of isotropic scattering, the sum over / has but one term, 
for / = 0; it then follows that/)^„ is equal to the Kronecker delta So„ (§2.4b) and 
the right-hand side of equation (3.74) is simply 

<yoix)[4>^{x) + 4>^{x)]. 

More generally, if the cross-section expansion is terminated &t I = L, then the 
sum over n contains only terms with n ^ L. It is seen, however, that, as noted in 
§3.3d, the anisotropic scattering terms are more complicated than in P^ theory.^^ 

With the double-P;^ approximation, free-surface boundary conditions can be 
satisfied exactly. If the problem is over the domain 0 ^ x < a, the free-surface 
conditions are simply 

^n (̂0) = 0 and ^„-(a) = 0. 
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In the one-speed problem, and assuming CT, = 0 for / > 2, the double-P;^ 
equations can be cast into the same form as the few-group diff"usion equations 
(cf. §4.3b) and may be solved in the same way.^^ Another method for solving 
very similar equations is given in §5.2d. In some examples in Chapter 5 it will be 
seen that for plane geometry the double-Pi approximation is remarkably good; 
it is consistently better than the P3 approximation and much better than Pi 
theory. Double-i'jv methods have been found to be useful for treating lattice 
problems which are often well approximated by plane geometry. The double-P^, 
approximation has also been applied in spherical geometry,^* but here it seems 
to have no particular advantages (§5.3b). 

3.6 REACTOR CELL CALCULATIONS 

3.6a The Wigner-Seitz Approximation 

In many reactors the fuel elements are arranged in a periodic manner, so that the 
system, at least in the central part of the core, can be regarded as being made up 
of a number of identical unit cells (Fig. 3.7). In these circumstances, spatial 
distribution of the neutron flux in the reactor will have a periodic fine structure 
which can be found by computing the flux within a unit cell. Such cell calcula­
tions have often been made by the method of spherical harmonics, particularly 
when the fuel element has a simple geometry, e.g., a cylinder as in Fig. 3.7. 
When the fuel elements have a more complicated shape, however, Monte Carlo 
calculations must be used. 

Even when the fuel elements are cylindrical, geometrical problems arise be­
cause the cell boundary is not cylindrical, but more commonly has a square or 
hexagonal cross section. The flux in such a cell will actually be a function of 
three space variables. To simplify the problem, it is first assumed that the cell is 

FUEL ELEMENTS 

~1 .UNIT CELL 

I I 

FIG. 3.7 PERIODIC ARRANGEMENT OF 
IDENTICAL UNIT CELLS. 
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infinitely long; this is usually a good approximation since the ratio of the length 
to the diameter of a unit cell in a reactor is invariably large. The flux thus 
becomes a function of two space coordinates. Next, it is usually assumed that 
the actual cell boundary can be replaced by a cylindrical boundary such that the 
volume of the cell remains unchanged (Fig. 3.8). This assumption is often called 
the Wigner-Seitz approximation, because of its similarity to that approximation 
in solid-state theory. 

The validity of the Wigner-Seitz cell approximation has been examined, with 
particular reference to the transport of thermal neutrons according to diffusion 
theory.^^ Of considerable importance is the choice of boundary conditions to be 
imposed on the cyUndrical cell. In the actual cell, either periodic or reflecting 
boundary conditions (§3.1e) could be used, but with the equivalent cylindrical 
cell the situation is less clear. At first thought, reflecting boundary conditions on 
the cyHndrical surface might seem to be reasonable. If the angular flux is given 
in the system of cylindrical coordinates described in §1.7a, then the reflecting 
boundary conditions would require that 

0(r, ,x, x) = <I'(r, ix,^ - x)-

Such boundary conditions have been found to be satisfactory when the modera­
tor region is several neutron mean free paths in thickness. But when the modera­
tor is thin, the results can be misleading. A possible reason for this can be seen 
from Fig. 3.9.̂ ^ In the cylindrical cell with reflecting boundary conditions, a 
neutron incident on the boundary would generally be reflected in such a manner 
that its path could not intersect the fuel element (Fig. 3.9A) unless the neutron 
were scattered in the moderator. In the actual cell, on the other hand, as indi­
cated in Fig. 3.9B, neutrons "reflected" at the boundary could enter the fuel 
even without scattering. The use of reflection boundary conditions would thus be 

~1,,....-EQUIVALENT 
^ J CYLINDRICAL 

1/ 

'U—UNIT CELL 

J 

FIG. 3.8 CYLINDRICAL CELL EQUIVALENT TO UNIT CELL. 
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FIG. 3.9 TYPICAL PATHS FOR UNSCATTERED NEUTRON IN (A) EQUIVALENT 
CYLINDRICAL CELL, (B) ACTUAL UNIT CELL. 

expected to make the flux too high in the moderator and calculations show that 
such is the case. 

For thin moderator regions, the Wigner-Seitz approximation gives better 
agreement with accurate (Monte Carlo) calculations when other boundary con­
ditions are imposed. The general sense of these conditions is to give a more 
diff"use reflection of the neutrons from the boundary of a cylindrical cell, as 
opposed to the specular reflection in Fig. 3.9. They are often referred to as 
"white" boundary conditions and the precise method by which they are im­
posed depends on the method being used to solve the transport problem under 
consideration. Some examples are given in the next paragraph. 

The cell may be regarded as being surrounded by a purely scattering region at 
the outside of which reflecting boundary conditions are imposed. '̂' A condition 
of zero flux gradient can be used at the boundary.^* In the discrete ordinates 
method (Chapter 5), an isotropic incident current can be imposed to balance the 
outgoing current.̂ ® These procedures have all been used successfully in cell 
calculations. Nevertheless, in novel situations it is advisable to check the results 
for the cylindrical cell approximation and given boundary conditions with those 
obtained by Monte Carlo calculations for the actual geometry. 

3.6b The Spherical Harmonics Method for Cylindrical Cells 

The method of spherical harmonics is often used to compute the neutron flux 
distribution in cylindrical geometry. For the whole reactor, the Pi approxima­
tion or diff'usion theory, as described in preceding sections of this chapter, is 
usually adequate. In an individual cell, however, there are often thin or strongly-
absorbing regions for which Pi theory is not satisfactory. Expansions of the 
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angular flux in spherical harmonics are then sometimes used to obtain better 
solutions of the transport equation. The resulting system of equations is more 
complicated than for plane or spherical geometry (§§3.lb, 3.3c) because of the 
dependence of the angular flux on two neutron direction coordinates. 

The angular flux (in one-speed theory) may be expanded in spherical harmonics 
by writing 

00 I 

i = 0 m = l ^ '' 

where, because of the orthogonality of the associated Legendre functions Pf 
(see Appendix), the expansion coefficients are given by 

'Ar('-) = J _ J ^ ^(r,^^,x)PrMcosmxdxdix. (3.76) 

It will be noted that equation (3.75) contains no terms in sin mx, as would the 
more general expression in §3.3d, since by symmetry O must here be an even 
function of x-

The transport equation may be written in the form of equation (3.48), with 
S2-VO as given for an infinite cylinder in Table 1.2 (§1.7a); thus, 

i'=0 
+ m'y. 

X P?'{p)Pf{ix') COS m'{x - x')Hr, M', X')] dx' d^' -f Q{r, ,x, x)- (3.77) 

Upon inserting equation (3.75) into equation (3.77), the integrals can be evalu­
ated and the result can be written as 

,- 5 r ao) sin X ^'^^ A 
V l - ^ ^ [ c o s x ^ - — ^ — J + a c D 

= Q{r, M, x) + 2 — A ^ ""'^''^ 
i '=0 

X [PM<l>?ir) + 2 2 | F T ^ ! '̂''(f̂ ) ^°^ ""'>( "̂ "'W] • (3.78) 
m' = 1 

To arrive at the set of equations satisfied by the expansion coeflScients <̂ J", 
equation (3.78) is multiplied by PTif^) cos mx and integrated over all neutron 
directions. When the term d^jdx is integrated by parts and use is made of the 
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recursion equations satisfied by the associated Legendre functions, the deriva­
tive terms on the left side can be expressed in terms of <̂J"±V and their radial 
derivatives. The resulting equations can be represented by 

Fr^\r) + Fr\r) + Kr ) - a,,(r)]</>T = QUr), 

where F/""̂ ,̂ /"Z""̂ , and g,„ are defined by 

pm+1 _ 1 + gmo / W H - V , . ^ , n ^"-vi r#r-v , .^ , n ^"-'I'l 
'̂ = wrrArdT + '̂" + '^-r j " [-dT + ('" + ^^-rj 

- ( / - m + !)(/ - /n -H 2) [ ^ ^ - (w - 1) ^ 1 

and 

'̂"" ~ J -1J 0 ^^''''"' ^̂ "̂̂ '̂ ^ ^°^ '"^ '^^ '̂ ''• 

These equations which are satisfied by the expansion coefficients ^f are evi­
dently quite complicated; for a detailed discussion of their use the literature 
should be consulted.^" An alternative way of treating the problem of cylindrical 
geometry, by the method of discrete ordinates, is mentioned in Chapter 5. 

3.6c Use of Cell Calculations 

Once the neutron flux has been computed within a cell, the results may be in­
corporated into the gross neutron diffusion calculation for the whole reactor. 
The usual procedure is to homogenize the cells, giving the materials "effective" 
cross sections in the following manner. The cell calculations would yield the 
reaction and scattering rates for all the materials in the cell for neutrons of a 
given energy (or speed). When the cells are homogenized, the effective cross 
sections are defined in such a way that the reaction rates are preserved when 
integrated over a cell. 

Suppose, for example, that ^^(r) represents the cross section for a given reac­
tion, X, for neutrons of a given energy at position r within the cell. If <̂ (r) is the 
computed flux in the cell calculation, then the effective cross section, a^, may be 
defined as 

so that the over-all reaction rate for the homogenized system will be equal to 
that within the cell. Other definitions of an effective cross section are possible, 
but the one given here is both simple and convenient. 
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Shielding (or disadvantage) factors can also be defined for any kind of 
neutron reaction as the ratio between the actual reaction rate and that which 
would be found for the same material exposed to the volume averaged flux. 
Thus, the shielding factor, S^, for a reaction of type x can be represented by 

' ceU J cell 

where the numerator is the actual reaction rate, i.e., reactions of type x per sec 
per cell of volume K êii, and the denominator is the reaction rate which would 
exist if all the material were exposed to the average flux given by J <̂  dVjV^^^^. 

In terms of Sx, therefore, d^ may be written as 

- <, L i . -^ dV 
•^cell 

If the reactions were taking place in a fuel element of uniform composition 
having a volume Ff„ei, then \ a^ dV would be equal to cr̂ K̂f̂ ei. Under these 
conditions, 

O'x'^cell = ^x'^x'^tuei-, 

where both sides represent the reaction rate per cell and per unit flux. 
By using such effective cross sections or shielding factors, all reaction rates in 

the homogenized cell will be equal to those in the actual heterogeneous cell. 
The treatment of leakage (or streaming) effects in homogenized lattices is more 
difficult. In some systems,vneutrons can diffuse more freely parallel to the fuel 
rods, e.g., in coolant channels, than perpendicular to them. Hence, in a homog­
enized core the diffusion coefficient will depend to some extent on the direction 
of the flux gradient. This complicated problem will not be treated here, but the 
interested reader may be referred to the literature.^^ 

3.7 CONCLUSION 

3.7a Other IVIethods for Solving the Transport Equation 

All the methods for solving the neutron transport equation in this chapter have 
been based on the expansion of the directional dependence of the neutron 
angular flux in spherical harmonics (or Legendre polynomials) and then deriving 
equations for the expansion coefficients by using the orthogonality of the 
polynomials. 

Expansions in other sets of orthogonal polynomials are possible and for the 
one-speed problem in plane geometry the Chebeyshev, Gegenbauer, and Jacobi 
polynomials have been tried, among others.^^ But there has been relatively little 
use of such expansions, partly because the Legendre polynomials have certain 
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advantages For example, it has been seen that, in plane geometry, the first two 
terms of the expansion represent the total flux and the current, respectively and 
so have clear physical significance, more generally, the first four terms of the 
spherical harmonics expansion will be the flux and three components of the 
current vector Furthermore, it is easy to treat anisotropic scattering and as 
seen in §3 lb and §3 3e, this does not introduce any coupling between the 
equations for the various Legendre components 

Another general method, in which Si is treated as a discrete rather than as a 
continuous variable, will be developed in Chapter 5 In addition numerical 
methods based on the solution of the integral form of the transport equation are 
sometimes useful and one will be described in Chapter 7 in connection with the 
problem of neutron thermalization 

When the geometry is too complicated for explicit treatment by any of the 
procedures mentioned above, various combinations of solutions in simple 
geometry are often employed An example was just given, in v}3 6c where the 
neutron flux was first computed in a cell and the cell was then homogenized for 
representation of the gross flux throughout the reactor in a P, (or similar) 
calculation An approach of a quite different type is the synthesis of two-dimen­
sional fluxes from the solutions to one-dimensional problems (f}6 4j) Finally 
Monte Carlo methods are useful for treating complex geometries 

Other numerical techniques have been used for the solution of certain neutron 
transport problems Among these, mention may be made of the method of 
moments^^ which has been applied to compute neutron penetration through 
homogeneous media, e g , in shielding calculations Studies have also been 
made of the method of invariant imbedding,^'' a technique whereby a linear 
transport problem with boundary conditions at two ends of an interval is re­
placed by a nonlinear problem with conditions at a single boundary It is not yet 
clear, however, if this method will prove useful in practical reactor problems 

3.8 APPENDIX TO CHAPTER 3 

In order to derive the identities given in Table 3 1 the direction SI is first 
expressed in cartesian coordinates, i e , 

SI = n^x + Uj,y + i2 z (3 79) 

In polar coordinates (see Fig 1 1) 

Ov = sin 9 cos <p 
Qy = sin 6 sin 9 
Q_ = cos 6, 

and hence 

\ dSl = \ sin e dd dq> 
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By using these coordinates, it is seen that 

Q^dSl = ^ QydSl = ^ Q.dSl = 0 

( nidSi= r 02 c/Jl = i Q.ldSi.= 4n 
3 

J D^Dj, dSi. = Q^D, dSl = Q^Q, dSl = 0 

and thus the results in Table 3 1 can be obtained 

EXERCISES 

1 Develop a detailed derivation of equation (3 5) 
2 Make the expansion in spherical harmonics as given m §3 3d and show that this 

can be reduced to equation (3 44) for the Pi approximation 
3 Carry out in detail the derivation of equation (3 49) from equation (3 48) 
4 Derive difference equations for Pj (or diffusion) theory in two-dimensional 

(r, z) geometry ^̂  Express them in matrix form and verify that the matrix has the 
desired properties 

5 Consider a hypothetical problem in which <{> and s are vectors with two com­
ponents and the matrix A m equation (3 60) is given by 

•l\ 
A c: ) 

where a > 1 It is desired to solve equation (3 60) by the point successive over-
relaxation method, 1 e , by using equation (3 68) Determine the optimum acceler­
ation parameter, w, for a = | "̂̂  For what range of M will this method be superior 
to the Liebmann method, 1 e , OJ = 1'' 
In solving a system of diffusion theory difference equations in two dimensions, 
e g , equation (3 60), it is possible to regard the flux components in a given line of 
the two-dimensional array as the unknowns at any instant and to use one-dimen-
sional methods to obtain them This is known as the "line relaxation" method 
Suggest an iterative scheme for solving the two-dimensional equation using this 
method The merit of the procedure may be evaluated by reference to the 
literature ̂ '' 
Consider a spherical region of radius R in which there is a uniform and isotropic 
source of neutrons, the neutron cross section in the region is assumed to be 
negligible Compute the angular flux (in vacuum) at a point r outside the sphere 
Discuss the relevance of the result to the considerations at the end of §3 5a 
(especially the footnote) 
Consider a reactor lattice in which a cell has a hexagonal cross section It is 
desired to make a two-dimensional diffusion-theory calculation of the flux m 
such a cell By symmetry, only one-sixth of the hexagon, 1 e , an equilateral 
triangle, needs to be considered and suppose that an equilateral space mesh is 
imposed Start from the diffusion equation in (x, y) geometry and devise an 
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approximat ing 7-point difference equat ion to apply at any interior point , i e , no t 
on a n interface Does the difference equat ion derived depend on the choice of the 
X direction "̂  Devise a consistent ordering to write the difference equat ions in a 
matrix form and suggest some boundary condi t ions t o el iminate the bounda ry 
points Discuss the propert ies of the matrix ^° 

9 Derive equation (3 74) 
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4. SOLUTION OF THE 
TRANSPORT EQUATION 
BY MULTIGROUP 
METHODS 

4.1 INTRODUCTION 

4.1a Outline of the Multigroup Method 

In this chapter, the energy-dependent neutron transport equation will be con­
sidered and some practical and widely used methods for its solution will be 
developed. These methods are based on the expansion of the directional de­
pendence of the neutron angular flux in spherical harmonics (or Legendre poly­
nomials), as in Chapter 3. Furthermore, the energy variable is not treated as 
being continuous, but the range of interest is divided into a finite number of 
discrete energy groups. Division of the neutron energy into a number of groups 
has led to the use of the term multigroup method or multigroup theory. 

It will be seen that for each energy group there is a one-speed problem which 
may be solved by the methods of the preceding chapter. For simplicity and 
because they are commonly used in reactor calculations, emphasis will be 
placed on the Pi and dilTusion approximations. 

4.1b Comments on Other Methods of Solution 

It is of interest to consider, first, some other approaches which have been taken, 
in particular the extension to energy-dependent problems of some of the methods 

173 
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used for one-speed theory in Chapter 2. In §2.2, the method of separation of 
variables was developed to obtain exact (or very accurate) solutions in simple 
cases. This method has been extended to treat energy-dependent problems in 
plane geometry,^ the energy dependence being included either by allowing 
discrete energy groups or by expanding the energy dependence in modes. Such 
procedures could be used to obtain accurate solutions to a few test problems. 
Since a computer is usually required for the calculations, however, it has proved 
more convenient in practice to obtain the desired accurate solutions to test 
problems in other ways, e.g., by the discrete ordinates method (Chapter 5) or by 
Monte Carlo techniques. 

Fourier transform methods have been applied to energy-dependent problems 
both for infinite media ̂  and the so-called bare homogeneous reactor. In the 
latter case, this somewhat heuristic approach has led to "asymptotic reactor 
theory." ̂  These methods will be discussed only briefly here and primarily as a 
means for finding group cross sections in §4.5. 

4.1c Treatment of Variables 

The time-independent neutron transport equation involves three independent 
variables, namely, neutron direction SI, energy E, and position r. There are 
several possible ways for treating these variables. In the approach to be adopted 
here, the dependence of the neutron angular flux on Si is expanded as a series of 
orthogonal polynomials, whereas the other two variables appear in discrete 
form. It is of interest to consider if other approaches, in which, for example, 
energy or space dependence is expanded in a few modes, might be equally 
fruitful. In practice, however, this has been found not to be so, and the treatment 
described in this chapter has proved to be more versatile than these alternatives. 

In the first place, the range of angular variables is clearly fixed, and the kinds 
of angular dependence the neutron flux will have within that range are much the 
same in different problems. On the other hand, the dependence of the flux on 
energy and position will be completely different in, for example, a small fast 
reactor and a large thermal reactor. Nevertheless, for a limited number of 
reactor types, it may be possible to approximate the energy dependence of the 
flux by a few, perhaps one or two, terms (modes) of an expansion.* In addition, 
for systems with large (in mean paths) simple regions, such as the bare homo­
geneous reactor, the spatial distribution of neutrons can also be approximated 
by one or two modes. It is for such systems that asymptotic reactor theory is 
useful. Although expansions of the neutron flux in simple energy or space 
modes may be useful in special cases, they are not capable of treating the great 
variety of systems for which solutions can be obtained by the multigroup spherical 
harmonics method. 

Another approach is to abandon the use of modes altogether and to take all 
variables, including Si, to be discrete rather than continuous. This procedure 
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will be described in Chapter 5 in which the method of discrete ordinates and the 
discrete 5^ method are developed. These "altogether discrete" methods can 
also be used to treat a variety of problems of practical significance. 

4.2 SPHERICAL HARMONICS EQUATIONS IN 
PLANE GEOMETRY 

4.2a Introduction 

Consideration will now be given to the development of the multigroup spherical 
harmonics method for energy-dependent problems. Since all the geometrical 
considerations are the same as for one-speed theory, as described in Chapter 3, 
most of the discussion in the present chapter will be concerned with plane 
geometry. Occasionally, however, results from Chapter 3 will be used to obtain 
equations in more general geometry. 

4.2b Expansion of the Scattering Function 

The time-independent neutron transport equation in plane geometry may be 
written 

,'-^^^Koix,mix,,,E) 

G(X, E')f{x; S2', E' -> Si, E)0{x, ix', E') dSi' dE' + Q{x, /x, E). (4.1) 
/ / 

It will be assumed, as in §3. lb, that the angular variation of the scattering func­
tion,/, depends only on the scattering angle, IJLQ = SiSi'. Then cr/'may be ex­
panded in a set of Legendre polynomials of /MQ ; thus, 

a{x, E')f{x; Si', E' -^Si,E) = a{x, E')f{x; E' -> E, /̂ o) 

= 2 ^ 1 ^ <^' ^' ^ E)Pii.,), (4.2) 
( = 0 

where the expansion coefficients, CT,(A:; E' -> E), are given by 

aix; E'-^E) = 277 J ' ^ c{x, E')fix; E' ~> E, /xo)^i(f^o) ^/^o- (4.3) 

If the expansion of equation (4.3) is inserted into equation (4.1), use of the addi­
tion theorem for Legendre polynomials and integration over azimuthal angles 
(§2.6a) gives 

/̂  I? + '̂ '̂  = 2 ^ ^ '̂(-̂ ^ J "'̂ '̂ ̂ ' ̂  ̂ ^ J-i '̂ ^̂' ̂ ''' ̂ '̂  
1 = 0 

X P,(/^') d/x' dE' + Qix, IX, E). (4.4) 
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Before proceeding, it is of interest to examine the expansion coefficients for 
some special cases. If the neutron scattering is isotropic in the laboratory system, 
as It IS approximately for fission and for inelastic scattering from heavy nuclei, 
then only OQ IS nonzero. For the more interesting case of elastic scattering (cross 
section (Ts), from a stationary nucleus of atomic number A, that is isotropic in 
the center-of-mass coordinate system then (§l. lb) 

<T(X, E')f{x; E' -> E, /Xo) = '^;(^' ^'^ s(f.o - S) if aE' ^ E ^ E' 

277(1 - a)t ^4 5^ 

= 0 if E > E' or E < a£" 

where, as in § 1.1b, 5 is defined by 

^ - \ [iA + 1 ) V | - iA - l)J^ 
and a IS given by 

a^[{A- l)l{A + l)f. 

Upon insertion of this result into equation (4.3), the expansion coefficients can 
be written as 

(7,(x; E'^E)= "/''' ^'l P'(^) if aE' ^ E^ E' 
(1 - cc)£ (4.6) 

= 0 if E > E' or E < ocE'. 

It follows, therefore, that within the energy range which can be reached by 
elastic scattering from energy £" there are an infinite number of a, values. 

More generally, an elastic scattering cross section, isotropic or anisotropic, 
may be expressed as a Legendre polynomial series in the center-of-mass scatter­
ing angle co. Instead of equation (4.5), the cross section may now be represented 
by 

CT(X, E')f{x; E' -> E, /Xo) dE 

2 2« -I- 1 
4^ f^snix, £')/ '„(cos w) fif COS OJ 8(/XO - 5 ) . (4.7) 

n = 0 

Since, for elastic scattering^ 

(A + \f 
cos O) = 1 — 

( ' - ! ) • 2A 

it is possible to eliminate cos w from equation (4.7) to give 

a{x, E')f{x; E' -> E, /Xo) dE 

1 ^ 2n + I . „,. _ r, {A + If 
(1 - a)E 

n = 0 

X 8(/xo - S) dE. (4.8) 
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The expansion coefficient is then found from equation (4.3) to be 

with the expression for S being written out in full. 
Equation (4.9), or even equation (4.6), is complicated enough to be formidable 

for hand calculation. With the availability of digital computers, however, the 
task is relatively simple. Microscopic scattering cross section data are usually 
stored on tape and are processed before any multigroup cross sections are 
derived for use in a transport calculation (see §4.5a). 

4.2c The Spherical Harmonics Equations 

The angular distributions of the neutron flux and the source may now be 
expanded in a set of Legendre polynomials (§2.6a); thus. 

(D(x, fx, £) = 2 ^^^^ '̂"( '̂ '̂ ^̂ -̂ ^̂  (̂ -'̂ ^ 

Q{x, t^,E) = ^ ^ ~ - Qjyx, E)PJfx), (4.11) 

where 

and 

<A„(x, £) = J (D(x, /x, £)P„(/x) dSi = 277 J ' ^ (fix, M, £)i'„.(/x) dfx (4.12) 

Q^ix, £) = 277 J ' ^ Qix, /x, £)P„(/x) dfx. (4.13) 

These expansions are now inserted into equation (4.4) and the result is multi­
plied by Pnifi)', upon integration over ju. from — 1 to 1, and using the orthogo­
nality of the Legendre polynomials, the energy-dependent spherical harmonics 
equations are obtained as 

in + 1) ! ^ - | ^ ) + „ ^ + (2„ + l).(;c, E)<f>. 

= (2« + 1) J C7„(x; E' -> E)Ux, E') dE' + (2« + \)QJ,x, E). 

« = 0, 1,2, 3 , . . . . (4.14) 
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This infinite set of differential equations, for « = 0, 1, 2, 3, , is equivalent to 
the original neutron transport equation (4 1) As m §3 Ic, the P^ approximation 
is obtained by considering the first A' -I- 1 of this set and letting d(j>^ + il8x = 0; 
this is equivalent to truncating the expansion in equation (4.10) after N + 1 
terms. 

So far, the procedure has been the same as in Chapter 3, except that energy 
appears here as a variable Similarly, the usual boundary conditions given in 
Chapter 3 may be imposed, again with energy included as a parameter. It 
should be noted, however, that the scattering integrals in equation (4.14) contain 
contributions from energy E'. These terms act as an anisotropic source as far as 
the neutrons of energy £are concerned. 

4.2d The Pi Approximation and Diffusion Theory 

As in Chapter 3, <j>o is identical with the total flux, 4>, and </>i with the neutron 
current, J, in the v direction, from equation (4.14), the Pi equations (n = 0 and 
« = 1) can consequently be written as 

^Jh^ + a(v, £)</,(Y, E) = i ao(v; E' -^ E)<l>ix, E') dE' + Q^ix, E) (4.15) 

and 

'-^^ + Mx, E)Jix, E) 

= 3 f oiix, E' -> E)Jix, E') dE' + 2>Qiix, E). (4.16) 

For a wide variety of reactor problems, the Pi approximation has been found 
to be very useful Briefly, these problems may be described as either involving 
survey calculations, for which high accuracy is not required, or calculations on 
large systems, in which the important regions are several neutron mean free 
paths in thickness For such large systems, the angular flux can, for the most 
part, be represented by the first two Legendre polynomials. 

Furthermore, an experienced reactor analyst can frequently obtain accurate 
results from the P^ approximation even in situations where it is not strictly 
applicable In particular, cross sections can be adjusted to give agreement with 
experimental data, e g , by the use of synthetic kernels,^ or accurate transport 
theory results can be incorporated into the weaker portions of the Pi analysis.'' 
With the development of faster digital computers and the availability of better 
cross section data, many of these techniques are now lapsing into disuse, 
whereas others are too specialized for discussion in this book. Nevertheless, the 
Pi approximation (and the related diffusion theory) are used extensively in 
reactor analysis and so they will be considered in detail here. 

Before casting the Pi equations into multigroup form, the relationship 
between the Pi approximation and diffusion theory will be examined. It will be 
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observed that, in the Pi equations (4.15) and (4.16), coupling between the 
various neutron energies is present through the integrals over energy on the 
right-hand sides. Such integrals can be incorporated into the multigroup 
formulations (§§4.3a, 4.3b), but the scattering integral in equation (4.16) has 
often been approximated in a form leading to an energy-dependent diffusion 
theory. The reasons for this are, to some extent, historical, since the first multi-
group methods^ were developed starting from age-diffusion theory, rather than 
from transport theory. Furthermore, the methods for solving diffusion theory 
equations have a particularly firm mathematical basis (§4.4f). 

In any event, the essential postulate of diffusion theory is that the neutron 
current, which is /(x, E) in the present case, is given by a diffusion coefficient 
multiplied by the gradient of the flux; thus, 

Jix, E)= - Dix, E) ^^^^- (4.17) 

Equation (4.17), which is a form of Pick's law, is now used, instead of equation 
(4.16), to eliminate / from equation (4.15) to give the diffusion equation 

- ^ [Dix, E) ^ ^ ^ ] + o (X, E)<i>ix, E) 

= J ao(x; E' -> Emx, E') dE' + Qo{x, E). (4.18) 

This equation has been used extensively as the basis for multigroup calculations. 
It is of interest, therefore, to examine the diffusion theory equation (4.18), and 
to consider in what sense it is an approximation to the Pi equations (4.15) and 
(4.16), and what might be a reasonable choice for Z)(x, E). 

It will be recalled (§§2.6b, 3.Id) that, for the one-speed problem, diffusion 
theory is equivalent to the Pj approximation provided the source is isotropic. In 
the energy-dependent situation, however, as in equation (4.16), both Qi and the 
integral (scattering) term act as anisotropic sources of neutrons at energy E; the 
equivalence between Pi and diffusion theories is consequently destroyed. If the 
source and scattering were isotropic, <TI and Qi would both be zero and then 
equation (4.16) would be equivalent to Fick's law with the diffusion coefficient 
being equal to 1/3CT(X, E). Although it is frequently a good approximation to 
regard the source as isotropic, so that Qi = 0, it is seldom possible, however, to 
take the scattering to be isotropic. Hence, it is necessary to approximate the 
integral in equation (4.16) in order to arrive at a simple and reasonable ex­
pression for the diffusion coefficient. 

Suppose that the source is isotropic, i.e., Qi = 0; then equations (4.16) and 
(4.17) would be the same provided the diffusion coefficient 

1 r f diix; E' -^ E)Jix, E') dE'i - i 
Dix,E)=-[aix,E)-^ j ^ ^ ^ J . (4.19) 
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A simple approximation to the integral can be obtained by expanding it in a 
Taylor series in the lethargy (see §4.7d) and retaining only the first term. An 
equivalent result follows from the heuristic argument that the integral represents 
a contribution from the slowing down of neutrons having energies £" > E; this 
is almost the same as the slowing down from E to lower energies, i.e., 

f oiix; E' -> E)Jix, E') dE' x f ai(x; E-> E')Jix, E) dE'. 

This result may be written in the form 

f C7i(x; £" -> E)Jix, E') dE' 7t cro(A:, E)p.oix, E)Jix, E), (4.20) 

where 

and 

<7o(x, E)=( (xoix; E -> E') dE' (4.21) 

\ (jiix;E-^E')dE' 
i^oix, E) ^ j • (4.22) 

J CTo(x; E-^ E )dE 

That /xo(x, E) represents an average scattering angle, as the symbol implies, 
follows from the definitions of CTQ and OTJ given by equation (4.3). When the values 
are inserted into equation (4.22), it is found that 

/ ,-x /J 1^0fix; E-> E', /Xo) dfio dE' 
jioix, E) = ~ 

jjfix;E^E',fXo)d^xodE' 

and so /Zo is the average of the scattering angle /XQ-
If the integral in equation (4.19) is approximated by equation (4.20), the 

result is 

Dix, E) = ^[oix, E) - fioix, £)ao(x, E)r\ (4.23) 

This expression for the diffusion coefficient is commonly used; it is, in fact, a 
natural generalization of the equation for Dix) in one-speed theory (§2.6b). 

It is thus seen that diffusion theory represents a form of the Pi approximation 
in which the contribution of the anisotropic scattering to the energy transfer has 
been approximated. In many instances this approximation is a good one, as will 
be seen in §4.7, where the relationship of Pi theory to age-diffusion and other 
theories will be examined. For situations involving large energy transfer and 
anisotropic scattering of neutrons, e.g., with hydrogen, the approximation lead­
ing to diffusion theory would not be expected to be satisfactory. 
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4.3 THE P„ MULTIGROUP EQUATIONS 

4.3a Energy Groups and Group Constants 

The energy-dependent P^ equations (4.14) will now be put into multigroup 
form. Multigroup theory does not imply any restrictions on the energy-depen­
dent cross sections; hence, these cross sections may be very complicated func­
tions of energy, as they often are in reality. 

The first step in the development of multigroup theory is to divide the neutron 
energy range of interest, i.e., Emm < £̂  ^ ^max. into a finite number, G, of 
intervals separated by the energies Eg, where g = 1, 2, 3, , C, as shown in 
Fig. 4.1. Each energy interval is called a group and the number of the group is 
the g value for the lower energy limit. The order of numbering is such that as 
? increases, the energy decreases, i.e , Eg > £", + i. Consequently, if a neutron is 
generated in fission in group I, it may then pass during moderation from group 1 
to 2, from 2 to 3, and so on, or, in general, from g' to g with g > g'. The usual 
strategy adopted in solving the multigroup equations proceeds by first solving 
the equations for group I, then for group 2, and so on. 

For an accurate multigroup calculation, the neutron energy interval would be 
divided, typically, into 20 (or more) groups. Whenever possible, the energy range 
for a group is chosen so that the variation of important cross sections within the 
group is kept reasonably small That is to say, the group boundaries are selected, 
if possible, to correspond to neutron energies where cross sections undergo a 
marked change Apart from such special circumstances, howe\er, the groups are 
often chosen so that £, £ , , i is roughl> constant, i e., at equal lethargy intervals 
(sM.7a). 

The next step is to integrate the energy-dependent P-, equations (4.14) over 
the group energy interval, i.e., £, < £ ^ £, i If the integral over £ ' is ex­
pressed ds the sum of integrals over all the energy groups, i.e., 

dE' = y dE', 

the result is found to be 

d\ d\ g(^)'Pn g ( \ ) 

0 

= (2« + 1) 2 <^'.,-.,(\)'^n,(\) + (2« + \)Qr,gi\). 
a 1 

H = 0, 1,2, ,? = 1,2, , G (4.24) 

The group flux expansion coefficients, 4>n g^ are defined by 

KM = T' ' U^-t')dE' ^ I Ux,E')dE' (4.25) 
J E „ Jg 
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FIG 41 DIVISION OF NEUTRON ENERGY RANGE INTO G GROUPS 

and the group cross sections, or group constants, as they are commonly called, 
are defined by 

I oix, E)Ux, E) dE 
ĉ n , ( x ) = -̂  ITTV^ (4.26) 

and 

a 
i 4>J,\,E') \ oJx,E'^E)dEdE' 

(v) = ^' •'̂  , ^ ; ^ (4.27) n g ~*g\ •/ — i , \ 
'Pn.g (V) 

The quantities defined by equation (4 27) are sometimes known as the transfer 
cross sections, since they refer to the transfer of neutrons from group g' to group 
g, including g = g'. It should be noted that if the total cross section were 
independent of E, i.e., CT(X, £) = C7(Y), then o-„ ^(T) would be equal to cr(x) for 
all values of n. Thus, a„ ^ is found to be largely independent of n. On the other 
hand, (T„ ̂  ̂ <, usually depends strongly on n, because it is defined in equation 
(4.27) in terms of the cross section, a„. 

It IS important to observe that the set of multigroup equations (4.24) are still 
exact and equivalent to the transport equation. But they involve the group 
constants and hence, according to equations (4.26) and (4.27), the functions 
<f>nix, E) Within the various groups, and these functions are not known. This 
point may be understood better by supposing that a group structure be set up 
with only a single group to span the whole energy range of interest. The result 
would then be simply a one-group (or one-speed) problem, which could be 
used for the exact determination of eigenvalues (§4.4), reaction rates, etc. Such a 
representation is, of course, not likely to be useful because the appropriate 
one-group cross sections would not be known. These require a knowledge of the 
weighting functions, <̂ „(x, £) , as stated above. For a satisfactory one-group 
calculation, the energy dependence of the neutron flux, i.e., of the weighting 
functions, over the whole range of interest would have to be known accurately. 
Consequently, the one-group method is not useful for solving the transport 
equation. 

In a simple system or one in which the energy dependence is well understood, 
acceptable accuracy may be achieved by the use of a few groups. In most cases, 
however, a considerable number, e.g., about 20, of energy groups is used. The 
energy variation of the flux must then be known reasonably accurately in the 
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groups where there is fine structure, caused by resonances or thermalization, for 
example, for the other groups, a less accurate estimate of the energy dependence 
IS usually adequate. 

The purpose of the foregoing discussion is to emphasize the importance in 
multigroup theory of an accurate knowledge of the group constants, and this 
depends on the evaluation of the energy dependence of the flux within each 
group, I.e., on the values of 0„(x, £) . Some ways of estimating their dependences 
will be described in §4.5, and a variational method for deriving them in a self-
consistent manner will be discussed in Chapter 6. 

Examination of equations (4.26) and (4.27) shows that the group cross 
sections are functions of position, in fact, if the quantities <̂ „(x, £) depend on 
position and energy in a nonseparable way, the group cross sections will be 
space-dependent even if a and a^ are not In practice, a reactor is usually divided 
into a number of regions of uniform chemical composition, for calculational 
purposes, and within each region the group cross sections are taken to be in­
dependent of position It IS possible, however, to divide up a region of unifoi m 
composition into several parts with different ^„ and, hence, different group cross 
sections. In some situations, e g , in burnup problems (Chapter 10), the group 
cross sections may be different at each spatial mesh point in the reactor. 

If the variation of neutron flux and cross sections with energy were known 
accurately within each group, then the set of multigroup equations (4.24) 
would be just as exact as the transport equation. In practice, however, this is not 
so, particularly because estimated values of the energy dependence of the flux 
are used in determining the group constants In order to proceed with the 
development of the multigroup treatment, it will be assumed that the group 
constants are known. 

4.3b The Pi Multigroup Equations 

The Pn multigroup approximation is obtained by a procedure similar to that 
used in §4.2c for the /"^ approximation, by setting 

^(<^N + i s) = 0, g = \,2, , G. 

As a result, equation (4 24) yields a set of coupled one-speed equations, one for 
each group, where the coupling arises through the CT„ , _̂ j, terms. For a fixed g, 
the corresponding equation is exactly equivalent to that for a one-speed problem, 
as in §3 lb, for example, with the terms involving cj„ g ̂ g for g ¥" g' representing 
an anisotropic source of neutrons into group g The methods used for solving 
the one-speed equations are then similar to those described in Chapter 3 In this 
section, the Pi multigroup equations will be considered 

In general geometry, the multigroup Pi approximation may be derived by 
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Starting from the energy-dependent Pi equations analogous to the one-speed 
equations (3.50) and (3.51), namely. 

V J(r, £ ) + a(r, £)<^(r, £) - J ao(r; £ ' -^ £)<^(r, £') dE' + Qoir, E) (4.28) 

and 

V<̂ (r, £) + 3<7(r, £)J(r, £ ) = 3 f ai(r, £ ' -> £)J(r, £') dE' + 3Qi(r, £) . 

(4.29) 

When these equations are integrated over an energy group Eg ^ £ ^ £^9-1, the 
result IS 

G 

V J,(r) + ao,,(r)<^,(r) = 2 "̂o . . , (r)^, (r) + QoM (4.30) 
g = 1 

G 

V,^,(r) + 3ai,,(r)J,(r) = 3 2 ^1, . ^ .WJ. W + 3Qi.,(r), (4.31) 
9 = 1 

g= 1 ,2, . . . ,G 

where the following definitions have been used: 

4>gS { 4>ir, E)dE = i I" <I>(r, Si, E) dSi dE 

3g^ { J(r, E)dE = [ { £2<D(r, Si, E) dSi dE 

Qo.g = J^ Qoir, E) dE = J J e(r. Si, E) dSi dE 

Qi.g = \ Qi(r, £) rf£ = J [ SiQiT, Si, E) dSi dE 

The group constants are defined in the same way as m equations (4.26) and 
(4.27) but with ^ replacing ^Q, J replacing <f>i, and r replacing \. It is assumed that 
all the components of J have the same energy dependence within a group If, 
more generally, these components had different energy dependences, then the 
terms CT^ ̂ Ĵ  and CTI g ̂ ^J, would not necessarily have the same directions as J, 
and Jg . In these circumstances, the quantities di would be interpreted as 
tensors. Such complexity does not seem warranted, however, in view of the 
approximate nature of Pi theory and the uncertainty concerning the neutron 
energy dependences within the groups. 

If an energy-dependent form of Fick's law in general geometry is postulated. 
I.e., 

J(r, £) = - £)(r, £)V</.(r, £), (4.32) 
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then the group current can be expressed by integrating this equation over group 
g; the result is 

Jg(r) = - £),(r)V^,(r), (4 33) 

where the group diffusion coefficient, Dg, is defined by 

I D(r, £)V,^(r, £) dE 
^^i^)-^ vm < 4 ^ ^ ' 

With this definition, the multigroup diffusion equation is obtained by inserting 
equation (4.33) into (4.30), thus, 

G 

- V £>,(r)V^,(r) + ô ,(r)4(r) = 2 ' ' o ' -'('•)^' (""̂  + ^o ^(r) (4 35) 
g - 1 

A number of potentially uncertain approximations have been introduced in 
deriving the multigroup diffusion theory equation (4.35) from Fj theory Usually. 
therefore, a multigroup Pi solution to the transport equation would be preferable 
to one obtained from multigroup diffusion theory. 

4.3c A Simple Source Problem 

The multigroup Pi equations (4.30) and (4 31) and the multigroup diffusion 
theory equation (4.35) are approximations to a time-independent neutron 
transport equation; hence they might be used in an effort to solve any time-
independent transport problem. Two cases are of special interest one is that of 
a subcritical system with an independent source, and the other is that of a 
critical system. 

For a subcritical system with a source, the equations mentioned above. 
together with boundary conditions for each group as described in Chapter "?. are 
sufficient to define the problem.* They should, therefore, determine a solution 
uniquely. This has been proved rigorously for multigroup diffusion theory and 
for a bare homogeneous reactor (see §1.5d).^ 

In order to understand what is involved in obtaining such a solution, a par­
ticularly simple problem will be considered in which an isotropic source QQ, 
IS given and in which the neutrons cannot gain (but only lose) energy m colli­
sions, I e., cTg ^g = 0 if ĝ ' > g. Physically, the latter postulate would be applic­
able if there were no fissile material in the system and all thermal neutrons were 

* In practice, the boundary conditions are, for simplicity, often taken to be independent 
of the group, for example, for a free surface, the flux may be set to zero at the same ex­
trapolated boundary for each group 
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in a single energy group. Suppose that a solution of the Pi equations were 
sought for such a problem. Equations (4.30) and (4.31) would take the form 

V Jg(r) + ao g(r)< ĝ(r) = 2 '^o., -,(r)^, (r) + Qo.gir) (4.36) 
g sg 

VUr) + 3ai,g(r)Jg(r) = 3 2 <̂ i» - . W J . (O (4-37) 
9 s g 

^ = 1 , 2 , ,G. 

This system of G equations can be solved two equations at a time, starting 
with the lowest value of g. Thus, consider the equations for g = 1. The source 
Qo g IS known and the equations contain only the unknowns </>! and J j ; to obtain 
the latter, it is necessary to solve a one-speed problem Once <f>i and Jj have been 
determined, the equations for g = 2 can be considered, now the only unknowns 
are </>2 and J2 and these may, once again, be found by solving a one-speed 
problem. Hence, in this simple case, the solution of the multigroup problem 
may be found by solving in succession a set of G one-speed problems, with 
g = \,2, , G, using the methods of Chapter 3. 

The foregoing procedure is not restricted to Pi theory and multigroup Py 
equations could be solved in the same manner for this simple source problem. 
In fact, any of the methods used for the solution of one-speed problems could 
be applied in multigroup form 

4.4 EIGENVALUE PROBLEMS IN MULTIGROUP THEORY 

4.4a The Reactivity Eigenvalue 

The consideration of cnticality is generally referred to as an eigenvalue problem 
because such problems are concerned with the determination of the reactivity 
eigenvalue, i.e., the effective multiplication factor, k, in the time-independent 
equation (1.49), and of other eigenvalues of interest It will be recalled from 
§l.5e that k is defined in such a manner that cnticality is achieved by dividing 
the number of neutrons per fission by k. 

If fission neutrons are emitted isotropically in the laboratory coordinate 
system, then the energy spectrum of these neutrons can be described as part of 
the term og , ĝ In particular, it is possible to write 

<7o g -.g(r) = CTsO g -,(r) + I'T/ , ^g(r), (4.38) 

where vof g ^gtftg is the rate at which fission neutrons appear in group g as a 
result of fissions brought about by neutrons in group g'. The cross section 
CTso.g ĝ accouuts for all other transfers from group s;' to gioup sj, the subscript 
5 suggests scattering, as before, but it now includes coiunbutions from («, 2n) 
reactions. Thus, s is equivalent to the symbol \ ^ f used in i}l.lb, the latter is 
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not employed here, however, because it makes the subscripts too cumbersome. 
With the notation of equation (4.38), the multigroup P^ equations for the 

reactivity eigenvalue k, related to equations (4.30) and (4.31) are* 

9 Q 

V0,(r) + 3a,.,(r)J,(r) = 3 J < î,. ^ .WJ. W- (4-40) 
9 

These differ from the general P^ equations (4.30) and (4.31) in the respect that 
the extraneous source terms are set equal to zero, and the fission neutrons have 
been separated from the others. In addition, the eigenvalue k has been intro­
duced so that exact cnticality can be achieved. 

For multigroup diffusion theory, the expression for the eigenvalue k corre­
sponding to equation (4.35) is 

9 9 

It Will be seen in §4 4c that the existence of the eigenvalue k has been proved 
rigorously for multigroup diffusion theory, and that much is known, in general, 
about the corresponding eigenfunction (j>g{T). 

4.4b The Multiplication Rate Eigenvalue 

The eigenvalue (or cnticality) problem can also be considered in terms of the 
multiplication rate (or period) eigenvalues a. It will be recalled from §1 5c that 
the eigenfunctions (or modes) corresponding to the values of a are defined as 
solutions of the source-free, time-dependent transport equation for which 

Thus, in Pi multigroup theory, the a eigenvalue problem is expressed by 

- ^ ^,(r) + V J,(r) + ao ,(r)^,(r) = 2 '^o. ^.(r)^, (r) (4.42) 
9 

3 - ^ J,(r) + V^,(r) + 3a, ,(r)J,(r) = 3 T <̂ i» -^WJ^ M, (4 43) 
^ 1 , 9 ^"^ 

9 

* A slightly different method for representing the summation over g is used here for 
simplicity 
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where the group velocities, which now enter explicitly for the first time, are 
defined by 

^^0,9 'f>9ir) 

f - J(r, E) dE 
1 ^ JgV 

Vi 9 Jgir) 

In practice, it is generally assumed that VQ g = t^i,, and that both are independent 
of position. 

For multigroup diffusion theory, a Fick's law relationship between Jg and 
V(f>g may be postulated to obtain the a eigenvalue equation 

~ Ur) - V Dg(T)\/.l>g{T) + ao,g{T)Ur) = 2 '̂ o.̂  -^W-^' W- (4 44) 
9 

It should be observed that, in trying to derive Fick's law from equation (4.43), it 
would be necessary to neglect the term 3 (a/fj g)Jg in order to obtain a diffusion 
coefficient, Dg, independent of a. This neglect is quite conventional in time-
dependent diffusion theory.^" 

As in the general cnticality equation (1.55), the term {alvo^g)<t>g appears m the 
multigroup Pi equation (4.42) for a and in the multigroup diffusion theory 
equation (4 44). It is thus equivalent to a " l /y" absorber and, for positive a, it is 
often said to represent "time absorption" as stated in §1.5f. 

4.4c Eigenvalues and Eigenfunctions for Multigroup 
Diffusion Theory 

The equations given in the preceding section for the k and a eigenvalues in 
multigroup Pi and diffusion theories are applicable to eigenfunctions which 
satisfy appropriate boundary conditions. It was seen m §§1.5c, 1.5e in what sense 
these eigenvalues exist for the complete transport equation, and consideration 
must now be given to their properties in multigroup equations. It is in connec­
tion with multigroup diffusion theory, in particular, that information has been 
obtained concerning the existence of the eigenvalues and the nature of the 
corresponding eigenfunctions. 

In one approach," the k and a eigenvalue equations (4.41) and (4.44), re­
spectively, are considered to apply to some finite region in space. For boundary 
conditions, a linear relationship, similar to the one in equation (3 12), is assumed 
to hold between the group flux and its normal derivative of the form <̂ j, + 
bgii V(f>g = 0, where h is an outward normal and bg is any nonnegative piecewise 
continuous function defined on the boundary. This condition is general enough 
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to include any of the diffusion theory boundary conditions mentioned in 
§3.1e. In addition, the assumptions are made that there is continuity of the flux 
and of the current at interfaces, and that the flux has bounded and continuous 
second derivatives. Some very minor conditions are also imposed on the group 
constants, but they are satisfied by any potentially critical system. 

On the basis of the foregoing postulates, it has been shown ^̂  that there will 
always exist a reactivity eigenvalue, k^, for equation (4.41) such that ko is real, 
positive, and larger in magnitude than any other eigenvalue. The k^ is called a 
positiie dominant eigenvalue and it is clearly of physical interest since the situa­
tion with the largest k = kg will be that which is critical with the least number 
of neutrons per fission. Moreover, corresponding to ko, there is an eigenfunction 
(and also an adjoint eigenfunction) which is unique, except for normalization, 
and IS nonnegative everywhere within the bounded region of space. Of course, a 
physical total flux must be everywhere positive or zero, and so this nonnegativity 
of the eigenfunction is a satisfactory feature. 

There are presumably other eigenvalues, smaller in magnitude than k^, for 
which the corresponding eigenfunctions are sometimes negative or even com­
plex, but no single one of these higher modes can be realized physically Although 
these higher modes can be found explicitly for simple cases, such as the one-
group approximation in simple geometry, little is known about such modes in 
general. 

The existence and properties of the positive dominant reactivity eigenvalue, 
ko, and its associated eigenfunction provide a firm mathematical basis to the k 
eigenvalue problem. Consider, now, the a eigenvalue problem, defined by 
equation (4.44), with the same boundary conditions It has been shown ^̂  that 
in this case there will exist a dominant eigenvalue, CCQ, which is real and larger 
(more positive) than the real part of any other eigenvalue, and that the associ­
ated eigenfunction (and its adjoint) is everywhere nonnegative. Thus, the a 
eigenvalue problem is also on a firm basis. 

In addition, for either a homogeneous system, which means here that all the 
group constants are independent of position within the system, or for one-
dimensional geometry, i e., plane, infinite cylinder, or sphere, the set of a 
eigenfunctions is complete in the sense that a solution to the time-dependent 
initial value problem can be written as a sum of the eigenfunctions, each multi­
plied by e""' with a, the corresponding a eigenvalue The expansion coefficients 
can be found by using a modes for the adjoint solution (see Chapter 6). Expan­
sions in the a modes, as a means for solving time- and space-dependent problems 
in reactor dynamics, will be employed in Chapter 10 

The mathematical methods used to derive the properties of the eigenvalues 
and eigenfunctions of the multigroup diffusion theory given above are beyond 
the scope of this text. The interested reader can refer to the original report of the 
work " It IS worth making some generalizations, however, concerning the 
approaches used. In particular, it should be noted that the operators involved in 
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transport theory are positive operators in the sense that, if the neutron distribu­
tion is initially positive, it will remain positive, or at least nonnegative, at all 
subsequent times. This positivity of operators is an essential aspect of the 
derivations of the dominant eigenvalues and nonnegative eigenfunctions de­
scribed above The importance of positivity in the operators has been empha­
sized in various connections ^^ and reference to it will be made in §4.4g 

4.4d Solving the Eigenvalue Problem 

The multigroup eigenvalue problem involves a set of coupled one-speed equa­
tions, such as equations (4.39) and (4.40), one for each group. In this section a 
systematic way of solving such equations will be described. It will be assumed 
throughout that any one-speed problem with a known source and a non-
multiplying medium can be solved by the methods of Chapter 3, as indicated in 
§4.3c. 

Suppose It IS required to solve the set of multigroup P, equations (4 39) and 
(4.40) for the eigenvalue k and the associated eigenfunction. The procedure 
adopted is based on that described in §1.5e of treating the neutrons one genera­
tion at a time, with fission being regarded as the birth event which separates 
successive generations. To start the calculations a guess is made concerning the 
spatial distribution of fissions, and this forms the source for the first generation 
of neutrons Although the guess can be completely arbitrary, the closer it is, on 
the basis of previous experience, to the actual distribution of fissions the faster 
does the calculation converge. 

By treating fission as absorption (cf. §1.5e), the flux, (f),, of the first generation 
of neutrons is computed with the arbitrary fission distribution The procedure 
used IS similar to that described in §4.3c for a known source. The fission distri­
bution corresponding to this flux, 4>i, is next computed and this forms the source 
for a new flux, <l>2, of neutrons of the second generation, and so on for subse­
quent generations. In this manner a convergent iterative procedure is defined, 
the ratio of the fluxes in successive generations approaches a constant, and this 
IS k; thus, m accordance with equation (1.54) 

lim - 7 ^ = constant = k. 
i-co f , _ i 

In practice, this iterative scheme can be used to solve the Pi equations (4.39) 
and (4.40) m the following manner. Let </>,'"('•) be a flux obtained from an «-fold 
application of the iterative scheme represented by 

V 4">(r) + co.g{rW9^\T) 

= 2 '̂ 0̂,9 ^9(r)^^"'(r) + ^ , 2 "^^' -9ir)'l'f-"iT) (4.45) 
g a 

V<f>r{r) + 3ai,,(r)J<"Xr) = 3 2 <̂ .i.9 ^9(r)JrXr). (4.46) 
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These equations are identical with equations (4 39) and (4.40), respectively, with 
each Jg and (j>g bearing the superscript («), except that the fission terms have the 
superscript (n — 1). The iterative scheme is thus similar to that in equation 
(1.53) except that the fission term explicitly contains the factor 1//: '"^". The 
quantity ^ ' " - i* is the estimate of/c obtained after n - 1 iterations and may be 
defined by the ratio 

vP<"> 

where 

"̂•' - .E-'-lk--' ^'-''^ 

^̂ <„, = J 2 2 '"'•' -9ir)<f>r(r) dV. (4.48) 

Thus, A:'"' IS the ratio of the total number of fission neutrons produced by </>*"', 
I.e., vp"", to the total number of fission neutrons that form the source for </•*"', 
I.e., vP'^-^/A:*"-^*. 

This Iterative scheme is essentially equivalent to that described above and in 
§1.5e. The only difference is that now the fission term is, each time, divided by 
a current estimate of ^. As a consequence of equation (4 47), the integral of the 
fission source, i.e., vp'"'/^"", is independent of n Since the fission source is thus 
normalized to be independent of n, the flux ^'"* will converge to a value also 
independent of «. Hence, assuming that the iteration converges, it follows that 

hm A:<"* = k 
n-* CO 

and 
hm <̂"> = <l>, 

where </> is a solution of equations (4.39) and (4.40). 
The convergence of this procedure has been established for the difference 

form of the multigroup diffusion theory (§4.4f) and experience has shown that 
the convergence is actually much more general (§4.4g). The fact that </>*"' becomes 
independent of n is a great convenience in some numerical work For example, 
It is advantageous to use i/i'"" '̂ as a first guess for >/>'"* when performing iterations 
for the space distribution of the neutron flux (cf §§3.4c, 3.4d). 

In order to put the iterative scheme described above into operation, a guess is 
made of the fission source, i.e.. 

Guessed fission source = T ( ^ y^ vofg ̂ g{T)<j>f\T) 

9 

This quantity is then regarded as a known source in equations (4 45) and (4.46) 
for « = 1, and the equations are solved for (j>'-p and Jg^'. If there is no scattering 
of neutrons to higher energies, i.e., a^o 9 -9 = f̂ si 9 ^9 = 0 if s' > 8, then the 
solutions may be found by solving successively a series of one-speed problems 
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for each of the G groups, as in §4.3c. Thus, the equations for g = 1 involve only 
<f>^i^ and Ji^' as unknowns and these can be found by solving a one-speed problem 
with a known source. With these quantities known, the equations for g = 2 are 
considered, they involve the unknowns < "̂' and J2 '̂ which may again be obtained 
by solving a one-speed problem. 

Once the flux <̂,̂> has been found for all the G groups, a new estimate of k is 
made from equation (4.47). As desired, this equation gives A:'" as the ratio 
between the number of fission neutrons emitted in successive iterations; thus, 
vP'°V^*°* IS the (guessed) source of fission neutrons for the computation of </><", 
and vp*̂ * IS the number of fission neutrons obtained from the flux î '̂ '. Hence, 
equation (4.47) may be written for n = 1 as 

ij _ Fission neutrons produced by <̂ '̂ ' 
Fission neutron source for 0<̂ * 

A new source of fission neutrons, namely, 

1 

A;<» ^ ' 
9{rW^Kr) 

m a y n o w be derived and equa t ions (4 45) and (4.46) solved for (jyf' and Jg^', and 
the Iterative p rocedure may be carr ied on for successive values of «. T h e calcu­
la t ion will be assumed to have converged when A"" is sufficiently close to /c'" ^', 
t ha t IS, when 

A:<"- 1 < f , 

where e is some predetermined small number, v.hich might be of the order of 
10"* or so. 

In practice, since A"" as computed in this manner often converges more rapidly 
than the spatial flux distribution, a separate criterion is sometimes imposed on 
the flux. For example, it might be required that 

max 
^<") ^ 

^ ( " - 1 < f i , 

where e, is another small number and the maximum is to be determined over a 
selected set of space points and energy groups.^^ 

It is seen that the general strategy used in solving the reactivity eigenvalue 
equations involves two different kinds of computational problems. One is that 
of solving for the spatial distribution of one-group fluxes in problems with 
known sources, for two- and three-dimensional problems this is done by the 
so-called inner iteration procedure described in §§3.4c, 3.4d. The other problem 
involves iteration of the fission source until convergence is attained, such 
iterations are usually called outer (or source or pov^er) iterations to distinguish 
them from the inner iterations for the within-group fluxes. 
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There are two main reasons for adopting this calculational approach. First, 
as already noted, it can be shown, rigorously in some cases and by experience in 
others, that A:"" does indeed converge to a constant which is the desired eigen­
value. The convergence is often rapid, and even when it is normally not, the 
underlying mathematical theory can be used to speed up the convergence. 
Second, when neutrons gain energy only as a result of fission, and the fission is 
treated accordingly, the group equations can be solved successively, as seen 
above, rather than simultaneously. This results in a considerable simplification 
in the computations. 

When the thermal neutrons are divided into several energy groups, because 
of variations in cross section, neutrons can pass from a lower to a higher energy 
group as a result of scattering; this is known as up-scattering. Then successive 
solution of the group equations is not possible. But if the number of thermal 
groups is small, it is convenient to solve most of the group equations in succes­
sion. Additional iterations of the thermal groups may be necessary to obtain 
their convergence. The up-scattering may slow down the convergence quite 
significantly, and special procedures have been proposed for overcoming this 
drawback. For one-dimensional problems, it has been suggested that all the 
group equations should be solved simultaneously by a "stabilized march" 
method.^'' This is a direct procedure somewhat analogous to the method of 
sweeps described in §3.2c. Other methods have also been applied to this 
problem. ̂ ^ 

If some eigenvalue other than k, such as a or a critical size or composition, is 
being sought, it is frequently found in the foflowing manner. Suppose that it is 
desired to find the composition for which a reactor of a given size will be critical. 
For the required composition, the equations (4.39) and (4.40) will have a solu­
tion for k = I, i.e., the system is critical, whereas for any other composition the 
equations would have a solution for A # 1, i.e., the system is subcritical or 
supercritical. 

The composition that will make A: = 1 is determined by first guessing a 
composition, represented by c"" and then finding A'°' for this composition, as 
described above. In general, the guess will be wrong, so that A:*"' will not be 
unity. A second guess, c^^\ is then made and the corresponding value of A:'̂ ' 
is computed. With A:*"' and fc'^' known for two compositions, c*°' and c"*, it is 
possible to make a better guess, c'̂ *, for the critical composition, e.g., by assum­
ing a linear relationship between k and c. By proceeding in this manner, the 
required critical composition can be readily determined. Other eigenvalues, 
such as a and critical dimensions, are also frequently found by the same general 
procedure. 

4.4e Difference Equations for the Mult igroup Eigenvalue Problem 

The equations for any one group in multigroup theory can be written in exactly 
the same form as for a one-speed problem. Consider, for example, the Pi 
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equations (4.39) and (4.40) for the group g and for the eigenvalue k. If the group 
index IS deleted, i.e., J is used for Jg and 4> for 0g, these equations can be written 
in the form 

V.J(r) + co(T)<f>(T) = QO(T) (4.49) 

V<̂ (r) + 3ai(r)J(r) = 3Qi(r), (4.50) 

where the quantities OQ, CTI, QO, and Qi are here defined by 

< n̂(r) = CTnAr) - '^sn.s-sW With « = 0, 1 (4.51) 

Qo(r) EE 2 "sc.9 -^9W<t>9 (••) + { 2 '"'•' -'^'•^'^' ('^ ("̂ -̂ ^̂  

Qi(r) = 2 ^»i.' -^WJ' W- (4.53) 
9 ^ 9 

It should be noted that the scattenng terms for which g' = g have been 
moved to the left sides of equations (4.49) and (4.50), by using equation (4.51) 
to define CT„(r). The fission term with g' = g has been retained, however, on the 
right-hand side of equation (4.49) since, as described in §4.4d, the fissions are 
treated as a known source when <j> and J are being computed. Hence, the quan­
tities Qo and Qj can be considered as known in the one-speed problem defined 
by equations (4.49) and (4.50). These equations are seen to be identical with 
equations (3.50) and (3.51), respectively. Moreover, CTQ will be positive, so that 
the one-speed problem corresponds to that in a nonmultiplying medium and 
consequently has a unique solution. 

The equations (4 49) and (4.50) can be reduced to difference-equation form 
by introduction of a suitable space mesh and they can be solved by the methods 
described in Chapter 3 In general, the same space mesh would be used for all 
of the energy groups. 

Although the Pj equations have been treated here, as an example, similar 
considerations apply to the more general spherical harmonics expansions. The 
special case of diflusion theory will be examined in more detail in the next 
section. 

4.4f Analysis of the Multigroup Eigenvalue Problem in 
Diffusion Theory: Outer Iterations 

The system of difference equations for multigroup diffusion theor> has been 
subjected to thorough analysis '̂' Particular emphasis has been placed upon the 
reactivity eigenvalue problem and some results of the analysis will be considered 
here. 
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The multigroup diffusion equation (4.41) for the A eigenvalue problem may 
be written 

- V P)g(r)V< ĝ(r) + [ao,g(r) - a,o.g.g(r)]^g(r) 

= 2 "^°-^ -'('•)^' W + ^ ' (4.54) 
9 5*9 

where I'Pg represents the source of fission neutrons in group g and is given by 

.Pg(r) ^ 2 '"'f-^ -'W-^' W- (4.55) 
9 

It IS assumed, as usual, that ĝ and £>V<̂g are continuous across interfaces and 
that boundary conditions are of the form 

<̂ g(r) + b{T)n V<f>giT) = 0, 

with 6(r) nonnegative and r on the boundary (§4.4c). 
For each neutron group, difference equations may be derived as in Chapter 3. 

In plane geometry, for example, equation (4.54) may be represented by 

jy^^,)dUx) 

dx L d\ 

which has the same form as equation (3.9) with 

<^09(^) = <^0 ,9(^) - <^S0 .9 -9(V) 

^Fg{x) 

+ oog{x)U^) = Qog{x), (4 56) 

g09(v) = 2 "'°-' -^si^Hs M + 

When the differential equation (4.56) is reduced to a difference equation, the 
system of difference equations may be expressed, as in equations (3.25) and 
(3.60), by 

Ag<j>g = Sg, (4.57) 

where <()g is the vector having as components the values of <j)g at the mesh points 
x^.* Ag IS a known matrix, as given in §3.2c, and Sg is a vector (§3.2d) for which 
the m component is 

(jg)„ = A , „ [ 2 '"'̂ 0.9 ^9iXm)<l>g (Xj + ^^^^ ] • 
9 *9 

In addition, from equation (4.55), 

^FgiXm) = 2 ""^'-^ ^9iXm)<t>9 (Xm)-

* In order to avoid confusion with the reactivity eigenvalue, the mesh points are repre­
sented by x„ rather than as x̂  in §3 2a, etc 
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More generally, for example in two-dimensional geometry, the source vector 
Sg for group g may be written as 

Sg = 2 B.-..4>,. + ^ ' ' (4.58) 
9'*9 

where Bg.̂ g is a diagonal matrix with nonnegative components and vFg is a 
vector. In plane geometry, the m, m component of Bg.̂ g is 

and the wth component of vFg is A„vPg(x„). In general, ;'Fg may be written 

vFg = 2 Q-9«t>9- (4.59) 
9 ' 

where Cg.^g is a diagonal matrix with nonnegative components, which are given 
for plane geometry by 

{C9'^9)m.m = ^m''<^/,9'-9(^m). 

When equation (4.58) is inserted into equation (4.57), it is found that 

9' 5*9 

The set of difference equations (4.59) and (4.60) constitutes the multigroup 
eigenvalue problem which is to be solved by outer iterations as described in 
§4.4d. The solution gives the effective multiplication factor. A:, together with the 
associated eigenfunction, <})g, for each group, i.e., g = 1, 2 , . . . , G. In the present 
notation, the scheme of outer iterations, which was represented in the Pi 
approximation by equations (4.45) through (4.48), is expressed by 

kg^r = 2 B̂ '-*̂ -' + ̂ | S (4-61) 
g'*9 

corresponding to equations (4.45) and (4.46), where 

^F(n-i) ^2Cg.^g<|)<'?-". (4.62) 
9' 

In addition, the estimate for k, i.e.. A*"*, may be computed from equation (4.47), 
i.e., 

vp"" 
^"^ = ^pln-DjI^in-l)' (4.63) 

where, in the present notation, vp'"\ the total source of fission neutrons, may 
be represented as 

/̂7(n) = 2vF<"'.I, (4.64) 
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where I is a vector having unit components, such that î Fg I is a sum over 
volume elements or the volume integral of vPg. 

As explained in §4.4d, the procedure for solving the equations (4 61) through 
(4.64) IS to guess vF^°''lk'-°\ compute î J,̂ ' from equation (4 61), and then derive 
vF^Pjk'-^^ from equations (4 62), (4.63), and (4.64) The iteration procedure is 
continued until convergence is obtained. 

The system of equations (4.59) and (4.60) has been analyzed and it has been 
shown^^ that the largest eigenvalue, A, is positive and simple, and that its 
corresponding unique eigenvector, <|>, can be chosen to have nonnegative com­
ponents. Moreover, the procedure of iterating on the fission density was proved 
to converge to this eigenvector. These conclusions are analogous to those de­
scribed in §4.4c for the multigroup equations with continuous space dependence 
of the neutron flux. In addition, they provide a sound basis for the outer itera­
tions. As in the case of the inner iterations, various methods are available for 
accelerating the convergence of the outer iterations.^^ 

The discrete time-dependent multigroup equations, obtained by adding 
{ajvg) d^gjdt to the left side of equation (4.54) and setting A = 1, have also been 
considered.^^ For the initial value problem, the solution has an exponential time 
behavior, proportional to e"', as ? -> oo Hence, the cnticality state of the 
system can be based on the sign of a. The results given in §1 5 for general trans­
port theory and in §4.4c for multigroup diffusion theory with continuous space 
dependence of the flux are carried over to multigroup diffusion theory with 
discrete spatial variation of the neutron flux In addition, the coefficient of the 
exponential solution is given by the product of the initial flux vector and the 
normalized positive eigenvector of the adjoint equations (see Chapter 6) When 
a source is present, a finite time-dependent solution as / -> oo can be obtained 
only for a subcritical system, in agreement with physical expectations, as 
discussed in §1.5d. 

4.4g Outer Iterations in the Multigroup Pi Approximation 

The analysis in the preceding section was based on multigroup diffusion theory 
For most other approximations, including Pi theory, the corresponding mathe­
matical analysis has not been carried out. In many instances the conclusions will 
presumably not apply, since the system of difference equations will not corre­
spond to a positive operator.^^ Nevertheless, the general strategy of outer itera­
tions has been used successfully in most multigroup problems, including, for 
example, those based on spherical harmonics or the method of discrete ordinates 
(§5.4c) in which this procedure has no firm mathematical basis Under such 
conditions the outer iteration procedure may not always yield a stable numerical 
solution; nevertheless, it has been found to be extremely fruitful in practice. 

In view of the relationship between the Pi approximation and diffusion 
theory, it is of interest to consider why the results of the diffusion theory analysis 
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in §4.4f are not applicable to Pi theory. The explanation may be found in equa­
tion (3.24), which represents a component of the source vector for a one-speed 
problem in the Pj approximation. The appropriate multigroup forms for Qo 
and Qi are given by equations (4.52) and (4.53), respectively. Upon combining 
these results, it is found that the source vector in a Pi calculation cannot be 
expressed in the simple form of equation (4.58) which applies to diffusion theory. 

It appears possible that, in some circumstances, a source component term, 
is^)g, might be negative and, furthermore, a flux component might also be 
negative. The diflference equations could then not correspond to a positive 
operator and even the existence of an eigenvalue. A;, might be in doubt. In any 
case, it is evident that the mathematical analysis for diffusion theory cannot be 
applied without modification to the Pi approximation. 

4.4h General Comments on the Eigenvalue Problem 

In general, the solution of the eigenvalue problem in multigroup Pi or diffusion 
theory can be based on the system of inner and outer iterations. For one-
dimensional geometries, the inner iteration is not necessary, as seen in Chapter 3. 
If up-scattering occurs, then iteration for the groups involved in up-scattering is 
also required, unless a direct method such as the stabilized march technique is 
used. In all cases, procedures for accelerating convergence of the iterations are 
adopted. In practice, too, it is advisable to allow some interdependence between 
inner and outer iterations; for example, it is unnecessary to spend time obtaining 
accurately converged group fluxes when working with a rough estimate of the 
fission source. 

Multigroup Pi and diffusion theory codes form the basis of much reactor 
design. In these codes a system of equations, such as equations (4.61) through 
(4.64), is solved on a fast digital computer; the essential features of such codes 
will be discussed at the end of this chapter. When the geometry of the system 
can be approximated by one or two space coordinates, and when conditions for 
the validity of Pi theory are fulfilled, the results obtained are accurate. Even 
when the Pi approximation is not strictly valid, the experienced designer can 
use various devices, such as renormalization of group constants to agree with 
the data from integral experiments and incorporation of results from the un-
approximated transport theory, as noted in §4.2d, in order to obtain accurate 
solutions to certain problems. 

When Pi theory is not valid, but the geometry is simple, multigroup equations 
involving spherical harmonics of higher order can be used, as indicated for 
plane geometry in §4.3a. Multigroup methods can be developed similarly on the 
basis of any of the procedures mentioned in Chapter 3 for approximating the 
directional dependence of the neutron angular flux. Highly accurate alternative 
methods are described in the next chapter. 
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4.5 DETERMINATION OF MULTIGROUP CROSS SECTIONS 

4.5a Microscopic Cross Sections 

Two separate stages are involved in obtaining the individual group cross sec­
tions. First, the microscopic cross sections and their variations with energy for 
all the isotopes and neutron reactions of interest must be available. And second, 
an estimate must be made of the dependence on energy, within each group, of 
the neutron flux and of as many of the Legendre components of the angular flux 
as are required for the expansion being used. These two ingredients are then 
combined m expressions of the form of equations (4.26) and (4.27) to determine 
the group constants. 

When reliable experimental data for the microscopic cross sections are avail­
able, they should be used. If the required cross sections have not been measured 
or if the experimental results are of doubtful accuracy, then theoretical cross 
sections must be employed. The evaluation of measured and theoretical data, in 
order to arrive at a "best" or most reliable set of cross sections, is an important 
aspect of the effort to place nuclear reactor theory on a sound basis. 

For many years, experimental neutron cross sections were not accurate 
enough for direct use in reactor cnticality calculations. The values were therefore 
adjusted, usually in multigroup form, in order to obtain agreement between the 
calculations and the results of some integral experimental quantities, e.g., 
neutron age to thermal and the critical masses derived from critical (or ex­
ponential) experiments. At present, however, the situation is greatly improved. 
Several evaluated compilations of neutron cross sections are available^* and, 
in conjunction with reliable methods of computation, they can be counted upon 
to give reasonably good results. 

Nevertheless, for cnticality calculations, the delicate balance between neutron 
creation and loss may be easily upset by even small discrepancies in the cross 
sections. Consequently, some adjustment in the data may still be required to fit 
the results of critical (and other) experiments (§§5.4c, 6 3f). Such adjustments, 
however, are now usually of a minor character and are frequently not required 
at all. Moreover, it is possible to adjust the cross sections in a systematic 
manner so as to keep the changes small and often within the range of the 
experimental uncertainties.^^ 

The aim of the cross section evaluation is to obtain a complete set of micro­
scopic cross section data m a form which can be readily processed by a digital 
computer The set should be complete in the sense that it includes all nuclides 
and neutron reactions that are significant for the problems under consideration 
In practice, the data are generally stored on magnetic tape in the form of micro­
scopic cross sections and angular distributions, especially for elastic scattering, 
at discrete neutron energies For performing integrations over energy and angle. 
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which are required for determining group constants, the computer can interpo­
late between the available data points. Alternatively, the interpolations can be 
done beforehand in order to obtain microscopic cross sections at a standard set 
of finely spaced energies; the results are then stored on magnetic tape for use by 
the computer. 

Special procedures are required for the treatment of resonances and of ther­
mahzation effects. In the resonance region there is so much fine structure in the 
neutron cross sections of the heavy nuclides of interest in reactor problems that 
many thousands of data points would be required for an accurate representation 
of the dependence of the cross sections on energy. Moreover, the cross sections 
vary with the temperature of the medium, because of the Doppler broadening 
of the resonances as the temperature increases. It is more convenient, therefore, 
to store the data in the form of resonance parameters for those resonances 
which have been resolved experimentally, and as statistical distributions of 
parameters for the unresolved resonances. 

More will be said about resonance absorption in Chapter 8, but it may be 
mentioned here that the treatment of resonances, especially in the unresolved 
region, is on a less firm basis than most other aspects of nuclear reactor physics. 
Closer association is required, therefore, with integral experiments. In the un­
resolved resonance region, the average fission and capture cross sections and the 
statistical distribution of resonance parameters may be known. But there is no 
guarantee that the actual values do not deviate from the average values in a 
moderate energy range. Such uncertainties are important for calculations in­
volving large fast reactors which may have a significant proportion of neutrons 
in the unresolved resonance region. 

In the thermal energy range, a scattering model is often specified for computing 
cross sections, which are a function of the temperature, as well as of the chemical 
composition of the medium. The problems of thermahzation are discussed in 
Chapter 7. 

4.5b Estimation of Within-Group Fluxes 

The next step in the evaluation of the group constants, for example, as given by 
equations (4.26) and (4.27), is to estimate for each group the energy dependence 
of the total neutron flux, <j>o, and the current, ^i , i.e., the first two terms of the 
Legendre expansion of the angular flux, and such other components (^„) as 
may be required. In many cases, simple prescriptions based on quahtative 
features of the infinite medium solutions are adequate. For example, it is often 
assumed that the energy dependence of the total flux and of the components of 
the angular flux are proportional to the fission spectrum at energies > IMeV 
and to \jE at lower energies. This approach has been reasonably successful when 
a fairly large number, e.g., about 20, of energy groups are employed. It is very 
convenient in the respect that group constants can be computed for each 



DETERMINATION OF MULTIGROUP CROSS SECTIONS 201 

nuclide, independent of all the others which are actually affecting the within-
group fluxes. Since the group cross sections obtained in this manner are inde­
pendent of the composition and geometry, the same set may be used for many 
problems; such sets of group constants have been tabulated for ready refer­
ence.^^ 

When the number of groups is small, it is essential, if reasonably accurate 
calculations are to be made, to allow for variations in composition, and also of 
geometry. By using the assumption that the collision (or slowing down) density 
is proportional to 1/P, '̂' the within-group fluxes will depend on all the nuclides 
present. Another scheme is to postulate that the over-all angular flux is a separ­
able function of angle and energy within a group, i.e., (t>(x, y., E) = >jj{x, fi)(t>(E), 
and then to try to estimate only the energy dependence of the total flux.^^ 

A systematic approach to the problem of within-group fluxes, which can be 
used for both moderately large and small numbers of groups, is based on what 
is known as the B^, approximation to the neutron transport equation. This is 
discussed in the next section. A variational procedure for determining the group 
constants in a self-consistent manner, which makes use of the adjoint to the 
neutron flux, is described in Chapter 6. 

4.5c The B^ Method 

The basis of the Bf, method, as a means of estimating within-group neutron 
fluxes, is that the spatial dependence of the over-all angular flux can often be 
approximated by a cosine or exponential term. Thus, by assuming the spatial 
distribution to be independent of neutron energy, it is possible to write, in plane 
geometry, 

<D(x,M,£) = e-^V(P, /x ,P) , (4.65) 

where B^ is the familiar buckling.^^ For a bare homogeneous reactor, it is known 
from asymptotic reactor theory that B^ is the lowest eigenvalue of the Helm-
holtz (or wave) equation, i.e., V^(f> = — B^<j>, with the boundary condition of 
zero flux at the extrapolated boundary of the system. Thus, for example, for a 
bare sphere 

- = (i)" 
and for a cylinder 

where R and H are the extrapolated radius and height respectively. For a 
reflected reactor, B is expected to be a real number in the core and an imaginary 
number in the reflector. 
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In general, it is usually not difficult to estimate values of B which will provide 
an approximation to the spatial form of the flux in various regions of a reactor. 
After the multigroup calculations have been completed, the spatial distribution 
of the neutron flux in the solution can be compared with that based on the 
assumed value of B If the difference is significant, the solution may be iterated 
until good agreement is obtained. It has been found in practice, however, that 
the results are not very sensitive to the values of B assumed in deriving the 
spatial distribution of the flux.^° 

Of course, if the neutron flux really varied as e~'^^ for all energies, the simple 
asymptotic reactor theory could be used to determine the conditions for cnti­
cality. In these circumstances, the multigroup approach to the problem, as 
described in this chapter, would be unnecessary. The fact is, however, that 
although the assumed spatial dependence of the flux is good enough for evaluat­
ing within-group fluxes, it is usually inadequate for the over-all cnticality 
problem 

If equation (4.65) is inserted into the neutron transport equation (4.4) with 
Q{\, fi, E) replaced by an isotropic fission source, \F{E)e'"^'-, and an additional 
subscript, s, for scattering is added to a,, the result is 

a ( l - ^ ) ^ ( 5 , ^ , £ ) 

= 2 ^ 4 " ^ P,(/̂ ) J <7„(P' -> t)j'4,{B, ^', P')P(M') d,.' dE' + \F(E). (4.66) 
( - 0 

As in P\ theory, this could be multiplied by P^ii^) and integrated over /x from 
— 1 to 1 to obtain equations satisfied by the Legendre components of i/i(B, ji, E). 
More rapid convergence of the expansion is achieved, however, by usmg the 
procedure employed in i}2.6d in connection with anisotropic scattering.^^ 
Equation (4 66) is divided by 1 — ((B/i a), multiplied by P„(ft). and then inte­
grated to obtain, for H = 0, 1, 2, , 

o{E)UB, E) 

= 2 (2̂  + ")̂ ,n(fi, E) I c^iE' ^ E)UB, E') dE' + AoAB, E)F{E). (4 67) 
I = 0 

The coefficients A^ are defined by 

o(E) 

and ^n(P, E) is given by 

UB,E)= j[j{B,t.,E)PMd,^-
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The coefficients A^ can be found by utilizing the fact that they satisfy the re­
currence relation 

^(2 / + \)AAy) - (/ + IK .1 .1 - lA„-i = ^> 

where 

= Ji-
y - a{E) 

and Sj, is the Kronecker delta, as can be verified from equation (4.68) and the 
general recurrence relation, given in the Appendix, for Legendre polynomials. 
Furthermore, 

A A A A tanh-ij' 
A,i = Aij and AQQ = 

The set of coupled integral equations (4.67) can be solved numerically for 
<I>„(B, E) provided the sum on the right-hand side is truncated. For example, 
when the series is terminated by assuming ^j = 0 for / > Â , the result is the B^ 
approximation. This approximation converges much more rapidly, as a function 
of TV, than would the corresponding P^ approximation. To illustrate this point, 
it may be noted that, for isotropic scattering, the right-hand side of equation 
(4.67) would contain only the ^o (i.e., / = 0) component. From the equation for 
n = 0, it is possible to solve for <̂o exactly, and the successive components could 
then also be obtained exactly from the equations with n = I, 2, 3 , . . . . The Bf^ 
approximation would then give the first A'̂  + 1 components exactly. When the 
scattering is not isotropic but there are only a few important terms in the sum 
over /, it is reasonable to suppose that convergence will occur rapidly. 

For use in deriving within-group fluxes, a value of B is estimated, the series in 
equation (4.67) is truncated, and the resulting set of equations is solved for 
4'n{B, E) by numerical methods, i.e., by replacing the integral by a sum, and so 
forth. The energy dependence of ^n(£'), which is required for deriving the group 
constants, is then assumed to be the same as that of<j>J^B, E). Either this or very 
similar procedures are used for generating group constants in a variety of 
codes.'̂ ^ Accurate results can be obtained with as few as four groups if the 
buckling is known fairly well. The method has been applied in the study of 
water-moderated^^ and most other types of reactors. 

4.5d Overlapping Energy Groups 

In the foregoing treatment, it has been assumed that the group structure is such 
as to permit subdivision of the energy range into a set of nonoverlapping groups. 
It is possible, however, to use groups which overlap in energy. Such a situation 
could arise, for example, in a medium with a temperature discontinuity; it 
might then be reasonable to represent the thermal flux by two groups, with 
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different group cross sections, each characteristic of one of the two temperatures. 
In cases of this kind, calculation of the group constants requires a physical 
model for the within-group spectra and for the mechanisms which transfer 
neutrons from one group to the other.^* 

4.6 OUTLINE OF A MULTIGROUP CALCULATION 

4.6a Reactor Codes 

The various stages of a multigroup calculation are illustrated by the block 
diagram in Fig. 4.2. At the present time, all of the calculations are carried out 
more-or-less automatica-'ly by an electronic digital computer, starting from the 
input data and problem specification, in accordance with the instructions pro­
vided by a suitable "code" or program. Many codes have been developed for 
performing reactor calculations,^^ and new ones are introduced from time to 
time. The manner in which these codes function will be indicated shortly, and 
some specific examples will be given in §10.3c. 

Although the evaluation of the group cross sections is included in the scheme 
in Fig. 4.2, this stage of the calculation is often carried out in a separate com­
puter program which furnishes the group constants for the multigroup program; 
this IS, however, only an operational detail. 
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In general the input to a computer code includes three main aspects, which are 
described below. They are: (I) the data required to generate the group constants; 
(2) certain quantities which serve both as input and as factors determining the 
choice of code; and (3) the specifications of the problem for which a solution is 
being sought. 

Generation of the group constants requires the microscopic cross sections as a 
function of energy, together with specifications of the energy groups, i.e., 
number and individual energy ranges, and the geometry and composition of the 
system under consideration. From this information, the group constants are 
evaluated, e.g., by the B^ method. If the whole energy range is divided into a 
moderately large number of groups, tabulated group cross sections for in­
dividual nuclides, independent of geometry and composition, may sometimes 
be used directly. 

The quantities which represent input data and which also determine the code 
to be used are the geometry of the system and the approximation to the angular 
flux distribution. The geometry may be one-dimensional, e.g., slab, sphere, or 
infinite cylinder, or it may be two- or three-dimensional. Different computer 
programs are generally used according to the number of space dimensions of the 
system. Typically, the number of points in the space mesh might be (50)'', where 
d is the number of space dimensions. The nature of the approximation to the 
angular flux distribution, e.g., P,, P^, double-fj, etc., is part of the code; m 
multigroup calculations for whole reactors, P,, diffusion, and age-diffusion 
approximations are commonly used. In addition, the value of/ may be specified 
dt which cut off IS to take place in the Legendre expansion of the scattering 
function in equation (4.2). 

Finally, among the specifications which define the problem for which a solu­
tion IS being sought are (a) the boundary conditions, e.g., free surface, periodic, 
or reflecting, and (b) whether the system includes an independent (or extraneous) 
neutron source or if an eigenvalue is being sought. For a subcritical system with 
an independent source, the magnitude of this source must be specified. In an 
eigenvalue problem, the required solution may have as an eigenvalue either the 
effective multiplication factor, i.e., A, the time rate of multiplication, represented 
by a. the concentration of fissile mateiial required for cnticality in a region, or 
reflector thickness, etc. Hence, the nature of the eigenvalue must be specified. 
If it IS A, it IS automatically included in the guessed fission source described in 
{j4.4d. On the other hand, if another equivalue is required a guess must be made 
as to Its magnitude. 

4.6b Computation of an Eigenvalue Problem 

In the following, it will be assumed that an eigenvalue problem is to be solved, 
for example, for the purpose of determining the effective multiplication factor 
or the conditions for cnticality in a given system. Once the group constants have 
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been defined, together with the geometry and composition of the system and the 
nature of the problem to be solved, a fission source is guessed. The spatial distri­
bution of the total flux in the first group (g = 1) may then be computed either 
directly, for a one-dimensional system, or by using inner iterations. If approxi­
mations of higher order than Pi are involved, then components of the angular 
flux are required in addition to the total flux and current. When the flux is known 
for the first group, the calculation can proceed to the next {g = 2) group, with 
the guessed fission source, and so on through all the G groups. If some of the 
groups involve up-scattering then separate iterations will be required unless 
special methods, such as the stabilized march technique, are employed. 

When all the group fluxes are known, the solution is tested for convergence as 
described in (}4.4d. If it has not converged, then outer iterations are continued 
until k'"' IS sufficiently close to A*"^ '̂. If the eigenvalue k is being sought, to­
gether with the associated eigenfunction, i e., the neutron flux distribution, the 
calculation is now complete. However, it is still worth checking to determine if 
the computed group fluxes are more-or-less consistent with the within-group 
fluxes postulated in generating the group constants. If there is a significant 
inconsistency, then it may be necessary to redetermine the group constants and 
to reiterate the procedure until convergence is attained. 

Suppose It IS desired to determine the conditions for cnticality; the value of A: 
derived in the manner described above should then be unity. If it is not, the 
dimensions or composition (or both) of the system are changed, as described at 
the end of i}4.4d. The whole computation, including recalculation of group 
constants, if necessary, is then repeated until k is found to be unity. 

Various methods are commonly used for accelerating the convergence of both 
inner and outer iterations. According to the arguments in §4.4f, k calcula­
tions are guaranteed to converge, at least in multigroup diffusion theory. For 
more complicated, but physically reasonable eigenvalues, such as material con­
centrations or region thicknesses, convergence generally occurs in practice, 
although difficulties can arise from the use of overambitious accelerating pro­
cedures. 

Since the calculations described above yield the neutron flux distribution in 
both space and energy, the code can include instructions to the computer to 
determine various quantities that are related to the flux distribution and cross 
sections. Thus, in addition to the required eigenvalue and corresponding eigen­
function, the computer printout may include such information as fission (or 
power) density as a function of position, total power generation, conversion 
(or breeding) ratios, fuel burnup, and so on (Chapter 10). 

Finally, the code may be constructed so as to compute the adjoint to the 
neutron flux. As mentioned earlier, this information can be employed to deter­
mine the group constants in a self-consistent manner. Several uses of the adjoint 
in reactor calculations will be discussed in Chapter 6. 
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4.7 APPENDIX: RELATIONSHIP BETWEEN P^ 
AGE-DIFFUSION, A N D OTHER THEORIES 

4.7a The Lethargy Var iable 

In elementary slowing-down theory,^"^ it is convenient to use the lethaig) 
variable, u (= ln£ 'o /£ ' ) , in treating neutron moderation The leason is, of 
course, that in elastic scattering a neutron tends to lose a fiaition rather than 
a given amount, of its energy Hence a logarithmic energy scale is appropriate 
where moderation by elastic scattering is predominant For CKample, the 
neutron flux per unit lethargy is approximately constant in many slowing-down 
problems In multigroup calculations a logarithmic energy scale is olten adopted 
in setting up the group boundaries for the energy range, e g , I eV ^ ZT ^ 0 1 
MeV, where slowing down of neutrons by elastic scattering is important At 
higher and lower energies, however, other choices are more appropriate 

Lethargy is not used in the main text of this book, primarily because it is an 
awkward energy variable for use in describing cross sections The application of 
the lethargy variable to multigroup problems will be treated in this appendix, 
however, because it provides a convenient way of obtaining the relationship 
between P^ and age-difTusion theories Some of the early multigroup methods 
were first applied to age-diflfusion theory'^'' and they are quite capable of treating 
a limited class of reactors with good accuracy 

In the following, plane geometry will be considered for simplicity but the 
formulation could be readily generalized to any geometry, as in Chapter 3 
The lethargy, it, of a neutron of energy Tis defined by 

u = In - T ' 

where EQ IS some maximum energy, commonly taken as 10 MeV 

4.7b Elastic Scat ter ing in Terms of Lethargy 

Let the angular flux of neutrons per unit lethargy be represented by *r(\, /-t, u). 
It IS related to the angular flux, <t>, per unit energy by 

(l)(\,/x, E)\dE\ = \\\,^i,u)\(hil 
and since 

\du\ = ^-^\dE\, 

It follows that 
T{\,yL,u) = E<:){\,ii,E) 

and 

<D(\,/., £ ) = | ! T ( r , M , w ) 
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Similarly, let the source per unit lethargy be Q{x, fj., u) and let/(jc; u' -^ u, /̂ o) 
be the probability of scattering from lethargy u' into a unit lethargy range about 
u for the scattering angle cos " ^IIQ. 

For elastic scattering that is isotropic in the center-of-mass system, equation 
(4.5) may then be expressed in terms of the lethargy variable by 

a(x, u')f{x; u' -* U, fj-o) = 2^n '_ a) W ^^'^° ~ ^^ 

= fj^'"'\ e"'-" S(/xo - S) if M' < w < «' - In a 
Z7r(l — a) 

= 0 if u < u' or u > u' — \n a, (4.69) 

where S is given in terms of lethargy by 

S s ^{{A + l)e(i/2)('''-f) -{A- i)e(i/2)("-''')]_ 

In the foregoing, 

CT(X, U') = CT(X, £") 

and 

u = In-^-

4.7c The Pi Approximation in Terms of Lethargy 

The transport equation (4.1) in plane geometry for the lethargy variable is 

I" ^'^^y' "̂  + '̂ (̂ ' ")'̂ (̂ ' ẑ '") = 2- IW^""' "')/(^;"' ̂  «, ô) 

X T(x, /i', M') 4(.' rfw' -H e(x, /̂ i, M). (4.70) 

Hence, upon expanding in Legendre polynomials, 

00 

2 2m + 1 
— • ^ ; ^ tjjJ^X, u)PJji.) 

m = 0 

00 

2 2m + 1 

m = 0 

00 

<̂(-̂> " ' ) / ( ^ ; " ' ^ ", Mo) = ^ 4^ 'Ji(^;"' -> u)Pi{[io). 
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These expansions are inserted into equation (4.70) and upon truncation after 
two terms, i.e., by making the P^ approximation, it is found that 

——^ 1- <j(x, u)>(io{x, u) = cro(x; u' -> u)4>a{x, u') du' + QQ{X, U) (4.71) 

^ ^ ^ ^ ^ + 3<7(x, u^^ix, M) = 3 [ o^{x; u' -> u)>j),ix, u') du' + 3Q^ix, u). (4.72) 

Equations (4.71) and (4.72) are equivalent to the P^ equations (4.15) and 
(4.16), except that all functions of energy have been replaced by the correspond­
ing functions of lethargy. As before, i/fQ and i/ii are equivalent to the total neutron 
flux and the current, respectively. A set of multigroup equations could now be 
obtained by integrating equations (4.71) and (4.72) over the lethargy range 
representing each energy (lethargy) group, and so on, in the manner described 
in §4.3a. 

4.7d Age-Diffusion Theory 

In order to derive age-diifusion theory, the integrals over u' in equations (4.71) 
and (4.72) are evaluated approximately by expanding the integrands in a 
Taylor series about lethargy u. From elementary slowing-down theory, it is 
known that the flux I/TQ, or the collision density (TO"/'O> will be nearly constant in 
many situations, e.g., in the moderation of neutrons in the energy range of, say, 
1 eV < £• < 0.1 MeV (or 4 < M < 16), by graphite or beryllium. Hence, for 
such cases, the Taylor expansion should be quite good. 

In expanding the integrands in a Taylor series, two terms are retained for 
equation (4.71) and one for equation (4.72). The situation is somewhat clearer 
when the cross sections in the integrals are written as functions of u' and 
u — u'; thus, 

(T;(x; u' ^u) = or,(x, u', u — u'). 

Then the expansions of the integrands are 
o / 

CTo(^, u', u — u')il'o(x, u') ~ o-o(x, U,U — U')'J)Q{X, U) — (U — u') ° ° 

a^{x, u', U — U')>pi(x, u') ~ CTi(x, u,u — u')ipi{x, u). 

Upon inserting these expressions into equations (4.71) and (4.72) and using 
the notation 

CTo(x, u,u — u') du' = CTo(x, M) (4.73) 
/ ' 

/ 
(w — M')CJO(X, U,U — U') du' = (̂M)O-O(X, M) (4.74) 

ai(x, u,u — u') du' = p,o{u)a(,(x, u), (4.75) 
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it is found from equation (4.71) that 

^ + (a - ao)^ = 1^ (fao^o) + go (4.76) 

and from equation (4.72) that 

^ + 3(a - /Xoao)^i = 3 2 1 . (4.77) 

For isotropic scattering in the center-of-mass system, for a single element, so 
that of is given by equation (4.69), it follows from equations (4.73), (4.74), and 
(4.75) that 

ao = (X,{X, u) 

1 = 1 + ^ 

"̂ = 32-

These quantities have their elementary interpretations, respectively, as the scat­
tering cross section, the mean logarithmic energy loss for neutron-nucleus 
collision, and the mean cosine of the scattering angle.^^ 

For an isotropic source, 2 i = 0. ^nd equation (4.77) represents a form of 
Fick's law with the diffusion coefficient the same as in equation (4.23); thus, 

^1 = - i ) ^ ° and D^^{c- /xoao)-\ 

As before, the Fick's law expression may be used to eliminate ijii from equation 
(4.76); the resulting age-diffusion equation is 

' Y x [ ^ ^ ) + '̂̂  " ''°'^'''° = ¥u^^"""^^^ + ^°- '̂̂ •̂ ^̂  
The quantity ĈTQI/IO is commonly called the slowing-down density and is denoted 
by the symbol q{x, u). 

For some situations, equation (4.78) may be simplified further. For example, 
if 6o = 0 and there is no neutron absorption, so that a = GQ, and the quantities 
D, i, and a are independent of energy (or lethargy), equation (4.78) may be 
written 

dx^ ~ D du~ ST ' ^^-'^^ 

where T, called the Fermi age, is defined by 

f" D f" du' 
T{U) = -1^ du' = - . g,, r-^-

Jo ĈTo Jo 3|(7g(l - Jlio) 
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Equation (4.79) is frequently referred to as the Fermi age equation, here given 
in plane geometry. Solutions for simple cases will be found in the standard 
reactor theory texts. 

From the present point of view, it is seen that age-diflfusion theory may be 
regarded as resulting from the approximation of the slowing-down integrals of 
the energy-dependent Pi theory. The approximation to the integral in equation 
(4.71) represents the age aspect, whereas the diffusion aspect arises from the 
approximation to the integral in equation (4.72). Both approximations should 
be good for problems in which the collision density varies gradually and 
smoothly with energy. Such is usually the case when the moderating system 
consists of elements with fairly large or large mass numbers. When hydrogen is 
present, however, a neutron can lose a considerable proportion of its energy in 
a scattering collision and the age-diffusion approximations are not valid. A 
thorough discussion of the conditions of validity of age-diflfusion theory will be 
found in the literature.^^ 

Other related approximations to the slowing-down integrals are of historical 
interest and some practical importance. For example, in treating neutron 
moderation in a medium containing hydrogen as well as heavier elements, the 
age-difi"usion approximation can sometimes be made for the contributions to 
the slowing down integrals due to collisions with the heavier nuclei, whereas the 
full integrals are retained for collisions with hydrogen. This treatment is known 
as the Selengut-Goertzel method.'"' Among other methods of deriving the 
integrals mention may be made of that of Greuling and Goertzel.'"^ Since these 
approximations to Pi theory are becoming less important in reactor analysis, 
they will not be described here.''^ 

4.7e Multigroup Age-Diffusion Theory 

In order to develop a multigroup form of age-diftusion theory, the lethargy 
range 0 < « ^ M̂nax is subdivided into a number of groups with lethargy 
boundaries MO( = 0) , Wi. MZ, ,UQ { = U^^^). Equation (4.78) is then integrated 
over one such group, from Ug_i to Wg, and the group diffusion constant, absorp­
tion cross section, and source are defined as in §§4.3a, 4.3b, at least if D is piece-
wise constant. The only new feature arises from the slowing down term which 
gives 

— (̂ CTQiAo) ifu = ^ffo'Ao(V, Ug) - ioolfjo(\, Wg_l) . 
J u , 1 <^" 

Thus the group equation involves the fluxes, or slowing down densities, at both 
end-points of the group, as well as the group flux ( I/J du. To eliminate one or 
the other, it is necessary to postulate some relation between the group flux and 
the fluxes at the group end-points. A number of choices are possible to complete 
the specification of the multigroup problem*^; for example, ipo 's assumed to 
vary linearly with u within a group. 
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EXERCISES 

1 Suppose that neutrons are being moderated in water, and consider an energy 
region in which the cross sections of both hydrogen and oxygen are constant In a 
multigroup problem, the energy groups are such that £, i = 3£g Derive the Pi 
(or P^) group constants for hydrogen and oxygen, i e , a„ g and o-,,,, ^g, for 
isotropic scattering in the center-of-mass system, assuming (a) </>„(£•) = constant 
and (b) <^„(£) oc l /£ within a group Discuss the results 

2 Make the P3 approximation to the one-speed equation (3 5) in plane geometry, 
and consider new independent variables FQ = (fyg + 14>2 and Fi = ^2 Use these 
variables in the P-^ equations and combine them to eliminate <̂ i and 4>^, thus 
obtaining two second-order equations resembling those of a two-group diffusion 
theory Show how the result can be used to solve the P^ equations This method 
can be extended to P^, and double-/'^ equations in slab geometry ** 

3 Definitions of an energy-dependent diffusion coefficient, other than that given by 
equation (4 23), are potentially more accurate Consider the following two 
alternatives for use in developing multigroup diffusion theory (a) by using 
equation (4 19) and (b) by deriving a form of Fick's law from equation (4 31) with 
Qi = 0 Discuss the difficulties and advantages of these possibilities *° 

4 In connection with the preceding exercise, suppose that neutrons from a 2-MeV 
source are being moderated in a hydrogenous medium, such that the energy 
dependence of the flux and current, for computing the group constants, can be 
approximated by that in an infinite medium of hydrogen ""̂  Suppose that a group 
structure with boundaries at 2 I, 1 4, 0 9, 0 4, MeV is used Determine the 
group diffusion coefficients for these first few groups according to equations 
(4 19) and (4 23) The hydrogen cross section may be taken to be proportional to 
1/ V £ in the given energy range 

5 Verify that, for isotropic scattering in the center-of-mass system, CTO, f, and [IQ 
have the values given in §4 7d 
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5. DISCRETE 
ORDINATES AND 
DISCRETE S^ METHODS 

5.1 INTRODUCTION 

5.1a Special Features of the Discrete Ordinates Methods 

The discrete ordinates and related methods of obtaining numerical solutions of 
the energy-dependent neutron transport equation have been used extensively 
in reactor calculations The essential basis of these methods is that the angular 
distribution of the neutron flux is evaluated m a number of discrete directions, 
instead of using spherical harmonics, as in Chapters 3 and 4 By considering 
enough directions, it is possible, in principle, to obtain a solution of the transport 
equation to any desired degree of accuracy, subject only to the limitations of the 
available computing machine It will be seen that some versions of these discrete 
methods are related to the method of spherical harmonics 

In the solution of practical problems by discrete ordinates techniques, a dis­
crete energy variable is introduced, by means of a multigroup approximation, 
and a discrete space mesh is used for the spatial coordinates as in the preceding 
chapter Consequently, all the independent variables of the time-independent 
neutron transport equation, namely, space, r, direction, SI, and energy, E, are 
treated as discrete As compared with the method of spherical harmonics the 
distinguishing feature of the method of discrete ordinates is the discrete treat­
ment of the angular (or direction) variable 

A number of new and important problems arise in the development of the 
method They are (1) the choice of the particular discrete directions, (2) the 

214 
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approximation of the integrals over the direction variable, and (3) the approxi­
mation of the derivatives of the neutron angular flux with respect to the com­
ponents of SI appearing m the transport equation in curved geometries (§§5 3a, 
5.3b). These problems will be treated in the present chapter, but it may be stated 
at the outset that there are no unique solutions to them. This lack of uniqueness, 
is, however, not unexpected. In the f v approximation, the choices of energy 
groups and a space mesh are not unique, but must be based on physical insight 
and experience. The same factors determine the choice of direction and other 
parameters in the method of discrete ordinates. 

In order to minimize the formidable notational complexity, it will be con­
venient to consider first the one-speed transport equation. Subsequently, the 
solution of the energy-dependent problem by multigroup methods will be 
examined, as in Chapter 4, this involves a set of coupled one-speed differential 
equations. The determination of reliable group constants is once again an 
essential requirement for obtaining a satisfactory solution 

5.1b Plane and Curved Geometries 

The discrete ordinates method of solving the one-speed transport equation will 
be treated initially in plane geometry. This is not only a simple case of interest, 
but it IS also an idealization of some lattices. It is for the one-speed problem in 
plane geometry that a relationship is particularly clear between the use of dis­
crete directions and of spherical harmonics to represent the angular distribution 
of the neutron flux. 

A special aspect of plane geometry (or of rectangular cartesian coordinates in 
general) is that the direction of a neutron, as specified by direction cosines 
relative to local coordinates, does not change as the neutron streams, that is, 
moves through the medium without making any collisions. In plane geometry, 
therefore, the only concern is with problems (1) and (2) mentioned above, i.e , 
choice of direction and the evaluation of integrals. 

In curved geometry, i.e., in systems of spherical or cylindrical coordinates, 
however, the situation is diff'erent and the angular derivatives in the transport 
equation must be approximated in addition. These derivatives arise because, in 
streaming, the direction variable of a neutron changes continuously in curved 
geometry. Hence, the streaming term, SI V<t>, in the transport equation will 
introduce derivatives with respect to the components of SI Suppose, for 
example, that the neutron direction in spherical coordinates is described by /n, 
i.e., the direction cosine relative to the radius vector, then it is evident that /x 
increases continuously as the neutron streams through the medium (Fig. 5 1). In 
a later section it will be shown how this situation is treated by discrete S^j 
techniques. 

An alternative approach would be to describe the neutron motion relative to 
a fixed direction in space, rather than to local coordinates. This would be 
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NEUTRON 

FIG. 5.1 CHANGE IN DIRECTION COSINE OF STREAMING NEUTRON. 

equivalent to considering characteristic directions in the integral form of the 
neutron transport equation (§1.2b). Numerical solutions of the integral equation 
or, what is the same thing, solutions of the transport equation by the method 
of characteristics have been obtained ^; they will, however, not be described in 
this book. 

5.2 DISCRETE ORDINATES FOR ONE SPEED IN PLANE 
GEOMETRY 

5.2a Isotropic Scattering 

The method of discrete ordinates (or discrete directions) in plane geometry was 
first proposed^ and developed in detail^ for the study of radiation transfer 
problems in stellar atmospheres. This treatment utilized a special choice of 
directions and a particular method of numerical integration, using the Gauss 
quadrature formula (cf. §5.2c). In the development given here, a more general 
procedure will first be described. 

The one-speed transport equation in plane geometry for isotropic scattering 
and a generalized source may be written (see §2.1c) as 

Consider this equation for a set of discrete directions {/x,}; if the integral were 
evaluated by a numerical quadrature formula involving <^{x, /nj), there would be 
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obtained a set of coupled first-order differential equations for <1>(.̂ , /n,) that would 
be equivalent to equation (5.1). Thus, if the integral is represented by 

N 

1 = 1 

where the w, are the quadrature weights (or weighting factors), equation (5.1) 
becomes 

N 
8<i>(x, U,) , , . , , C ( X ) ( T ( X ) ^ A / ^ ^ / X 

Pi — i r ^ + '^W'l'C^' pi) = 2 ^ ^'^''' '"'̂  + ^^'' ' '̂ ^̂  

; •= l ,2 , . . . , iV. (5.3) 

This set of t^ coupled differential equations can be solved readily by finite 
diflference techniques once the boundary conditions and the character of the 
problem are specified. 

So far nothing has been said about the choice of the set of direction cosines, 
{/li,}, nor of the associated quadrature weights, {w,}. The accuracy which can be 
achieved in solving the equations (5.3) for a given A*" will depend, however, to a 
large extent on making a good choice. The following properties of the w, and /x, 
seem to be reasonable requirements: 

(1) Since the integral in equation (5.1) is always positive (or nonnegative), it 
is required that w, > 0 for all /. 

(2) A symmetric choice of directions and weights about /x = 0, i.e., 

Ml = -A^AT + i - i a n d w, = WAT + I - , , 

is suggested so that the formulation will be symmetric upon reflection. In other 
words, the solution will not depend on which side of a slab is designated as the 
right side and which as the left side.* 

(3) It is required that if ^{x, /x) is a polynomial of low order in /x, then the 
quadrature formula of equation (5.2) should give the exact value of the integral. 
This implies that 

>*'iMr = 7 for n even « -I- 1 
1=1 

and 

Wi/ixf = 0 for n odd. 
1 = 1 

Actually, the condition for n odd is guaranteed by property (2). 
The values of n for which these relations should be satisfied must now be 

considered. Suppose that A^is even; then there are Â  values of/x, and A'̂  values 

* If, in a particular situation, the iiux is known to be highly asymmetric, it may be ad­
vantageous to use unsymmetrical quadrature sets; for example, if the flux is peaked near 
fi = -h 1, it may be useful to have the discrete directions closer together in this vicinity.* 

2 

2 



218 DISCRETE ORDINATES AND DISCRETE S» METHODS 

of vt„ or 2A' parameters in all to be determined Condition (2) implies that only 
N of these are independent If there were JV independent parameters for fitting 
condition (3) with n even, then it might be possible to satisfy this condition for 
« = 0, 2, 4, , 2A' — 2, but not beyond If such a choice is made, it will 
determine /x, and w, uniquely as the Gauss quadrature^ set of directions and 
weights, the weights are all positive and satisfy condition (1) It is not necessary, 
however, to satisfy condition (3) for so many values of n (with n even), in this 
event, there is some freedom to impose other conditions More will be said about 
this presently 

5.2b Discrete Ordinates and Spherical Harmonics 

Before proceeding to consider some special choices of /n„ H„ the relationship 
between the methods of discrete ordinates and spherical harmonics will be 
examined In the spherical harmonics (Ps) procedure the integrals involved are 
[cf equation (2 58)] 

Mx) = j nx, t^)Pn{p) dSl = 277 J ' ^ (I)(v, M)Pn(/̂ ) di^ 

The equivalent quantities for the discrete ordinates treatment are defined by 
using the quadrature formula as in equation (5 2), thus, 

N 

Ux) = 277 2 ^Mx, l^>)Pn{pd, (5.4) 
1 = 1 

where the symbol ^n(Y) is used to indicate an approximation to ^„(x) that is 
obtained from the quadrature formula 

To find equations satisfied by the 'f>n{x), equation (5 3) is multiplied by 
277(2« + 1 )vi ,P„(/u,,) and summed overy, with the recurrence relation for Legendre 
polynomials and the requirement (3) given above for all « ^ A' — 1, the result is 

(„ + 1 ) ^ + « % ^ + (2« + 1VW[1 - C{X) 8on]4 = (2« + \)Qrix) 

« = 0, 1,2, ,N - \, (5.5) 
where 

N 

Qrix) = 277 2 ^,Q{X, pdPnM 
1 = 1 

and 8on is the Kronecker delta. 
It should be noted that equation (5.5) represents a set of Â  equations, selected 

since there are only Â  independent quantities <D(x, /u,) available. That is, for 
n ^ N, the value of f„ can be expressed in terms of {̂ „} with n ^ N — 1 in the 
following way. If ^„ were known for « ^ N — 1, equation (5.4) could be solved 
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for (^{x, /x,) with ; = 1, 2, , Â , and then ^„ could be found from equation 
(5.4) for any n ^ N. 

Comparison of equation (5.5) with the equation of the spherical harmonics 
method, such as equation (2 59), shows that <fnix) satisfies the same set of equa­
tions as does ^n(^) m the spherical harmonics treatment. 

In the spherical harmonics expansion of the angular flux, the series of terms 
in the summation of polynomials is truncated by assuming that d<j>fi{x)jdx = 0 
for a /"jv-i approximation and boundary conditions are used. It will be recalled 
that this truncation or an equivalent (§2 4b) is required in order to have the same 
number of unknown functions, ^„, as equations relating them, e.g., equations 
(2.59). But for the system of equations (5.5) it is not possible simply to set 
dff,(x)ldx = 0, because f^ may be derived from the fundamental quantities 
'I>(x, /x,) by means of equation (5.4), and therefore df,^ldx is determined. By a 
special choice of/x„ however, namely, {/x,} is the set of A'zeros of the polynomial 
PN(P), i-e , 

PN(P:) = 0, (5.6) 

df^,(x)|dx IS automatically zero The set of equations (5.5) for isotropic scattering 
IS then identical with the truncated set of spherical harmonics. 

From the properties of the Legendre polynomials, it is known that PH(IJ-) 

will have exactly Â  zeros in the range — 1 ^ /ix ̂  1, and so these values form an 
acceptable set for the present requirement For A'̂ even, there are an even number 
of directions and an even number of equations (5 5) corresponding to the odd-
order spherical harmonics equations Thus, A' = 2 in the discrete ordinates 
procedure corresponds to a Pi approximation. 

5.2c Gauss Quadrature Parameters 

If the {/x,} are chosen, as indicated above, to satisfy equation (5 6), then the 
{M,} will be determined from requirement (3) for n ^ N — ] These quadrature 
parameters are, in fact, the Gauss quadrature set which is widely used in 
numerical integration ^ Such a set of order Â , i e., A'values of/x, and Â  values of 
H,, IS the only set having the property that the integration formula of equation 

TABLE 5 1 

FORMULA' ' 

N = 2 

N = 4 

N = 6 

CONSTANTS FOR THE GAUSS QUADRATURE 

wi = W2 = \ 000 
wi = Wi = 0 65215 
w^ = H.3 = 0 34785 

Wi = We = 0 46791 
w^ = ws = 0 36076 
wj = wj = 0 17132 

fii = -1J.2 = 0 57735 
/xi = -IX, = 0 33998 

1x2 = - F 3 = 086114 
f i i = "1X0 = 0 23862 

F2 = -/X5 = 0 66121 
^3 = - ^ , = 0 93247 
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(5.2) is exact for a polynomial m /n of order 2Â  — 1. From the discussion in 
§5.2a, it IS known that this is the polynomial of highest order that can be 
integrated exactly by an expression with Â  directions and Â  weights. The values 
of /x, and w, in the Gauss quadrature set for A'̂  = 2, 4, and 6 are presented in 
Table 5.1.'' 

Some consideration must now be given to boundary conditions For a 
vacuum (free-surface) boundary, with no incoming neutrons, it is natural to 
assume that 0(x, /iXj) = 0 for all incoming directions. If the domain of interest 
IS a slab of thickness a, i e., 0 < x < a, then 

(D(0, M;) = 0 for IX, > 0 
and 

0(a, fXj) = 0 for fx, < 0. 

These boundary conditions are then identical with the Mark boundary condi­
tions of the spherical harmonics method (§2.5d). 

The method of discrete ordinates with constants from the Gauss quadrature 
set is thus seen to be equivalent to the method of spherical harmonics with Mark 
boundary conditions. In particular, the approximate integrals, î „, as given by 
the summation of equation (5.4), satisfy the same equations and boundary 
conditions as do the <̂„ of the spherical harmonics method. The same neutron 
flux and the same eigenvalues are obtained by both methods. Furthermore, if 
the angular dependence of the flux ^(x, /x) for /x / /x, is given by the usual 
spherical harmonics expansion 

i V - l 

* (̂̂ ' /̂ ) = 2 ^ ^ Pn(p)Uxl (5.7) 
n = 0 

both discrete and spherical harmonics methods lead to the same results for the 
angular distribution. In addition it can be shown that equation (5 7) gives the 
same values for CI)(T, fx,) as were used to derive the {<̂ „} Consider, for example, 
the one and only polynomial of order N — 1 which can be passed through the 
points <S>{x, /x,), the quantities fn{x) defined in equation (5 4) are exact for such a 
polynomial This polynomial is uniquely determined by {<̂ „} and is given by 
equation (5 7) 

It is of interest to recall that m Chapter 2 no particular justification was given 
for the Mark boundary conditions. It now appears, however, that they are 
natural free-surface boundary conditions for the discrete ordinates method with 
Gauss quadrature constants, and hence for the equivalent spherical harmonics 
method. 

5.2d The Double-F;v Method in Discrete Ordinates 

It was seen in §3.5a that there is, in general, a discontinuity in the angular neutron 
flux for /x = 0 at an interface (or boundary) in plane geometry It was then 
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found useful to treat each side of the discontinuity separately in solving the 
transport equation by expansion of the angular flux distribution in terms 
of Legendre polynomials A similar double-fv approach has been used 
in the discrete ordinates method by making separate expansion in the ranges 
- 1 < / i x < O a n d O ^ , u < 1** 

If the Gauss quadrature is utilized with Â  points in each of these two ranges, 
the discrete directions {fx,} are now given in terms of the directions used earlier 
(see Table 5 1) by 

/x; = ^ ' + 2 = - F 2 V + 1 - . wi th 1=1,2, ,N, 

and the weighting factors are 

_ ^' _ 
Wj — 2" ~ ^2N+l-i 

Consequently, there are now 2A' directions and 2A' weighting factors For either 
positive or negative /x, there are A' directions corresponding to the N roots of 
/'^ fitted to the range 0 ^ /ix ^ 1 Such a choice with 2A' directions would be 
called a double-Pv-i approximation, thus, for example, the double-Pj approxi­
mation has four discrete directions The double-fv approach has proved to be 
very useful in applying the method of discrete ordinates to slab problems 
because of the ability to treat interfaces in a simple manner For curved geome­
tries, however, there are no discontinuities in the flux and then the double-P\ 
method has no particular merit, as will be seen later 

5.2e Anisotropic Scattering 

For anisotropic scattering, the foregoing treatment must be modified If the 
scattering depends only on /xo the cosine of the scattering angle in the laboratory 
system, the right side of equation (5 1), which will be represented by q(x, fx), can 
be written as 

q{x IX) = c(\) I a/(\ /Xo)a)(\ i,)dSl + Q(x,ix) 

Expansion of the of in Legendre polynomials in the usual way (!)4 2b) and 
multiplication by 277 for integration over all azimuthal angles, gives 

cc 

q{x,ix) = '-^^(2l+ \)a,P,{,x)^[j,(ix)<^{x,,x)dix' + Q(x,ix) (5 9) 
i - o 

Upon introduction of the quadrature formula of equation (5 2), the right side 
of equation (5 9) becomes 

oc \ 

^(^,M;) = ^ ^ 2 ^ ^ ' + l)(7,/',(^,)2",P,(/x.)1'(\,/^.) + e(x,M;) (5 10) 
i - 0 1 - 1 
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In practice, the sum over / will be cut oflf at L; it is then necessary to specify L 
cross sections, a,, in order to perform the summation. Otherwise, the procedure 
is the same as that described for isotropic scattering. 

For comparison with the equations of spherical harmonics, equation (5.3), 
with the right-hand side given by equation (5.10), is again multiplied by w,PJ^ix,) 
and summed over j . If the full-range Gauss quadrature set with N directions is 
used, then, since the scheme is exact for polynomials of order 2N — 1, it is 
found that 

N 

2 w,Pn{p,) ^ ^ PM = K for / + « ^ 2 ^ - 1, 
1 = 1 

where 8,„ is the Kronecker delta. Hence, provided I + n ^ 2N — 1, there will 
be just the same terms on the right-hand side as occur in the spherical harmonics 
expansion. If L ^ ^ , however, additional terms will be present, although they 
are seldom of any significance. Thus, with one minor exception, the Gauss 
discrete ordinates methods and that of spherical harmonics are equivalent for 
anisotropic scattering. 

5.2f Solution of the Discrete Ordinates Equations 

In describing a method for solving the system of equations (5.3), it will be 
assumed that the problem is too complicated for a solution in closed form to be 
practical, so that a numerical solution is being sought. The first step, as in Chap­
ter 3, is to introduce a space mesh, i.e., a set of discrete values of x, namely x,^, 
where A; = 0, 1, 2 , . . . , Â , such that the left boundary of the system is at XQ and 
the right boundary at XK ; as a rule, points are also chosen to lie on any interfaces 
that may be present. The derivative terms are then approximated by finite 
diff"erences, such as 

^HX, M;) 
dx 

HXw + 1, IX,) ~ HXu, P,) 
H ~ X)c 

where x^ + d/a) is midway between x^ and x̂^ + i, i.e., 

^fc + (l/2) = 1\Xk + X]c + l)-

If, as before, the right-hand side of equation (5.3) is represented by the symbol 
^(jc, IX,), to allow for the possibility of anisotropic scattering, this equation at the 
point Xj. + (i,2) becomes 

P, ^ fa^ i ' f t ) -^ (^ ' c ,A^ . ) ^ a(x,,a/2))<I>(^..(l,2„ P,) = ?(^..(l,2„ P^ (5.11) 

According to equation (5.3), or (5.10) in general, 9(xj:+(i/2), ix,) depends on 
(I>(Xfc+(i/2), IX,), and for small Â , at least, the dependence is simple enough for a 
rapid solution of equation (5.11) for the <i>{x, y.,) to be possible.^ A more general 
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method of solution by iteration will be described here, however, because it is 
also applicable to more complicated situations such as curved geometries in two 
dimensions. Exactly the same procedure can be used for any number, A'̂ , of 
directions, this represents a great advantage of the discrete ordinates method. 

To start with, it is assumed that q{x, ix,) is known, a value is guessed the first 
time and thereafter it is available as a result of each preceding iteration. The 
term ^(v^ + d/j), MJ) 'S usually eliminated by expressing it as an average of the <t> 
values on either side; thus, 

rt,/^ ^ ^ HXk,P,) + <^(X^ + i,lx,) 
^^•^k + ( l /2 ) ) Pj) — 2 

Upon inserting this into equation (5 11), the resulting expression can be solved 
for 't>(Xk + i, Pj) m terms of ^{x^, ix,), or vice versa. If Aj.+(i,2) is defined by 

and the arguments of quantities at x^ + d/j) are dropped, it is found from equation 
(5.11) that 

• ^ ( ^ - ^ ^'^ = 1 + aA/2^, ^ ( ^ - '^'^ + ^ ix,{X + oM2ix,) 

(use for/x, > 0 ) (5 12) 

and 

^ (^ - ^'^ = 1 - aA/2^; ^ ( ^ - ^ ' ^'^ - %,{l-aM2ix,) 

(use for AX, < 0). (5.13) 

With vacuum boundary conditions, <l>(vo, /x,) is zero for all positive ix,, hence, 
^{x^, IX,) for positive ii, can then be found by repeated application of equation 
(5.12). Similarly, ^{x^, ix,) is zero for all negative ix, and equation (5.13) can be 
applied to determine <1>(X;„ ix,) for negative values of ix,. The value of q, i.e., 
?(^k + (i/2), Pj), can then be recalculated and the problem can be solved by itera­
tion. Various methods for accelerating the procedure have been suggested.^" 

If there are reflecting boundary conditions at x = x^, then ^{XK, IX,) may be 
found for negative ix, by setting 

<^{XK,IX,) = (D(Xg, -IX,). 

If there are reflecting boundary conditions at both interfaces, i e., at XQ and x^, 
a somewhat more general procedure may be adopted. For example, it is possible 
to run a series of ^A" problems, where for the «th problem the boundary condi­
tion at Xo is 

<D(xo, iij) = 8j„, 
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where 8,„ is the Kronecker delta. By taking an appropriate linear combination 
of these -jÂ  conditions, the reflecting boundary condition 

Hxo, P,) = Hxo, -F ; ) 
can be satisfied. 

Reference may be made to some important features of equations (5.12) and 
(5.13). First, it will be recalled that equation (5.12) was to be used for positive 
IX, and equation (5.13) for negative ix,. In both cases, the coefficient of O on the 
right-hand side is then less than unity. As a consequence, errors in ©, which may 
be introduced in the numerical approximation, e.g., by round off, are attenuated 
rather than amplified as a result of repeated application of the equations. More 
generally, the rule is that in integrating along a neutron direction, the procedure 
should be in the direction of neutron travel in order to minimize the accumula­
tion of numerical errors. For ix > 0, this would be from x^ to Xfc + i, as in 
equation (5.12), whereas for ;u, < 0 the direction would be from x^ + i to x^, as in 
equation (5.13). 

A second point to be noted is that if A is large in comparison with |2fXj|/cr, the 
coefficients of O on the right side of equations (5.12) and (5.13) become nega­
tive. If q is small, negative values of O, which are physically and numerically 
undesirable, are then obtained. Actually, the coefficient in equation (5.12) is 
simply an approximation to exp (-aAJix,), and so A cannot be taken too large 
without loss of accuracy. 

In order to show this, consider equation (5.12) in the absence of a source, 
that is, 

<I'(^..i, Pi) = \ ~ "^{^^i "^^^^ ''̂ -̂ ^̂ -̂ ^̂  

The source-free transport equation for /x = ixj is 

so that upon dividing by ix, and introducing the integrating factor exp — dx', 
J Pi 

<^{x, IX,) exp — dx' = 0. 
J 1^1 

!Pi 

the resuh is 

d_ 
Sxy • J F, 

Upon integration from Xj. to x̂^ + i, it is found that 

^{x^,i,ix,) = e-^^"^i^{xk,ix,). 

Comparison with equation (5.14) shows that the coefficient of (^{x^, ix,) in this 
equation, and hence also in equation (5.12), is an approximation for e^'"^"'i. 
Although this approximation is poor when A is too large, it is in error by only 
1 percent when o-AZ/Xj = 0.5. 
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As the number of angular directions, N, is increased, some of the values of/x, 
m particular p-ii 2)N, will become increasingly closer to zero It is necessary, 
therefore, simultaneously to increase the number of space points, i e , to de­
crease A, in order to avoid large values of <yA|^x^l 2)v 

The foregoing system of difference equations may lead to negative values of the 
neutron flux, hence, it does not correspond to a positive operator (§4 4c) Thus 
It IS not possible to use the theory of such operators to establish, as for multi-
group difl"usion theory in §4 4f, the existence of eigenvalues and to accelerate 
convergence Alternative difference schemes have been used to preserve positive 
values of the flux,^^ but they have been found to be generally less accurate than 
the scheme given here 

5.2g Results of Discrete Ordinates Calculations 

By using the procedure described above, the one-speed transport equation can 
be solved by the method of discrete ordinates Such a one-speed problem would 
normally arise in the treatment of one group in a multigroup calculation as seen 
in §4 3b and as will be considered in §5 3e The method may also be used to 
solve simple one-speed test problems, the accuracy of the procedure for various 
choices of quadrature coefficients can thereby be assessed As an example, the 
computed critical thicknesses of bare slabs are given in Table 5 2 In making the 
calculations, the iterative method of §5 2f was applied with the following 
refinement, since there is no external source, the thickness is varied until the 
iterations converge The procedure is analogous to that described in §4 4d with 
q now playing the role of I'F 

The values recorded in Table 5 2 are the critical half-thicknesses, in terms of 
neutron mean free paths, as functions of c, for the simple P^ i and double-
^(i/2)w-i Gauss quadrature schemes with various numbers of directions. A' In 
the numerical computations the space mesh consisted of 4A equally spaced 
intervals in each case -̂^ The results of exact calculations" are given for compari­
son Tlie accuracy attainable by the double-/'^ method is seen to be very striking 

TABLE 5 2 CALCULATED CRITICAL HALF-THICKNESSES OF 
SLABS USING GAUSS QUADRATURE i= ^̂^ (IN MEAN FREE 
PATHS) 

2 
5 856 
3 496 
2 315 
1 487 
0 920 
0 680 

P^-i 

4 
5 687 
3 321 
2 136 
1 319 
0 778 
0 559 

6 
5 675 
3 308 
2 121 
1 299 
0 750 
0 530 

Double-Pa 2,K -1 

4 
5 670 
3 299 
2 107 
1 278 
0 723 
0 503 

6 
5 668 
3 301 
2 114 
1 290 
0 736 
0 510 

Exact 
5 665 
3 300 
2 113 
1 289 
0 737 
0512 
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A comparison has also been made of the critical half-thicknesses of slabs 
obtained by the method of discrete ordinates with those given by the "exact" 
method of the separation of variables (see Chapter 2) for anisotropic scatter­
ing.^* For this purpose the angular distribution of the scattered neutrons was 
taken to be that for hydrogen, and either two or three terms in its expansion were 
retained in both treatments. Various ratios of anisotropic to isotropic scattering 
were considered. By using a large number of space points, namely 75, and the 
double-P,, i.e.. A' = 16, quadrature scheme, the results obtained from the 
discrete ordinate method generally agreed with the "exact" values to within 
one part in 10*; in most cases the agreement was even better. Thus, a consider­
able degree of accuracy can be attained in plane geometry by using a high-order 
discrete ordinates method. It is of interest to mention that, even for the most 
complicated scattering, the time taken to solve a problem of this type on a 
modern digital computer is only a minute or less. 

The Gauss quadrature formula for approximating the integral in the transport 
equation has the advantage of giving fairly accurate results with a relatively 
small number of terms. It does not constitute, however, the only practical 
choice of directions and weighting factors for representing the angular distribu­
tion of the neutron flux. Other schemes have been proposed and mention may 
be made of one which involves directions equally spaced in /x ;̂ this has some 
useful symmetry properties when generalized to geometries of more than one 
dimension (§5.3c). 

5.3 DISCRETE ORDINATES FOR ONE SPEED IN CURVED 
GEOMETRIES 

5.3a Introduction 

It was mentioned earlier that in curved geometry a problem arises because the 
angular coordinate of the neutron, in a local coordinate system, changes due to 
streaming, i.e., to collision-free motion. Consequently, a further coupling is 
introduced between equations describing neutron flows in discrete directions. 
Spherical geometry will be treated here, although the techniques to be described 
are also applicable to other curved geometries. 

In spherical geometry the one-speed transport equation may be written as 
(§1.3a). 

' ^ ^ + 7 ( 1 - ^'^ '-^ + ^(^^^(^' ^) - ^(^ '^)' (5.15) 

where the source term q{r, /x) may include anisotropic scattering and anisotropic 
sources, as discussed in the preceding section. The treatment of the source term 
is the same as in plane geometry and so it will not be considered here in any 
detail. In more general geometries, the only difference is that the scattering 
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source is not simply a sum of Legendre polynomials but involves spherical 
harmonics; the latter are present, as pointed out in §3.3e because there is no 
azimuthal symmetry to eliminate terms from the addition theorem of Legendre 
polynomials. 

The new problem in spherical geometry is how to approximate the second 
term on the left-hand side of equation (5.15) and especially the derivative factor 
8<D/g/x. Various possibilities have been proposed,^^ most of which introduce a 
complicated coupling between the angular fluxes, <!>(/•, /x,), for various values of 
/x,. For example,^'' equations (5.4) and (5.7) could be used, with r replacing x, to 
write 

W - l N 

<D(r, M) ~ 2 ^ S ^ "̂(̂ ^ 2 '̂ •*̂ (''' '̂)̂ "(̂ ') 
so that 

8ix 
2/7 + 1 8PM 

2 8ix y w,Hr, ^)n(M.) 
' 1 = 1 

1 = 1 

2n + 1 8PM j 
S/x |„ = u, 

W,Pn(Pt) <t>{r, II,). (5.16) 

Such a choice can be shown to give a discrete ordinates method which is equiva­
lent to the spherical harmonics method in spherical geometry as described in 
§3.3a. 

A simple procedure was proposed by B. Carlson in his original S^ method.^'' 
The dependence of <I)(r, /ix) on jix was approximated by a series of connected straight 
line segments between ix = —] and /x = 1; thus, the letter S stands for segments. 
In one-dimensional geometries, Â  indicates the number of segments chosen to 

* { M ) 

FIG. 5.2 LINEAR SEGMENTS APPROXIMATING ACTUAL ANGULAR FLUX DISTRI­
BUTION. 
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represent the angular distribution of the neutron flux. With A'̂  segments, there 
will be TV -I- 1 discrete directions, including ;ix = — 1 and 1. In Fig. 5.2, the actual 
distribution between /x = — 1 and 1 is indicated by the broken line, and it is 
approximated by four Hnear segments, so that in this one-dimensional system 
A'̂  is 4. Obviously, the larger the number of directions used to express the 
angular flux distribution, the better the approximation. 

By introducing this representation into equation (5.15), and integrating over 
a IX interval, explicit expressions were found to be satisfied by the values of O 
at the junction points. In this approximation the only free parameters were the 
values of ix separating the various segments. Subsequently, it was recognized 
that the resulting equations were only a special case of a more general formula­
tion using discrete ordinates. This led to the development of the discrete 5^ 
method which will now be described.^^ 

5.3b The Conservation Principle 

It should be noted at the outset that in curved geometries there are special 
angles along which the neutron direction variables do not change as a result of 
streaming. For spheres, these directions are for /̂x = —1 and ix = +1, corre­
sponding to motion straight in toward the center or straight out, respectively. 
For these values of ix, the coefficient (1 — ix^)lr of S(I)/S/x in equation (5.15) is 
zero, and with known q, the equation can be solved exactly as in plane geometry. 
(At the origin a neutron can change from /x = — 1 to fx = -|-1 discontinuously, 
but this can be imposed as a symmetry condition (§5.3d).) In curved geometry, 
the solutions in special directions can be utilized for boundary conditions on the 
angular dependence of the neutron flux, but they are not usually used in evaluat­
ing the integrals for determining the source term. The general practice in 
spherical geometry is to compute <I>(r, — 1) from the boundary conditions at the 
outer radius by integrating equation (5.15) numerically assuming q{r, /x) to be 
known. 

In deriving the numerical approximation to the transport equation, one 
principle is very helpful. It is that a difference equation for a fundamental r, ix 
cell should obey an explicit conservation law for the neutron economy in that 
cell; each term in the equation should clearly represent a physical component 
in the neutron conservation, such as absorption in the cell or flow across a face. 
When the conservation principle is included in the difference equations, the 
latter are always more readily interpreted and are usually more accurate than 
when the derivatives are simply replaced by differences without attention being 
paid to conservation. Moreover, in the absence of such a principle, the possible 
difference equations are so numerous that a good choice is difficult to make 
except by a process of trial and error. This is the reason why the neutron 
transport equation was expressed in conservation form in §1.3b. 
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To apply the conservation principle, equation (5.15) may be written, accord­
ing to equation (1.35), as 

where the argument (r,/x) has been omitted for simplicity. As seen in §1.3b, 
integration of the first term on the left side of equation (5.17) over all directions 
and over a bounded volume gives the net outward neutron current, whereas the 
second term is zero. 

The same result, and the conservation relation, may be derived by integrating 
equation (5.17) over a region in r, /x space. Thus upon integration over a volume 
from r, to r,+ i, i.e., multiplication by Anr'^ and integration over r from r, to 
r,+ 1, and over all directions, i.e., multiplication by 277 and integration over /x 
from — 1 to 1, the first term in equation (5.17) becomes 

477(r, + i)=̂ 277 J ' ^ /x<D(r, + i, /x) dix - 477(rf)277 J ' ^ ix^{r„ ix) dtx 

= ^1+ 1/1 + 1 - AJ„ (5.18) 

where A, = Airr^ is the area of the surface of radius r„ and 

/, = 2TT i^ixO{r„ix)dix 

is the outward radial current at r = r,; A, + i and /, + i have the same respective 
significances at r = r, + i. The second term on the left of equation (5.17), after the 
integration over the specified volume and all directions, is zero. Hence, the net 
result of the integration may be written as 

/ ( . . i / . + i - A J, = 8rr^p"\^drr ^{q - a<l>)dix (5.19) 

= source — sink 

since the q term represents the neutron source and CTO the neutrons lost in 
various collisions. Equation (5.19) is thus an obvious conservation relationship; 
the net rate at which neutrons flow out of the specified volume is equal to that 
supplied by the source minus the loss due to interactions (collisions) with nuclei. 

5.3c Derivation of the Difference Equations 

The foregoing procedure will now be followed except that the integration will 
be over a limited range (or segment) of/x. Consider a /x, r mesh, as in Fig. 5.3, 
where the {/-,} are chosen so that points occur on boundaries between regions and 
the cross sections are assumed to be constant within an interval /•„ r, + i; the 
points fx„, etc. are selected to coincide with the /x values in the quadrature formula 
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t -r^/V+i 

i^n-

-1-LMi 
2 '̂ + i 

^+1 

/i„ + i 

J /X „_ i 

FIG 5 3 PORTION OF A A,/ix MESH 

of equation (5.2). Consider a typical cell, bounded by /•„ r, + i and by (^„-(i/2), 
f̂ n + (i/2)< as shown m Fig. 5.3. The direction /xi,2 is chosen to be — 1, so that along 
this special direction the transport equation can be solved by the methods of 
plane geometry. Moreover, for an A'-point quadrature, ix^ + aiz) must then be 
equal to 1. 

Suppose equation (5.17) is integrated over the volume of the cell and over a 
segment of/x between /x„_(i,2) and ixn + ai2)- The source {q) minus collision (aO) 
terms then become 

877H r'drl [q{r, IX) - c<J>{r, IX)] dix 

r^iqir, Mn) - '^Hr, M„)] dr 

= 277H„K[iy(/-, + (i,2), /^n) - f^^(''i+(i;2»Mr.)], 

where V is the volume given by 

V=Mrhx-r?). 

In evaluating the integral over /x, one term of the quadrature formula, i.e.. 

Ju, 
fQx) dix X wj{ix„), 
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has been used, and q and O are volume averages over the cell, e g , 

477 f ' + l 
^('•i + (i/2), Mn) ~ - ^ \ r^q{r, /x„) dr. 

Turning now to the first term on the left of equation (5 17), this can be inte­
grated by using the same approximation for the partial /x integral to gi\e 

277U„/xJ/i,+ !<:)(/,+ 1 , /x j - /J,<l)(/„/X„)] 

The second term can be integrated first over the limited range of/x and then over 
the volume of the cell, the result is 

r r +1 
8772 r[{\ - /x^ + d 2))Hr, I^n + ni2)) ^ (1 - /^n a 2))<I>(', Pn a 21)] di 

This can be approximated in various ways but it can be represented simply by 

277[fl„+d 2)*I'(''i + (l 2)1 pn+(l 2)) ~ '^n (1 2) 'I ' ( ' ' i+(l 2)- pn-(l 2))]-

where the coefficients fl„±(i 2) remain to be determined The complete difference 
equation, resulting from the integration of the one-speed transport equation 
(5.17), IS then 

MnM. + i^'( ' '! + i , / ' n ) - AMl,-H-n)] 

I ^ n + ( l 2 ) * ^ ( ^ i + ( l 2) l^n + ll 2)) ~ ^n <1 „ '•<-'V i +1\ 2 1 - M n - ( 1 2 ) ) _ _ [ / / , 7 _ ( h \ ( ^ ")n) 

*̂ n 

To determine the values of a„ + ,i 2) consider an infinite medium in which the 
flux IS constant and isotropic Such a situation will arise, approximately at least, 
near the center of a large sphere In this case, there is no net current, and the 
conservation principle requires that 

q = a^ 

For equation (5 20) to be consistent with this limiting situation, it is necessary, 
since all the <I) values are assumed to be the same, that 

MnHn('4, + i - A,) = -fl„+(i 2) + «n-(l 2) (5 21) 

This IS a recursion relation from which the value of a^ + d 2) can be determined 
if i3n_d 2) IS known 

It will now be shown that a^ 2 should be zero and, hence, once this choice is 
made all subsequent values of a can be determined by means of equation (5 21) 
Suppose equation (5 20) is multiplied by n„ and summed over all values of n, 
where « = 1,2, , A', for an A'-point quadrature formula Agreement with 
equation (5.19) can be obtained only if the sum of the a terms is zero, thus, 

JV 

? ^n + (l 2)L*I^(''i+(l 2)1 Mn+(1 2)) "" "̂ n (1 2)*I'(''i +(1 2)' Mn-(1 2))J 

n = l 

= - a i 2Hr. /xj 2) -I- flv + d 2}Hr, P•^+^l 2)) = 0 (5 22) 



232 DISCRETE ORDINATES AND DISCRETE S^ METHODS 

This result should be true regardless of the dependence of <!> on r and /x, hence, 
it is necessary that 

fli/a — ^iv + (i/2) ~ "• 

Incidentally, for a symmetric quadrature scheme, as is nearly always used, 
fli,2 and aj, + (i/2) must be identical, in any event 

With aii2 = 0, equation (5 21) for n = 1 yields 

and so on for n = 2, etc It should be observed that an+oi2) depends not merely 
on n, but also on ; Since A, + i — A^vs, always positive, and \i.y < 0, it follows 
that fl3,2 IS positive By repeated application of equation (5 21), it is then seen 
that fl„ + (i 2) will always be positive provided fi„ < 0 When /i„ > 0, however, n 
m equation (5 21) is set equal to Â , and since Ov + ci 2) = 0. it follows that 
AN-CI 2) IS positive, the same will be true for a^ o 2), etc It is thus found that all 
values of a are positive 

If equation (5 21) were not used to determine a^ + a 2) and the integral of the 
second term in equation (5 17) had been approximated in another manner, it 
would be found that the numerical solution could not yield an isotropic flux at 
the center of the sphere Apart from this, the resulting difference equations might 
be almost as accurate as obtained above It seems to be generally advisable, 
however, to build as many features as possible of the exact solutions into the 
difference equations Actually, even for the approximation given here the 
central flux is not exactly isotropic ^̂  

The terms in equation (5 20) can be interpreted in the following manner 
When multiplied by H„, the first two terms on the left side are the neutron flows 
across the areas of radii r,+ i and r, m the «th ^ interval The a terms represent 
streaming flows which transfer neutrons from the n — \ direction into the n 
interval and from the n interval into the « + i direction, respectively the terms 
on the right-hand side are, of course, the source and the sink 

5.3d Solution of the Difference Equation 

As It stands, the one-speed equation (5 20) cannot be solved because there are 
too many <!>(/•, y.) values Consequently, some further relations between them 
must be postulated Suppose the problem being solved is one with a boundary 
condition at the outer radius, r, As was the case for plane geometry, the calcu­
lation of O IS initiated with some postulated value of the source term q{r, JJL), so 
that q IS known Starting at the outer boundary with the boundary condition 
given as the incoming angular flux <I)(r, /x) for /x < 0, the special direction /x = 
— 1 IS considered From equation (5 15) it is seen that for ju. = — 1, the transport 
equation is just as for plane geometry, e g , equation (5 1) with the right side 
written as q Hence, in this direction integration is performed inward to the 
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center, in a manner similar to that used in plane geometry, so that ^{ri + ̂ l,2•|, /xi/2) 
can be determined for aU values of;, with /L4I,2 = — 1. 

Next, the inward integration is started for /nj, at any step in this process 
1'('i + <i 2), H-112) IS known and 0(/-, + i, /xj) is obtained from the preceding step, or 
initially from the boundary conditions Thus, in equation (5 20), for « = 1, the 
quantities <!>(''.+ (1/2), ̂ -112) and <!'(/,+ 1, MI) are known and the unknown quanti­
ties are <!)(/•„ /xj), <!'(/•, +(1/2), f^3i2), and 'I>{r, + ai2), Mi)- Methods for eliminating 
two of the three unknowns are developed below. 

In general, for any /x„ < 0, the unknown quantities in equation (5 20) are 
I'ir,, F-n), •!'('•.+ (1/2), /̂ n + (i;2)), and <5(r, + (i,2), /^n), hence, two additional relations 
are required between these three quantities in order to solve the equation. The 
simplest of such relations is the so-called "diamond" difference scheme wherein 
<1) is assumed to be linear between adjacent r, fx mesh points (Fig. 5.4), thus 

2 ^ ( ^ + (l,2), Mn) - ^(z-. + i, fx„) + (t>(r„ /LtJ (5.23) 

- <!>(''.+(1/2), Mr.+(1/2)) + 'I'(' '.+(12), Mn-(l/2))- (5.24) 

Equations (5 23) and (5 24) may now be used in equation (5 20) to eliminate 
Hrx, t^n) and <t>ir, + ai2), H-n + ai2)), upon solving for 0(r, + a/2), Mn), it is found that 

-H-niA, + A, + l)<^>{r, + l,^ln) + (l/Wn)(fln + (i;2) + an-(l/2)) 

^( X ̂  X 1>(/-. + (i;2bMn-(i;2)) + yq 

^ • " " " " ' ' " ' - M ^ , + ^ . + l ) + ( l /H„)(an + (12, + « n - ( l / 2 , ) + <̂ f̂  

(5 25) 

where equation (5 21) has been used to write the denominator in a symmetrical 
form Once <t> has been found in this way, by using the ^(r, + i, fi„) and <!>(/•,+ <! 2), 
Mn-<i/2)) obtained above, equation (5 23) and (5 24) may be applied to determine 
<!)(/•,, fj.^) and ^ ( ^ + (i;2), H-n + a 2)) which will be required for subsequent steps. 

By repeating this procedure, the values of O may be found for all space points 
and all ingoing direction, i e , for /x„ < 0 For outgoing directions, i e , for /i„ > 0, 
integration is performed outward in accordance with the principle stated earlier 
that numerical errors are minimized if the integration is in the direction of 
neutron motion To get started on the integration some condition on isotropy of 
the neutron flux at the center may be used Thus, it is assumed that 

<I>(0,;u„) = cD(0, -^„) , (5 26) 

where, for positive /x„, the right-hand side is known from the inward integration, 
thus, 0(0, fj.„) is available for starting the outward integration In this direction, 
<!>(/•„ yLi„) IS known and <l>(r, + i, /x„) is unknown, hence equation (5 25) is replaced 
by 

/x„(/4, + / l , + i ) < D ( r „ ^ J + (l/vi„)(<5r„ + (i,2) + ar . - ( i2)) 

X 1>(''. + (i;2), Mn-i;2) + Vq 
•!'(''.+(1/2), Mn) 

Mn(^. + ^ . + l) + (l/Wn)(0n+(i;2) + On-dtt)) + ^^V 

(5 27) 
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In this manner, O may be found for all angles /i„ and all space points '•, + (i;2) By 
using these values, q can be recomputed and the process repeated until convergence 
IS obtained These repetitions are inner iterations analogous to those described in 
Chapter 3 for determining the within-group (or one-speed) spatial distribution 
of the flux based on Pi or diffusion approximations. In practice the convergence 
may be accelerated by using the method of scaling or other techniques.^" 

Because of the complex structure of the difference equations, the matrices 
involved in the iteration are quite involved. Consequently, the procedures which 
have been used are not as well understood mathematically, nor as highly de­
veloped, as are those employed in P^ or diffusion theory. The iteration tech­
niques have been found empirically to accelerate convergence, but they have 
not yet been analyzed formally. One reason is that, as noted in §5.2f, when A is 
large the solutions to the equations may not be positive for all values of r„ /x„. 
This means that the positivity property of the transport operator (§4.4c) is being 
violated by the approximation and the analysis then becomes more complicated. 

It was mentioned earlier that the difference equations derived above are not 
the only ones which could be used to approximate the original differential 
equation (5.17). Those given here have been preferred for the following reasons: 
{a) several general principles are embodied in their derivation, {b) the treatment 
IS readily extended to other geometries for which the transport equation was 
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expressed in conservation form in Chapter 1, and (c) the results obtained have 
been found to be more accurate than those given by other difference equations 
It should be pointed out, however, that the possible difference schemes have not 
been studied exhaustively, for example, variational derivations, along the lines 
indicated at the end of Chapter 6, were not reported until 1968 ^̂  

In applying the method of discrete ordinates to spherical geometry use may 
be made of any of the quadrature points and weights, mentioned in connection 
with plane geometry, e g , the Gauss quadrature set Some indication of the 
accuracy which can be achieved in such calculations, using Gauss quadrature 
and Mark boundary conditions, is obtained from the results given m Table 
5 3^^ for the critical radii, expressed in units of mean free path, of bare spheres 
As in Table 5 2, the space mesh was made up of AN equal intervals, where Â  is 
the number of discrete directions In the original S^^ method. A' represented the 
number of segments (§5 3a), but in the modified form described here, A'̂  is the 
number of directions 

It IS seen that a high degree of accuracy can be attained when A'' is large 
Surprisingly accurate critical radii, within about 1 percent of the exact results, 
are possible, however, with A' = 4, i e , in the 54 approximation, for all values of 
c in the table With the available fissile materials, the highest c, effectively about 
1 6, arises in a one-group treatment of an assembly of plutonium-239 It is 
evident, therefore, that for a wide range of criticality problems the 5'4 calcula­
tions should give acceptable accuracy Fore —1 « 1, even the 5*2 approximation 
IS quite accurate, in these circumstances, the critical system is large and then any 
low-order approximation to the angular flux distribution, including diffusion 
theory, as seen in Chapter 2, gives acceptable accuracy 

The critical radii of bare spheres have also been calculated by the discrete 
ordinates method with directions and weights given by separate Gauss quadra­
ture sets for the range — 1 ^ ju < 0 and 0 < /x :̂  1 ̂ ^ The procedure, which is 
equivalent to the AouhXt-P^ method that proved so satisfactory in plane geom­
etry (Table 5 2) gives little, if any, improvement over the results obtained by the 

TABLE 5 3 CALCULATED CRITICAL RADII OF SPHERES 
BY 5iv METHOD USING GAUSS QUADRATURE 22 (IN 
MEAN FREE PATHS) 

\ N 
c \ . 

1 02 
1 05 
1 10 
1 20 
1 40 
1 60 

2 

11 917 
7 153 
4 750 
3 062 
1 894 
1 400 

4 

12 028 
7 261 
4 850 
3 146 
1 961 
1 454 

8 

12 031 
7 273 
4 866 
3 165 
1 978 
1 470 

16 

12 032 
7 276 
4 871 
3 170 
1 983 
1474 

Exact 

12 on 
nil 
4 873 
3 172 
1 985 
1 476 
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use of a single quadrature set over the whole range — 1 < /x < 1. This is prob­
ably because in spherical geometry the flux is continuous at /x = 0, as noted in 
§3.5a. 

5.3e The Discrete Ordinates Method in General Geometry 

The procedures described above for plane and spherical geometries may be 
extended to more general geometry. The approach will be discussed briefly here 
and further details will be found in Ref. 23 

The method of discrete ordinates in two- and three-dimensional rectangular 
geometries is much the same as for plane geometry In particular, the direction 
variables of a neutron do not change during streaming, and derivatives with 
respect to angular variables are not present in the transport equation (§1.7a) 
Two angular coordinates are now required in order to specify neutron direction, 
and integrals over SI will involve sums over both direction coordinates For 
example, if the direction is represented by a direction cosine /x and an azimuthal 
angle x, as in Table 1.2, it would be possible to write 

f ("271 r i 

J cD(r, Sl)dSl = j ^ dxj_^ c/,x<D(r, /x, x) 

M N 

m = 1 n 1 

where the directions ;u„ and weights M„ might be chosen from a Gauss quadrature 
set and the Xm directions are, in this example, equally spaced in the interval 
0 ^ X < 277,1 e , 

m 
M 

277, /w = 1, 2, , M. 

Such a choice would provide the basis for a reasonable discrete ordinates 
method, but it has a disadvantage which is especially apparent in three dimen­
sions The directions and weights depend on which physical direction is chosen 
as the z axis, i.e , the polar axis Thus, the solution will depend on the alignment 
of the coordinates. This undesirable feature may be avoided by a special choice 
of direction coordinates that is invariant under rotation through 90° about any 
of the coordinate axes. It has been shown ̂ "̂  that this rotation mvanance con­
dition constrains the values of/x„ to be equally spaced m /x̂ , i e., 

Mg = Mf+ ^ j ^ ~ j ^ ( l -3/xf), « = 1 , 2 , ,N12 

and such direction sets have frequently been used in S^ calculations (§5.4d) The 
first direction cosine, /xj, is found by imposing condition (3) of §5.2a for n = 2. 

For curved geometries, other than spherical, it is also necessary to specify 
two direction coordinates. This is true even for an infinitely long cylinder in 
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which the angular flux depends only on one position coordinate, r (see Table 
1.2) The integrations over neutron directions may be treated as in rectangular 
geometry. In addition, the derivatives with respect to angular coordinates must 
be approximated. As for spherical geometry, the difference equations may be 
based on conservation principles. Moreover, the transport equation may first be 
solved in special directions along which the neutron direction coordinates do 
not change with streaming, the results may then be used as boundary conditions 
for the mam system of equations. 

For cylindrical geometry, for example, these special directions are those for 
which /x = ± 1, I.e., neutron motion parallel to the cylinder axis, or sin x = 0, 
i.e , motion toward or away from the cylinder axis (see Fig. 1.16). Diamond 
difference approximations, such as in equations (5.23) and (5.24), can be used 
to reduce the number of unknowns to the number of difference equations. The 
latter should be evaluated, as explained in §§5.2e, 5.3d, in the direction of 
neutron motion. 

When the angular dependence of the neutron flux does not have an axis of 
symmetry, the treatment of anisotropic scattering given in §5 2e can be general­
ized As before, the cross section is expanded in Legendre polynomials, the 
addition theorem of these polynomials is used (§2.6a), and the resulting integrals 
in the transport equation are approximated by sums. 

Furthermore, when the angular flux depends on two direction (angle) co­
ordinates, other methods for solving the transport equation can be developed 
by assuming that the dependence on one coordinate is continuous, but the other 
IS represented in discrete form. For example, with the two angular variables /J. 
and X, the /x might be treated as a discrete variable, whereas the dependence of 
the flux on x might be given by a sum of trigonometric functions ^̂  

From what has been stated here, it is apparent that many possible discrete 
ordinates approximations to the transport equation can be considered. Of course, 
the desirable approximations are those which are both accurate and rapid for 
numerical computation The methods referred to in this section have been 
proved useful for solution of practical problems, in addition, a number of 
modifications have been proposed,̂ ** some of which may be found to be 
advantageous. 

5.4 MULTIGROUP (ENERGY-DEPENDENT) PROBLEMS 

5.4a Expansion of Scattering Cross Sections in Spherical 
Harmonics 

The development of the discrete ordinates methods given above has been con­
cerned with the angular distribution of neutrons in a one-speed problem. It is 
necessary now to consider the treatment of realistic, energy-dependent situations 
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by means of multigroup methods. The main problem here, as will be seen shortly, 
is the consistent determination of the group cross sections 

Just as in the multigroup spherical harmonics approach, in Chapter 4, the 
energy-dependent multigroup equations are derived by integration over a num­
ber of energy intervals (or groups) In the discrete ordinates methods, these 
equations are evaluated in certain discrete directions As stated in §1 6d, how­
ever, such a procedure would generally lead to group cross sections depending 
on direction, in addition there would be uncertainty in the evaluation of the 
transfer cross sections. 

To facilitate the determination and handling of group cross sections, it has 
become the practice to adopt the procedure from the spherical harmonics 
method and introduce expansion of the scattering cross sections in Legendre 
polynomials Once this has been done, the group constants are similar to those 
used in the spherical harmonics multigroup treatment Nevertheless, there 
remain some differences and, in particular, some free parameters are available 
in the group constants for the discrete ordinates methods described here, 
possible choices are considered later in this chapter 

In order to focus attention on the new features, the energy-dependent trans­
port equation will be considered, for simplicity, in plane geometry, thus, 

= 277 f f afix, E', fi' -> E, ii)^ix, /x', £') dfi' dE' + Q{x, /x, E) (5 28) 

The group constants which will be derived for plane geometry can be used for 
any geometry The scattering cross section is expanded in Legendre polynomials 
in the usual way (§4 2b) to give 

00 

/̂  S + '̂ '̂  = 2 ^ 1 ^ '̂(̂ ) J ̂ '(̂ ' ^ "̂'̂ •'' '̂ ̂  ^̂  ̂ '̂ + 2, (5 29) 

where the arguments have been dropped on the left-hand side and, as m §4 2b, 
00 

cf{x, £", /x' -> £, ^) = 2 4^ "ix, E' -> E)P,{iJ.o) 
I -O 

Ux, E) = 277 J ' ^ Piii^mx, ^, E) dix 

As before, /XQ IS the cosine of the scattering angle 
It should be evident that the foregoing expansion of the scattering term in the 

transport equat'on as a sum of Legendre polynomials is not a necessary feature 
of the discrete ordinates methods Other polynomials, polynomials plus delta 
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functions, or explicit integrations of the differential cross sections could be 
employed. The expansion in terms of Legendre polynomials (or spherical 
harmonics), however, has been commonly used. It appears to be the natural 
approach because spherical harmonics are a representation of the three-dimen­
sional rotation group. '̂̂  

In general, multigroup discrete ordinates codes solve a system of coupled one-
speed equations of the form 

dx "̂  '^5(^)'A9(^. 1^) 

CO 

21 + 1 P.M 2 "^'-^ i^X-^ix) + Qg{x, (.), 

g=l,2, . ,G (5.30) 

where 

</r, g ( \ ) = 277 ^ H,/',(/x,)iA5 (X, /x,) 

PM'P, ( ,̂ M) dn-

and g IS the group index, with Eg < £ ^ £g_i, as in Chapter 4. In practice the 
sum over /will, of course, be terminated at some value / = L. If this equation is 
considered for a fixed group it is seen to correspond to a one-speed problem 
having a right-hand side with anisotropic scattering and an anisotropic source 
as in equation (5.9) As in §4 3b, in equation (5.30) the terms on the right side 
with g' = g act as the anisotropic scattering, whereas those with g' ^ g would 
be considered part of the independent source for a one-group calculation. Thus, 
the source for the one-speed problem in group g would be, in the notation of 
equation (5.9), 

( = 0 s *g 

It is now required to make a suitable choice of the group cross sections, so that 
the solution (/'̂ (x, /x) of equation (5.30) will correspond closely to the integral of 
<I>(Y, fi, E) over the energy interval of each group g. 

5.4b Determination of Group Constants 

If equation (5.29) is simply integrated over the energy interval from Eg to fg-i , 
and the definitions 

<D,(x, ix) EE T ' " ' a)(x, IX, E) dE = { (I)(T, IX, E) dE 

are used, it is apparent that equation (5 30) is not obtained by replacing <t>g with 
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ijjg. As noted in §5 4a, the reason is that the second term on the left side of 
equation (5.29) becomes CTJ,(V, /x)(I)g(x, fx), where 

\ga(x)<t>{x,tx,E)dE 
ag{x, IX) = —• , 

\g<I>{x,ix,E)dE 

SO that Og is dependent upon fx This difficulty can be overcome in a number of 
ways. 

One possibility is to postulate that within an energy group the dependence of 
O on £• IS separable from its dependence on x and /x, thus, 

cD(.v, /x,£)=/i(x, /x)/2(£) 

This would make Og independent of /u, and then an equivalence could be es­
tablished between equation (5 29) and (5 30) Although the approximation of 
separability can be used in some practical cases, it is not generally good and 
should not be employed indiscriminately An alternative approach, which is 
satisfactory in all situations, is presented below ^̂  

First, the angular flux in the second term on the left-hand side of equation 
(5.29) is expanded as a sum of polynomials, i e , 

21 + \ 
(D(v, ,x, £) = 2 - ^ PilAUx, E), 

and then the equation is integrated over E, the result is 

c<f,(v,/x) 
t^ 

i - O g = 1 
4' 

where S . . is the Kronecker delta and 

\go{\, E)cj>iix, E) dE 
^igi^)^ f ' (5 32) 

9l g{^) 
and 

\g U^,E')\ga,(x,E'^E)dEdE' 
aig^g(\) = , . (5 33) 

9l g {^) 
are the flux-averaged group cross sections, precisely as in equations (4 26) and 
(4 27), respectively If now the product (7,(\)<I)g(\, ix) is added to both sides of 
equation (5 31), with <I>g(Y, /x) expanded as a sum of polynomials on the right 
side but not on the left, it is found that 

00 G 

^eo^) ^ ,̂ (,̂ ^̂ (,̂ )̂ = 2^^'('^) 2 -̂(̂ ) 
( 0 g - 1 

X {a, , . , ( X ) + M x ) - a, g{x)] 8g g] + Q g( X, fx) (5 34) 
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Provided estimates of ^, are available, as m Chapter 4, for use in equations 
(5.32) and (5.33), all the cross sections are known in equation (5.34), except for 
the Og which are still undetermined. 

It IS now seen that equation (5.34) is identical in form with equation (5.30), 
the group constants in the latter can then be chosen so that the corresponding 
terms in equations (5.30) and (5.34) are equal For g' i^ g, the transfer cross 
sections a '̂Ug in equation (5.30) must satisfy the requirement that 

ai'Kg = C,_g.^g (fOTg'^g) (5.35) 

and the transfer cross sections (^i,g'^g are the same as in /*„ theory [equation 
(4.27)]. For g' = g, the only necessary constraint is 

Ol,g^g -F <̂9 - CT/,g = CTgij. (5.36) 

Here, oi^g^g and a, g are known, in principle, from equations (5.32) and (5 33), 
but CTg and a^'lg are unknown; an exact result can be obtained, however, provided 
the latter are chosen to satisfy equation (5.36). 

In practice, the sum over / in equation (5.30) or (5.34) will be terminated after 
some finite number, e.g., L -I- 1, of terms. Thus, in the summation over / from 
1 = 0 to I = L, there will be L -I- 1 terms. Consequently, there are only 
G(L + 1) equations for determining the G(L + 1) values of the transfer cross 
section a'gl^g and the G values of the collision cross section Og, thus, G extra 
conditions must be imposed. One possibility is to chose Og = a^ g, so that the 
collision cross section Og in equation (5.34) is simply the flux-averaged collision 
cross section from equation (5.32), i.e., 

Og = (To_g (consistent P approximation). (5 37) 

The name "consistent P" approximation is given to equation (5 37) because 
if, with this choice of CT^, equation (5.34) is integrated over all angles, the result 
is identical with the first of the multigroup Py equations, as in equation (4 24). 
It will be recalled that this equation, which is derived from (4 14), is exact, 
except for the uncertainties in evaluating the group constants Since the choice 
of (Tg in equation (5.37) is consistent with the P^ equation (4 24), it is called the 
consistent P approximation. 

A more refined procedure would be based on choosing Og so that the first 
neglected term in the summation in equation (5 34), i.e , for / = L -I- 1, is small 
The neglected term is 

c 

^ ( 2 L + 3)/ ' i + i(/x) ^ <f>L + l.g{'^L+l g ^g + K " '^L + l.g] ĝ g} (5.38) 
g = 1 

and in order to minimize it, information is required concerning the dependence 
of ^i-ri,g on g'. For most energy groups in reactor problems, the scattering into 
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a group of neutrons from higher energy groups is roughly balanced by the 
scattering out to lower energy groups. If this is the case, then 

G a 

2_i '^i + 1.5''^i + l,9--»9 - 2 ^ 'f>L + l,g"L + l,g-^g', (5.39) 
g' = l s' = l 

where the left side is the scattering into group g from all other groups and the 
right side is the corresponding scattering out. If equation (5.39) is substituted 
into the expression (5.38) and the result set equal to zero and solved for Og, it is 
found that 

G 

f^g = <^L + i.g — 2_, '̂ i + 1,9-9' (extended transport approximation). (5.40) 
9 ' = 1 

The choice of dg just described is called the "extended transport" approxima­
tion for the following reason. In one-speed theory, the transport approximation 
consisted in replacing anisotropic scattering by isotropic scattering and using 
the transport cross section (§2.6b). In the present energy-dependent situation, 
the use of equation (5.40) with L = 0, i.e., assumed isotropic scattering, has 
much the same effect and leads to a multigroup transport approximation. Con­
sequently, when CTg is derived from equation (5.40) with L 7̂  0, it is referred to 
as an extended transport approximation.^^ 

In order to determine the group constants for application in equation (5.30), 
the values of a,_g and ^i.g'^g must be obtained from equations (5.32) and (5.33). 
To do this, estimates are required of the within-group flux, i.e., (f'o, for each group, 
and of the other ^, terms in the Legendre expansion of the flux, as well as a 
knowledge of the variation of the microscopic cross sections with energy. The 
problem is similar to that discussed in Chapter 4 in connection with the multi-
group constants for the /"^ (and related) approximations. The choice of the 
number of groups is essentially the same as described in the preceding chapter. 

5.4c Mult igroup Discrete Ordinates Calculations 

The methods for solving multigroup problems in the discrete ordinates approxi­
mation, based on the use of an appropriate digital computer code, are the same 
in principle as those for the P,, and related approximations. A four-point Gauss 
(or other) quadrature set (/Uj, Wj), which is incorporated in the code, is good for 
most one-dimensional criticality calculations, as indicated earlier. The scattering 
terms in equation (5.30) can be approximated to any desired value of L. Few 
problems have been encountered for which L = 3 is not adequate and usually 
the L = 0 transport approximation or the L = 1 consistent P approximation 
suffices. 

The discrete ordinates codes can be used to solve eigenvalue problems or they 
can be applied to subcritical systems which include an extraneous source. In 
general, all the procedures, including inner and outer iterations, evaluation of 
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the effective multiplication factor or of a, and determination of criticality con­
ditions are the same as described at the end of Chapter 4 An example of the 
application of such a code is given below 

5.4d An Application to Fast-Neutron Systems 

The method of discrete ordinates is a versatile tool for the solution of neutron 
transport problems in relatively simple geometry In this section, an example 
will be given of the application of the method to some fast-neutron systems 
The considerations which determine the procedure, especially the anisotropic 
approximation and the choice of the number of energy groups, will be explained, 
and the results of the calculations, particularly of the effective multiplication 
factor (or k eigenvalue) and of the critical radii of spherical assemblies, will be 
compared with experimental data on fast-neutron critical assemblies 

Good agreement between computed and observed values depends, not only 
on the use of accurate methods for solving the transport equation, but also on 
the availability of reliable neutron cross sections Consequently, some of the 
problems involved in determining the adequacy of nuclear data for reactor 
calculations will be examined Several "libraries" of cross sections in a form 
suitable for computer processing are available^" and one which provides suitable 
input data for a multigroup, discrete ordinates calculation is used 

The present discussion will refer, primarily, to relatively simple, metal 
systems containing fissile material and operating with a fast-neutron spectrum 
In fast reactors containing appreciable amounts of elements of low mass num­
ber, such as sodium as coolant and oxygen or carbon as the oxide or carbide, 
respectively, of uranium or plutomum, the neutron spectrum will be shifted to 
lower energies In these circumstances, neutron absorption in the resonance 
region becomes important, this subject will be treated in Chapter 8, but for the 
assemblies described here, resonance absorption is not significant 

To permit a meaningful comparison between calculation and experiment, 
the computations will be made for fast critical assemblies, having simple geom­
etry and composition, which have been the subject of careful experimental 
studies These include the (approximately) spherical* assemblies Godiva, of 
unreflected uranium metal enriched to 93 9 atomic percent in uranium-235,^^ 
Jezebel, of unreflected metallic (957o) plutonium-239,^2 ^^d jopsy, of 94 0% 
uranium-235 metal with a thick reflector of natural uranium ^̂  

Few, if any, of the cross sections in the library referred to earlier are known 
to ± 17o, typically, even the most important fast-neutron cross sections will have 
experimental uncertainties of plus or minus a few percent Consequently, it is 
not to be expected that agreement between experimental values of k or critical 
radius and those calculated from the library data will be better than a few 

* The assemblies mentione(d here are not exactly spherical and minor corrections are 
made to arrive at the dimensions of a critical sphere 
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percent. Nevertheless, for establishing accurate computing methods and in 
particular for evaluation of the accuracy of the cross sections, it is desirable that 
all approximations in the transport computations should be such that the 
resulting uncertainties are small m comparison with a few percent. 

Discrete Ordinates Calculations 

The reference fast critical assemblies mentioned above consist of highly enriched 
fissile material, and they are consequently quite small. It is evident, therefore, 
that Pi or diffusion theory is inadequate and a more accurate solution of the 
neutron transport must be used. To determine what this might be, consider, 
for simplicity, a one-speed treatment. Since the mean number of neutrons, c, 
emerging from a collision is approximately 1.3 for uranium-235 and 1.5 for 
plutonium-239, it is apparent from Table 2 7 that even a P5 approximation will 
give errors in the critical radius of about 1% For the cases considered here, a 
multigroup discrete ordinates calculation was used with the S^ approximation. 
According to the results in Table 5.3, for a one-speed problem, this should give 
critical radii within about 0.3% of the values obtained by the exact solution of 
the neutron transport equation The corresponding error in k is roughly 0.157o. 
Similar conclusions concerning the accuracy to be expected from the 5*8 ap­
proximation are applicable to multigroup theory.^* 

In making the calculations the first point to consider is how accurately the 
angular distribution of scattered neutrons must be taken into account, 1 e , how 
many terms are required in a Legendre expansion such as that in equation 
(5.34). From the shapes of the curves of the differential elastic cross sections 
versus scattering angle for neutrons in the energy range of mterest,^^ it might be 
imagined that several terms in the Legendre expansion would have to be in­
cluded. Typical curves for the elastic scattering of neutrons of higher energy 
(2 5 MeV) and lower energy (0.65 MeV) by uranium are given in Fig. 5 5. 

It will now be shown, however, by examining the sensitivity of the results to 
the number of terms, that quite accurate results can be obtained by means of a 
P2 or Pa representation of the anisotropic scattering. In fact, even the L = 0 
extended transport approximation (§5.4b) is reasonably adequate for many fast 
critical assemblies. That such is the case is apparent from the values in Table 5.4 
of the critical radius of the Godiva assembly computed by the Sg method for 
various approximations to the anisotropic scattering.^"^ The number of terms in 
the Legendre expansion of the scattering cross section is equal to L -I- 1 in each 
case. These calculations were performed using six energy groups, which will be 
described below, and the DTF IV discrete ordinates code. 

The reason why the extended transport approximation represents the scatter­
ing moderately well even when L = 0 is that the pronounced forward peaks, 
which occur in the differential elastic cross-section curves at energies above 
about 1 MeV (see the upper curve in Fig. 5.5), are not important for the neutron 
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FIG 5 5 DIFFERENTIAL ELASTIC SCATTERING CROSS SECTIONS OF URANIUM VS 
SCATTERING ANGLE IN THE CENTER-OF-MASS SYSTEM (AFTER M D GOLDBERG 
ET AL REF 35) 

transport and are largely ignored in the extended transport approximations. 
Forward scattering is like no scattering at all, since the neutrons continue to 
travel in the same direction, and so it can be neglected For the calculations de­
scribed below, a consistent P2, 1 e , £ = 2, approximation was made to the 
anisotropic scattering The results in Table 5 4 indicate that this should introduce 
no significant error. 

Next, there is the question of the number of energy groups to use for these 
computations and how to obtain estimates of the within-group neutron fluxes. 
An effort was made to minimize the sensitivity of the results to these fluxes by 
using many energy groups, up to 24 in number, to span the energy range 17 keV 
^ £„ ^ 14 MeV The within-group fluxes were generated from a BQ calculation 
(§4 5c) of the detailed energy dependence of the neutron flux in the Godiva 
assembly using the library cross sections The value of the buckling, 5^, was 
taken to be Tr'^l{R + \of, where \o, the extrapolation distance ({;2 5b), was 
estimated from the average values of the transport cross section and c The 
neutron spectrum obtained in this manner was taken to be the same for all the 
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TABLE 5 4 CRITICAL RADIUS OF THE GODIVA 
ASSEMBLY FOR DIFFERENT APPROXIMATIONS 
TO THE SCATTERING^"' 

Ciitical Radius (cm) 

Consistent P Extended Tianspoit 
L [Equation (5 37)] [Equation (5 40)] 

0 7 865 8 779 
1 8 863 8 808 
2 8 810 8 809 
3 8 810 8 809 

assemblies studied, all the Legendre components of the flux were also assumed 
to have the same energy dependence in each case. 

To show that the calculations are indeed insensitive to the within-group 
fluxes, provided the number of groups is fairly large, the spectrum referred to 
above was employed to compute k for the Godiva, Jezebel, and Topsy critical 
assemblies and for a bare sphere of uranium-233. The number of energy groups 
was either 6, 12, or 24. The ranges of the six groups were 14 to 3 MeV, 3 to 
1.4 MeV, 1.4 to 0.9 MeV, 0.9 to 0 4 MeV, 0.4 to 0 1 MeV, and 0 1 MeV to 
17 keV.* For the 12- and 24-group calculations, these ranges were divided into 
two or four groups, respectively, of equal lethargy width. The results of the 
computations, based on the known critical radii, are given in Table 5.5.'̂ '' It is 
evident that the calculated values of/: are not sensitive to the number of energy 
groups and, hence, to the within-group neutron fluxes when the number of 
groups is sufficiently large. 

TABLE 5 5 DEPENDENCE OF CALCULATED k ON 
NUMBER OF ENERGY GROUPS" 

Number of Groups 

Assembly 6 12 24 

Godiva 0 9960 0 9911 0 9912 
Jezebel 1 0045 1 0035 1 0039 
Topsy 0 9965 0 9925 0 9907 
Uranium-233 sphere 10106 10110 10115 

* This six-group structure evolved from an original three-group representation in which 
the boundaries between the groups were set at 1 4 and 0 4 MeV, since these energies repre­
sent the (approximate) fission thresholds of uranium-238 and neptunium-237, respectively 
Thus, a uranium-238 fission counter would give the neutron flux in the first (highest energy) 
group, and a neptunium-237 counter that in the first two groups 
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The multigroup calculations used to obtain the data in the table, as well as 
those for the fast-neutron systems described below, were performed with the 
DTF IV code, a versatile discrete-ordinates program for solving the transport 
equation in one dimension with anisotropic scattering.^^ The particular 5*8 
quadrature set employed had equally spaced values of /x̂  (§5.3e). The spatial 
distribution of the flux was determined by using 20 radial mesh points. 

From the arguments presented above, it may be concluded that the 24-group, 
Sg calculations, with a P2 approximation to the scattering anisotropy, should be 
sufficient to provide an accurate treatment of neutron transport in fast (metal) 
assemblies. Hence, when this procedure is used, together with the data from a 
particular cross-section library, for computing the k of experimental critical 
systems, it will provide a good test of the accuracy of the library for fast-neutron 
systems. The results of such computations of k for a variety of fast critical 
assemblies are summarized in Table 5 6^^ 

All the systems, except ZPR-III 48, were small and were simple in both 
composition, as indicated in the table, and geometry (approximately spherical). 
ZPR-III 48 simulated a fast reactor with a core consisting mainly of carbides of 
uranium-238 and plutonium-239, with sodium as coolant and iron as the 
structural material, the reflector was largely uranium. For the reason given 
earlier, the neutron spectrum in such a system extends to lower energies than 
for the other (heavy metal) assemblies The cross-section treatment used here, 
especially the choice of energy groups and the neglect of resonance absorption, 
would thus not be expected to be suitable for treatment of the ZPR-III 48 
assembly It has been included here, however, as a matter of general interest 

TABLE 5 6 COMPUTED VALUES OF THE EFFECTIVE MULTIPLICATION 
FACTOR FOR FAST CRITICAL ASSEMBLIES'^ 

Assemhl) * 
Cote 

Uranium-233 
Uranium-235 (Godiva) 
Plutonium-239 (Jezebel) 
Uranium-235 (37 5%) 
Uranium-235 (16 7%) 
Uranium-235 
Uranium-235 
Uranium-235 (Topsy) 
Uranium-235 
Uranium-235 
ZPR-11I48 (see text) 

Reflec toi 

None 
None 
None 
None 
7 6 cm uranium 
1 8 cm uranium 
8 9 cm uranium 
Thick uranium 
5 1 cm iron 
4 6 cm thorium 
30 cm uranium 

Coie Radius 
(cm) 

5 965 
8 710 
6 285 

14 57 
20 32 

7 725 
6 391 
6 045 
7 39 
7 80 

47 42 

Calculate 
k 

1 0115 
09912 
1 0039 
0 9855 
0 9893 
0 9907 
0 9939 
0 9907 
0 9756 
0 9905 
1 016 

* For descriptions of the assemblies, see Ref 40 
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Adequacy of Cross-Section Data 

From the results in Table 5.6, it is apparent that the computed values of A are, 
at worst, within a percent or two of unity for essentially all the critical assem­
blies It may be concluded, therefore, that the cross-section library is as accurate as 
can be expected for predicting criticality in fast (metal) reactor systems In view 
of the assemblies considered, however, the cross sections of only a few nuclides, 
in particular uranium-233, -235, and -238 and plutonium-239, and to a lesser extent 
thorium, iron, carbon, and sodium, are actually tested by the data in Table 5.6 

A closer examination of the results in the table suggests some possibilities for 
improvement in the cross-section library For example, it is seen that, for all the 
assemblies containing uranium-235, k is less than unity, this would imply that 
the values of v or Of used m the computations are too small Furthermore, the 
very low value of/c for the system with the iron reflector indicates that the cross 
section of iron would merit reexamination Information concerning the re­
liability of a cross-section library can also be obtained from calculations and 
observations of the effect on k (or on the reactivity) of introducing various 
materials into a critical assembly. This approach will be described in i)6 3f. 

Another way of determining the accuracy of cross-section data is to compare 
the computed group fluxes with actual measurements Without going into 
details, some general features of such measurements may be mentioned. A 
common experimental technique is to make use of activation detectors. Thresh­
old detection, such as by the ^^P{n, p)^^S\ reaction with a threshold at about 
2.7 MeV, and by the ^^^U(rt,/") reaction with a threshold around 1.4 MeV, are 
useful for characterizing the high-energy portion of the neutron spectrum 
For neutrons of lower energy, («, y) detectors, such as gold in the '̂'̂  Au(«, y)^'"'Au 
reaction, are employed Relative (fission) activation of the fissile nuclides can be 
used to characterize the neutron spectrum, because the fission cross sections 
vary somewhat differently with neutron energy. 

In activation measurements, in general, the common practice is to determine 
the ratios of the activities of several detectors; such ratios have been called 
spectral indices.''^ The advantage of this technique is that it minimizes the effects 
of uncertainties in the irradiation history of the detector. 

The neutron spectrum can sometimes be measured directly. For example, 
time-of-flight experiments have been used for subcritical systems.*^ For either 
subcritical or critical assemblies, nuclear emulsions or proton-recoil propor­
tional counters can be employed.''^ Comparison of the results of measurements 
with the computed flux provides a good test for inelastic scattering cross 
sections; these are the most important quantities for neutron energy loss with 
heavy nuclei. 

It IS evident that procedures are available for characterizing the neutron 
spectra in fast reactors By comparison with the results of multigroup calcula­
tions, confidence may be gained both in the reliability of the method of compu­
tation and in the library of cross sections. If discrepancies are observed between 
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calculations and observations, the source of such discrepancies can often be 
determined and methods can be suggested for eliminating them. 

EXERCISES 

1. Consider the discrete ordinates equation (5.3) for a source-free homogeneous 
slab with N = 2 and with /xi = —1x2 Derive equations satisfied by the sum and 
difference of the two angular flux components, <i(x, fx^) and ^{x, 1x2), and show 
that, with an appropriate choice of /xi, the flux will have the exact asymptotic 
diffusion length.^* The scattering should be assumed to be isotropic. 

2. By using off-center difference approximations for the derivatives in equation 
(5.3), such as 

^(Xk + l, IX,) - <I>(Xfc, H) 

show that difference equations can be obtained from which O will always be 
positive, no matter what the spacing. (Such difference equations are, however, 
generally less accurate than the central difference equations which may lead to 
negative values of the angular flux.^'^) 

3. In the Liebmann iterative procedure (§3.4d), it was found efficient to use all the 
latest flux values as they become available Suggest a way in which this might be 
done in solving the discrete ordinates equation (5 3) Indicate some possible 
advantages and disadvantages as compared with the method in §5 2f *" 

4. Show that the discrete ordinates equations for spherical geometry with Gauss 
quadrature, and the angular derivative approximated by equation (5 16), are 
equivalent to the spherical harmonics equations (3.35). 

5 Suppose the angular dependence of the neutron flux is represented by straight line 
segments, as in Fig. 5.2. By integrating over an angular interval, derive equations 
satisfied by the neutron flux at the junction points in plane (or spherical) geometry 
(These are the original Sjv equations.^'') Describe a method for solving the equa­
tions along the lines indicated in the text. 

6. Show that in the limit, when r,/A<j is very large, the difference equations (5.25) 
and (5.27) reduce to those for plane geometry; A is the distance between adjacent 
radial mesh points. 

7. For those who have computed the group constants in Exercise 1 of Chapter 4: 
evaluate the multigroup constants according to the consistent P and extended 
transport approximations f o r i = 1. 

8. Develop discrete ordinates difference equations for cylindrical geometry by 
selecting a set of discrete directions and a quadrature formula and working 
through the steps outlined in §5.3e. In case of difficulty, Ref. 48 may be consulted. 
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6. THE ADJOINT 
EQUATION, 
PERTURBATION THEORY, 
AND VARIATIONAL 
METHODS 

6.1 THE ADJOINT FUNCTION AND ITS APPLICATIONS 

6.1a Introduction 

In this chapter, consideration will be given to the equation which is adjoint to 
the neutron transport equation. The solutions to an adjoint equation will be 
seen to be, in a sense, orthogonal to the solutions of the transport equation. 
Moreover, the former have a clear physical significance as the "importance" of 
neutrons within a particular system. For these and other reasons, the solutions 
to the adjoint to the transport equation are widely used in perturbation theory 
and variational calculations relating to the behavior of nuclear reactors. 

Among the more important applications which will be described in this 
chapter are the following: determination of the changes in the multiplication 
rate constant, a, and the effective multiplication factor, k, resulting from small 
changes in cross sections; the calculation of critical dimensions; the evaluation 
of group constants for multigroup calculations; and the use of solutions of one-
dimensional problems to derive solutions for more complex geometries. 

252 
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The first step in the development is to define certain quantities which will be 
used here. Let >fi(i) and <j>{i) both be functions of the same variables, represented 
by the general symbol | ; the inner product of these two functions is then 
expressed and defined by 

(4,,^)^J4,(Omdi, (6.1) 

where the integration is carried over the whole accessible range of the variables. 
If i/i and (f) are any "acceptable" or "well-behaved" functions, in the sense that 
they satisfy certain boundary and smoothness (continuity) conditions, then a 
Hermitian or self-adjoint operator M is one for which the inner products 
(i/r, M<̂ ) and {<j>, Mi/r) are equal, i.e., 

{4>, M^) = (<̂ , M-A). (6.2) 

The eigenfunctions of Hermitian operators are orthogonal and the eigenvalues 
are always real. 

In quantum mechanics, operators representing physical quantities are Her­
mitian and they operate on wave functions. Both the operators and the wave 
functions in quantum mechanics are complex, and so complex conjugates are 
used in defining the inner products. 

In the treatment of neutron transport theory, the operators and the functions 
on which they operate, e.g., the neutron angular flux, are real and complex 
conjugates are not required. However, the operator associated with the transport 
equation is not self-adjoint. 

If an operator L is not self-adjoint, it is possible in the following way to define 
an operator L^ that is adjoint to L. The operator, L ,̂ will operate on functions i/"̂ , 
often called adjoint functions, which may satisfy boundary conditions different 
from those satisfied by the functions ^ on which L operates. The adjoint 
operator, L+, is then defined by the requirement that 

(f, U) = (^, Vf) (6.3) 

for any "acceptable" functions (f> and ip^. The eigenfunctions of the adjoint 
operator, L+, are then orthogonal to those of the operator L. Thus, if ^ is an 
eigenfunction of L, such that 

L<f> = X4,, 

and ip^ is an eigenfunction of L̂  such that 

equation (6.3) gives 

(A - ^)(f, 4.) = 0. 

Hence, if A 7̂  r;, then (tp^, (j>) = 0, i.e., eigenfunctions of L and L+ corresponding 
to different eigenvalues (A and ij) are orthogonal. If, on the other hand. 
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{ijj'*, (j>) + 0, then \ = ri These considerations will now be applied to the trans­
port equation 

6.1 b The Transport Operator 

A neutron transport operator L may be defined by writing the time-independent 
form of the transport equation (1.14) as 

L<D(r, n, E) + e(r, £2, £) = 0, (6.4) 
where 

L<l)(r, S2, £) = - n V<D(r, £2, E) - aO) 

-h [[of{x,^,E'-->Q.,E)<^{v,Q:,E')dQ:dE'. (6 5) 

The operator L, as will be shown below, is not self-adjoint. In other words, if 
i/>(r, n , E) and </i(r, £2, E) are functions of r, £2, E satisfying the required 
continuity and boundary conditions, then 

(^, L.̂ ) + (^, L^), 

where m determining the inner products the integration in equation (6.1) is over 
all directions £2, all neutron energies, and the finite volume on the surface of 
which the boundary conditions are imposed. 

To demonstrate that the inner products are not equal, consider, first, the 
gradient (or streaming) term, in (i/i, L(/>) this term is 

fff -!/,[£2 V:f>] dVdSl dE, 

whereas m (<̂ , L^) it is 

|"f f -9f,[£2 ViP]dVdSidE. 

In general, these two quantities are different Similarly, the integral term in 
(i/f, L^) will be 

[ f iA(r, £2, E)cjf{r, £2', E' -^ SI, £)^(r, £2', E') dV dSl dE dSl' dE' 

and in {<f>, Li/f), with the terms in ip and rp interchanged, the value will clearly be 
different. Hence, it follows that (>p, h4>) and {<p, Li/i) are not equal and the 
transport operator is not self-adjoint. 

6.1c The Adjoint to the Transport Operator 

As indicated earlier, however, it is possible to define an operator L^ adjoint to 
L, so that any function ip^ fulfilling continuity and boundary conditions, which 
may be different from those on cp, will satisfy the relationship 

i>P\ L<P) = i<p, LVO-
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Since, in this chapter, L will operate on the neutron angular flux, the adjoint 
operator, L ,̂ will be defined by the requirement that 

((pt, L(D) = (<D, Lt<DO, (6 6) 

where Ô  is sometimes referred to as the adjoint (angular) flux or, more com­
monly, as the adjoint function (or, in brief, as the adjoint), O and Ô  are any two 
functions satisfying the appropriate boundary and continuity conditions for the 
angular flux and adjoint, respectively By considering the left side of equation 
(6 6), It IS possible to derive the necessary form for L^ and the boundary condi­
tions on <I>+ For simplicity, however, the procedure adopted here will be to 
write down the expression for the adjoint operator and show that it indeed 
obeys equation (6 6) 

The function O may be taken to satisfy the free-surface boundary conditions 
in §1 Id, thus, (I>(r, £2, £ ) = 0 for all r on the convex boundary and all incoming 
neutron directions, i e , for ft £2 < 0 Then the adjoint function will satisfy the 
boundary conditions that <I>+(r, £2, £) = 0 for all r on the boundary and for all 
outgoing directions, i e , n £2 > 0 Moreover, it is assumed that both <1> and<D* 
are continuous functions of space, as described in §1 Id, so that no difficulties 
arise when their gradients are computed Then, in accordance with the definition 
of the adjoint transport operator, L ,̂ in equation (6 6), 

V<^\T, Sl,E) = Si V<D+(r, £2, E) - <7<Dt 

+ [[q/ '(r £2, £ - ^ £ 2 , £)<D+(r, £2 E ) dSl dE (6 7)* 

The following differences should be noted between L+ as given by equation (6 7) 
and L as defined by equation (6 5) (a) the gradient terms have opposite signs and 
(b) the before and after parts of the scattering function af have been inter­
changed, 1 e , £2 , £" -^ £2, £ in L becomes £2 £ ^> £2 , £ in L* 

It will now be shown that L''' is indeed the adjoint operator in the respect that 
equation (6 6) is satisfied, i e , 

i(( cDtLO) dVdQ.dE = I"I" j OL+Ot dVdSl dE, 

for any functions <t> and 0+ satisfying the boundary and continuity conditions 
In view of the expressions for LO and U<t>^ in equations (6 5) and (6 7), it is 
evident that each side of equation (6 6) consists of three analogous terms one 
involving the gradient, the second containing a and the third af The terms with 
a alone are clearly identical, and so also are those with af as may be seen by 
interchanging the integration variables £2', £ and £2, £ on one side It remains, 

* The o in the integrand of equation (6 7) is o(r E) whereas in the integrand in equation 
(6 5) It IS a(r E) as IS apparent from the respective arguments o f / The reader should 
become accustomed to considering the combination of as a whole 
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therefore, to show that the gradient terms are equal The difference, A, between 
the two gradient terms in equation (6 6) is 

A = r r r [$+(£2 VO) + $(£2 VOO] dVdSl dE, (6 8) 

and It IS required to prove that A = 0 The procedure is similar to that given in 
§2 7a m the derivation of the optical reciprocity theorem 

Since V does not operate on directions, it is permissible to write 

£2 V<D = V £2(D and £2 V(I)+ = V £2<D+ 

The two terms in equation (6.8) may now be combined to give 

A = ("ff V Sl<t>^<DdVdSldE 

The volume integral can be converted to a surface integral by use of the dner-
gence theorem, with the result 

A = f f r n £2cDt(r̂  fi^ E)'i>ir, £2, £) dA dSl dE, 

where the surface integration is over the bounding surface, AB, on which the 
boundary conditions are imposed. On this surface, however, O^O is zero, since 
according to the boundary conditions given above (t* is zero for ii £2 > 0 and 
<I) IS zero for ft £2 < 0. Consequently, A = 0, and hence equation (6 6) is 
satisfied. 

6.1 d The Adjoint Function and Neutron Importance 

It will be recalled from §1 5d that the time-independent transport equation has a 
physically meaningful solution for a subcritical system containing a steady 
(time-independent) source. Similarly, for a subcritical system, the time-indepen­
dent adjoint equation will have a solution (the adjoint function) for a steady 
source The significance of this solution will be examined here, the time-
dependent problem will be treated in later sections 

The physical significance of the energy-dependent adjoint function can be 
understood by considering a steady-state subcritical system containing an 
arbitrary, steady source, Q{r, £2, £) . Suppose there is present a neutron detec­
tor, such as one based on the ^°B(«, «) or the ^^^U(n, f) reaction, with a response 
proportional to the macroscopic cross section, ^^(r, £), of the detector nuclide, 
e g , (7̂  IS the probability of a count in the detector per unit distance of neutron 
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travel. The neutron angular flux in the system satisfies the time-independent 
transport equation (6.4), i.e., 

or 

£2 Vd) + CT(D = f f q/(r; SI', E' -> £2, £)a)(r, SI', E') dSl' dE' 

+ e(r, SI, E), (6.9) 

with the usual free-surface boundary condition of no incoming neutrons. In 
addition, consider the inhomogeneous adjoint equation with the source CT^(r, E), 
that is, 

L+Ot = - ( 7 , 

or 

-SI VOt + a(D+ 

= I a/(r; Si.,E^ SI', E')^\r, Si', E') dSl' dE' + a^iT, E) (6.10) 

with the boundary condition of no outgoing adjoint flux <t>̂ . 
Equation (6.9) is now multiplied by Ô  and equation (6.10) by <I>, the resulting 

expressions are subtracted and the diff"erence is integrated over all variables. By 
using the definition of the adjoint operator in equation (6.6), it is then found that 

I" e(r, SI, £)<D+(r, SI, E) dV dSl dE = { CT^(r, E)^(T, SI, E) dV dSl dE. (6.11) 

The right-hand side of this expression is simply proportional to the response of 
the detector to the source Q. 

The source is, however, quite arbitrary and could be a unit source with par­
ticular values of To, SIQ, EQ, i.e., a product of delta functions, in which case it is 
seen that 

(I)t(ro, Si.^, Eo) = I Oi^ dVdSl dE. 

Hence, <I>̂ (ro, Si.^, EQ) IS proportional to the detector response to such a unit 
source In other words, the adjoint function, <t>^, is a measure of the "impor­
tance" of a neutron in contributing to the response of the detector This physical 
significance of the adjoint is in harmony with the condition of zero outgoing 
adjoint flux at the free-surface boundary, clearly, a neutron at the free-surface 
boundary of a system and about to leave it has no "importance" since it cannot 
return. 

It IS seen from equation (6 10) that ^^ does not have any units. If a^ is the 
probability of a count per unit distance of neutron travel, then from equation 
(6 11), J Q(i>^ dVdSl dE is the expected counting rate due to the source Q, and 
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<D+(ro, SIQ, EQ) IS the expected counts per neutron with position TQ, direction Sl^, 
and energy Eo * 

One use of the adjoint function is apparent from equation (6.11). If it is 
desired to determine the response of a given detector to neutrons of many 
energies, it is not necessary to perform calculations of the neutron flux for each 
neutron source (or energy) A single calculation of the adjoint, together with the 
application of equation (6 11), will suflice to compute the detector response for 
any source. 

The results derived above depend on the postulated boundary conditions of no 
incoming neutrons and no outgoing adjoint By permitting incoming neutrons, 
equation (6.11) will contain an additional term for such neutrons and the result 
could be used to determine the response of a detector to the incoming neutrons. 

Let the boundary conditions on the incoming flux be 

<D(r, SI, E) = a),„,(r. Si, E) for ii fi < 0 

and r on the boundary, and on the outgoing adjoint 

0+(r, SI, E) = <D+„t(r, SI, E) for n fi > 0 

and r on the boundary These conditions must, of course, be known in order to 
obtain a solution to the problem Then, proceeding in the same manner as used 
above to verify equation (6.6) the result is 

^^^ |n S2i[(D(r, -SL, £)cDUr, -SI, E) - <Di„,(r, SI, i-)<Dt(r, Si., E)] dA dSl dE 
n n< 0 

= [ [ [ [2(r, SI, £)<D+(r, Si., E) - a^(r, £)(D(r, SI, E)] dVdSl dE. (6 12) 

This equation is the energy-dependent generalization of the one-speed reci­
procity relation of equation (2 97). From this more general form, special cases 
can be obtained as for the one-speed relation. 

6.1 e Adjoint of Green's Functions 

From equation (6.11) a relationship which will be used later can be derived 
between a Green's function and its adjoint. Suppose the source Q{i, Si, E) and 

* It would be possible to normalize the " source " in equation (6 10) differently and thereby 
give 0+ some units If, for example, a^ in this equation were replaced by qaa, where q is the 
number of coulombs of charge collected in a count, 4+ would be the expected number of 
coulombs collected per neutron, and equation (6 11) would relate electrical currents in 
amperes In general, the units of 4>+ are determined by the units of the source term or an 
"initial" condition (§6 Ik) and may be selected in a variety of ways for different problems 
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the analogous source, here denoted by Q^ instead of a^, for the adjoint problem 
can be represented by products of delta functions, thus, 

Q{T, Si, E) = 8(r - ro) HSi - Si,) S(£ - E,) 

and 

QHT, Si, E) = S(r - ri) S(S2 - Si^) S(E - E,) 

Let 

0(r, Si, E) = G(ro, Si,, E, -> r, Si, E) 

and 

cDt(r, Si, E) = GVi, i^i, •£'1 ^ r, £2, E) 

Then, if Q^ is substituted for o-̂  in equation (6 11), it follows that 

G\T„ Si„E,^ To, Sio, Eo) = G(TO, Sio, £0 -> Ti, Si„ E,), (6 13) 

which relates the Green's function and its adjoint 

6.1 f The One-Speed Adjoint Equation 

In one-speed theory, the operator in the time-independent transport equation, 
equivalent to equation (6 5), is defined by [cf equation (2 3)] 

LO(r, Si) = -Si V(l>(r, Si) - a<I> + ac [ / ( r . Si -> Si)<i>(i, Si)dSi, (6 14) 

and the adjoint operator [cf equation (6 7)] by 

V^\T, Si) = Si VOt(r, Si) - a(D+ + ac [ /(r , £2 ^ £2')<f̂ (r, Si') dSi' (6 15) 

If It IS assumed that / ( r . Si' ^Si) = f(i. Si -> £2'), which is the case if / is a 
function only of the scattering angle, Si Si', as has been assumed in previous 
chapters, then the adjoint operator L̂  differs from L only in the sign of the first 
(gradient or streaming) term on the right of the equations given above Further­
more, L will usually operate on functions, <1>, which satisfy the free-surface 
boundary condition of zero incoming flux, whereas L̂  will operate on functions, 
't>^, which satisfy the free-surface boundary condition of zero outgoing adjoint 
flux It would seem, therefore, that, for a one-speed problem, O and <I>* might 
differ only in the sign of £2 

The situation may be made more precise by considering the inhomogeneous 
adjoint transport equation 

L+cDt = _ Qf^r, Si), 

where <])+ satisfies the free-surface adjoint boundary conditions If a function i/i 
IS defined such that 

^(r, -£2) = (Dt(r,£2), (6 16) 
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then ijj evidently satisfies the relation 

Q\T, Si) = -£2-V^(r, -£2) + cri/,(r, -£2) - ac f/(r; £2 ^ £2')</.(r, -Si')dSi'. 

(6.17) 

Upon changing the variable from £2 to -£2, equation (6.17) becomes 

Q\T, -Si) = £2-V^(r, £2) + a./.(r, £2) - ac f/(r; - f t ^ £2')t/.(r, -£2') dSi'. 

(6.18) 

In the last term, £2' is now changed to £2" = -£2 ' as the variable of integration, 
and then the integral in equation (6.18) becomes 

/ = ("/(r; - £2 -> -£2")'/'(r, £2") dSi". 

Next, it is assumed that 

/ ( r ; _ £ 2 - > _ £ 2 " ) = / ( r ; £ 2 " - > £ 2 ) 

which, again, is true for a function of £2 £2' only, but is more generafly a con­
dition of time-reversal invariance^; consequently, 

/ = f/(r; £2" -> £2)0(r, £2") dSi". 

This is the same form as the integral in equation (6.14), with allowance for the 
diiTerent variables. Consequently, equation (6.18) may be written as 

-Q\r,-Si) = UiT,Si), (6.19) 

and i/> satisfies the flux free-surface boundary condition that it is zero if n- £2 < 0 
on the boundary. It follows that i/i is the flux due to a source QXT, -Si), a 
result which will be used in §6.1g. 

In a critical system, with no extraneous source, Q = 0, so that 

L(I)(r, £2) = 0. 

Moreover, the adjoint problem has a solution for Q^ = 0 (§6.1j), so that, from 
equation (6.19), 

14(T, Si) = 0. 

Thus, 0(r, £2) and (/((r, £2) satisfy the same equation and, in addition, they 
satisfy the same free-surface boundary conditions. Hence, if the functions are 
appropriately normalized so that <I>(r, £2) = i/>(r, £2), then, by the definition of i/" 
in equation (6.16), 

<D(r, £2) = 0+(r, - f i ) . (6.20) 
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It is seen, therefore, that for the one-speed transport problem, the angular 
flux and its adjoint are very similar, diff"ering for a critical system only in the 
sign of the neutron direction vectors for a time-independent situation, i.e., the 
flux at r in the direction £2 is equal to the adjoint at r in direction — £2. If time 
were included as a variable, there would also be a difference in the time (§6.Ik). 
The reason for this similarity of the flux and adjoint is that the one-speed 
transport operator is "almost" self-adjoint, for a true self-adjoint operator 
L^ = L, but in the present case this is not completely true because of the 
difference in sign of the streaming term. 

6.1 g One-Speed Reciprocity Relation 

Some of the equations given above may be used to derive a one-speed reci­
procity relation Suppose that Q^ is a delta function source, namely 

e+(r, Si) = S(r - ri) S(£2 - £2^), 

and hence Ô  is the adjoint Green's function (§6 le) 

0+(r, £2) = G+(ri, £2̂  -> r, £2). 

But according to equation (6.19), ip is the Green's function 

^(r, £2) = G(ri, -Si,^T,Si), 

and since (t>\T, Si) = IJI{T, —Si.) by definition, it follows that 

G^ri, £2i ^ r, £2) = G{T^, -Si^^r, -Si) 

When this result is introduced into the general equation (6.13), with r, replaced 
by Fg, and so on, i.e., 

G+(ri, £2i, E^ ~> T2, £22, £2) = G{T2, Si^, £2 ^ r^, Si^, £1), 

It IS seen that 
G(ri, £2i-H-r2, £22) = G(r2, -Si^^T,, -Si,), (6.21) 

which IS the required one-speed reciprocity relationship This is the same as the 
optical reciprocity relation given in equation (2 99), except that the sign of £22 
has been reversed. 

6.1 h The Adjoint integral Transport Equation 

It has been shown that in the one-speed critical problem, the neutron angular 
flux dilTers from its adjoint only in the sign of the direction vector It is evident, 
therefore, that the total flux, (f>, obtained by integrating O over all directions £2, 
I.e., 

4>{T) = j <D(r, £2) ^£2 

must be equal to its adjoint, thus, 

^(r) = ^t(r). 
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This indicates that the transport operator for the one-speed integral equation 
for the total flux must be self-adjoint The reason is that in the one-speed prob­
lem the kernel of the integral is symmetric in r and r', a theory of such kernels 
and their eigenvalues and eigenfunctions has been developed.^ 

It was seen in §§1.2c, 1 2d that only for isotropic scattering is it possible to 
write an integral equation for the total flux, namely equation (1 29) In the one-
speed problem, the kernel of this equation is symmetric With anisotropic 
scattering there is no integral equation for the total flux or density [cf. §1 2d and 
equation (1.31)], nevertheless, relations such as those in equations (6 20) and 
(6 21) are valid in one-speed problems with anisotropic scattering. 

For the general energy-dependent situation, the integral kernel is asymmetric 
even for isotropic scattering, and the operator, as already seen, is not self-
adjoint. There is then no relation between the flux and its adjoint, except as may 
be given by such expressions as equation (6 12) It will be shown in §7 2c, how­
ever, that for thermal neutrons the flux and its adjoint are related in a simple 
manner because the transport operator for thermal neutrons can be made 
"almost" self-adjomt in an elementary way. 

6.11 Direct Derivation of an Equation for the Neutron Importance 

By using the physical interpretation of the adjoint function as a neutron im­
portance, it IS possible to derive directly from first principles an equation satis­
fied by the neutron importance, equivalent to the adjoint transport equation. 
The opportunity will be taken to make the treatment quite general by including 
time dependence.^ 

The first step in the derivation is to develop an operational definition of 
"importance" Consider a system containing a neutron detector which is 
characterized by the macroscopic cross section ^^(r, £, /), such that for a neutron 
at r there is a probability la^ir, E, t) per unit time of the detector being acti­
vated, 1 e , of registering a count As before, v is the speed of the neutron By 
including the time dependence in a^, allowance can be made for the possibility 
that the detector is not turned on all the time, thus, o^ would be zero if the 
detector were not operating. Suppose a neutron at position r and direction £2 
has energy £ at time /, then its importance, (l>+(r, £2, £, t), may be defined as 
the expected detector activity, e g , expected number of counts, that will be 
produced at all subsequent times by the neutron itself or by the secondary 
neutrons generated, as a result of scattering, fission, etc., by the neutron in 
question. 

An equation satisfied by the neutron importance will now be obtained by a 
method similar to that used in Chapter 1 to derive the transport equation. 
Consider a neutron at position r having direction £2 and energy £ at time /. It 
will be assumed, for the moment, that the neutron is not at the detector position, 
so that It cannot activate the detector during a short time interval A?. Thus, in 
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time A?, the neutron will either move to the position r + SivAt or it will suffer 
a collision. The probability that it does not make a collision is 1 — avAi and the 
probability that it will make a collision is avAt, where a represents a(r, £) . The 
number of detector counts to be expected from the neutron at time / is equal to 
the number of counts expected from the neutron plus its progeny at time 
/ + At. In other words, the importance of the neutron at time / can be repre­
sented by 

(
Importance\ 
of neutrons \ 

expected I 
to emerge I 

from / 
collisions / 

II III IV 

^Importance\ 
of neutron I 

l̂  at time t J 

Probability^ 
of no 

collision 
in time At 

that is, 

n r , Si, E, t) [(1 - cjvAt)][>i>\T + SivAt, Si,E,t + At)] 

I II 

-I- [avAt] a/(r; £2, £ ^ £2', E')^\T, Si', £ ' , /) dSi' dE'], 

III IV 
(6.22) 

where the quantities I, II, III, IV in the square brackets represent those indicated 
correspondingly above. Equation (6.22) is a mathematical statement of the 
conservation of neutron importance. If the neutron is in the detector at the 
time /, there will be an additional probability la^At that the detector will be 
activated during the interval A?, and this quantity must be included in the 
neutron importance at time /. Hence, for completeness, the quantity la^At must 
be added to the right side of equation (6.22). 

Equation (6.22) is now divided by vAt, and the limit is taken as At -> 0. By 
using the relationship 

lim 
At^O 

r(I)t(r + SivAt, Si,E,t + At) - (t>^(r, Si, E, t) 
lAt 

Si V(Dt + 
lOt' 

analogous to the one derived in §l . lc , and defining 

Q\T,E,t) = a,(T,E,t), 

It IS thus found that 

_1 £0t 

V 8t 
Si V<I)+ + a<t>^ 

/ / 
cr/(r; £2, £ -> £2', E')(t>\T, Si', £ ' , t) dSi' dE' + Q\r, £, /). (6.23) 
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This is the fundamental (adjoint) equation to be satisfied by any time-dependent 
importance function In the time-independent case, the first term on the left side 
of equation (6 23), and the time variable, /, may be removed The result is then 
seen to be identical with equation (6 10), with g+(r, £) in place of <Trf(r, £) 

The boundary condition in equation (6 23) is obtained by noting that a 
neutron which is just about to leave a free surface must have zero importance 
since by definition of a free surface it cannot return Consequently, the ap­
propriate free-surface boundary condition is 

a)t(r, £2, £, f) = 0 for ii £2 > 0 

and all r on the boundary 
It IS of interest to compare equation (6 23) with the time-dependent neutron 

transport equation As seen in Chapter 1, the latter may be regarded as defining 
an initial value problem, given <I>(r, £2, £, 0) the transport equation can be 
used, in principle, to determine 0 at all subsequent times The situation is quite 
different for equation (6 23), which, by contrast, may be regarded as defining a 
final value problem That is to say if 0^ is given at some final time t = t, the 
values of <!)* may be found at earlier times by integrating equation (6 23) back­
ward in time Mathematically, the reason for the difference is that the time 
derivative m equation (6 23) is opposite in sign to that in the transport equation 
(1 14) 

In physical terms, this means that the activity of a detector (or adjoint source) 
at some particular time affects the importance for activating the detector of 
neutrons at all earlier times, but it can have no effect on the importance of 
neutrons at later times For the flux, however, the situation is just the opposite 
the source at any given time will ha\e no effect on the flux at earlier times but it 
affects the flux at later times 

6.1J Spectrum of the Adjoint Operator and Criticality 

The adjoint transport equation (6 23) may be written in the form 

1 fO+ 
--— = L+a)t + Q\ (6 24) 

I (t 

where L+ is the time-independent adjoint operator given in equation (6 7) As in 
the case of the neutron transport equation treated in §1 5a, solutions may be 
sought for the homogeneous equation 

- 1 ^ ^ = LtcDt (6 25) 
V dt ^ 
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In particular, solutions for which 

-^ = -«t<I>l (6.26) 

or 

-^ O: = V^t (6.27) 

are of interest. It is then found* that the spectrum of the adjoint operator vU, 
I.e., the values of «[ for which equation (6.27) has a solution, will be similar to 
that for the neutron transport equation considered in §1.5b. There will then be 
a real value of aj, designated aj, which is larger, i.e., more positive, than the real 
part of any other value of aj, and the associated eigenfunction Oo will be as­
sumed to be everywhere nonnegative. As in Chapter 1, the criticality of the 
system can then be based on the sign of aJi, for al > 0, the system is supercritical, 
for aj = 0 It IS critical, and for aj < 0 it is subcritical. 

It should be noted, however, in view of equation (6.26), that in the super­
critical system, when al is positive, the importance, 0+, decreases with time. This 
is in accord with the physical interpretation of the importance function A 
neutron at an early time in a supercritical system will be relatively more im­
portant than one at a later time because the early neutron will have additional 
time to multiply and will thus lead to greater detector activity. 

Relationships between a, and al and the corresponding flux and its adjoint, 
respectively, can be derived in the following manner. Consider the equation 
satisfied by the angular flux eigenfunction, <!>,, that is, 

- ' (D, = L<D„ (6.28) 

and the adjoint eigenvalue a| and the corresponding eigenfunction <t>[ which 
are related by equation (6.27) The quantities (i>, and 0 | are assumed to satisfy 
the usual continuity and free-surface conditions. Equation (6.27) is now multi­
plied by t>, and equation (6.28) by 't>\, and the results are integrated over the 
complete range of the variables r, £2, E. Upon subtraction, it is found that 

(a, - aO^l (tt, (D,) = (<&:, L<D,) - ((D„ VOt). 

By definition of the adjoint operator, L+, the two inner products on the right side 
are equal, hence, 

(a, - a\)(- <Dt, 'b] = 0. (6 29) 

If / = 7 = 0, so that the fundamental eigenvalues are being considered, then 
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both OQ and d'o will be nonnegative. and the inner product in equation (6 29) 
will be positive It follows, therefore, that 

«{,. 

On the other hand, if â  / a\, then according to equation (6.29) 

(1 01, a>,) = 0 

or in other words, <I)| and Ô  are orthogonal, with a weight factor of 1/t. Use 
will be made of this orthogonality relationship in due couise 

6.1 k Interpretations of the Time-Dependent Adjoint Function 

In Chapter I the various kinds of solutions to be expected for the flux in sub-
critical, critical, and supercritical systems were discussed at some length 
Analogous conclusions are applicable to the adjoint function •' Thus, for any 
system there will be a solution of the time-dependent final value adjoint problem 
If It is assumed that the detector is shut off permanently at the final time t = tf, 
so that 0^(r, £2 £, t,) = 0, then the physical interpretation of the solution as an 
importance for detector activation is the same as in {;6 li If, on the other hand, 
(ĥ  is finite at / = //. the solution can still be chosen so as to have physical sig­
nificance It will now be shown, as an example, that if (I>+(r, £2, £, tf) is chosen 
to be unity for all values of r, £2, £in the system, then the solution to the source-
free adjoint equation, i e , equation (6 23) with Q^ = 0, at earlier times may be 
interpreted as the expected number of neutrons in the system at / = f; arising 
from a neutron at r, £2, £, t 

To prove that this is the case, consider the time-dependent transport equation 
without an independent source, i e , 

1 rO 
i — =La), (6.30) 
I ct 

and the corresponding adjoint equation 

--'-^ = V>i>K (6.31) 
t ot 

Suppose a solution is being sought to equation (6 30) for the initial condition, 
at / = 0, of one neutron present at r,,, £2o, E,, this condition may be represented 
by 

<D(ro, £2o, £o, 0) = to S(r - ro) S(£2 - £2o) S(£ - £o) (6 32) 

The solution for equation (6 31) is being sought for the postulated final condi­
tion at / = tf, namely, 

<I)+(r, £2, £, tf) = 1 (6.33) 
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Equation (6 30) is now multiplied by <t>^ and equation (6 31) by <!>, integration 
IS carried over the whole range of the variables r, £2, £ and the results are 
subtracted. It is then found that 

(I (Dt, '-^\ + / l (D, 2^\ =^(j (D+, o j = (<I)t, LO) - (O, L+0+) = 0, (6 34) 

since the difference of the inner products on the right is zero, by the definition 
of L* Upon integration of the second expression over / from r = 0 to t = tf, the 
result IS 

O'-̂ L ̂  O' "̂ l, ^'''^ 
Because of the initial condition on (P, given by equation (6 32), the left side of 
equation (6 35) is simply 'l'+(ro, £2o, £o, 0), furthermore, by the final condition 
on 0*, given by equation (6 33), the right side of equation (6 35) is the integral 
of (!>/; ( = A') over all r, £2, £, hence, 

Ot(ro, £2o, £o, 0) = ^1 N{T, Si, £, tf) dV dSi dE 

The quantity on the right is the expected number of neutrons at the time tf, 
hence the interpretation of 0+ given above has been established 

If <I>̂  were chosen to be unity at /, in some subregion of r, £2, £, the solution 
Ô  at earlier times would correspond to the expected neutron population in the 
subregion By taking the subregion to be very small, a relation between the 
time-dependent flux and adjoint Green's functions, analogous to equation 
(6 13). 1 e , 

C+(ri £2,, £i , / i ^ F o , £2o E^.t,) = C(ro, £2o £o,/o ^ ri, £2 ,̂ £;, r j (6 36) 
' l > ' o 

can be derived 
Conclusions similar to those reached above are applicable to the time-

independent situations, l e , with rOVr/ = 0, such as exist for a subcritical 
system with a constant source or an exactly critical system with no independent 
source In the former case, the adjoint function is a neutron importance, as 
derived in i}6 Id For the exactly critical system, al = 0, and the corresponding 
fundamental eigenvalue, <I>J,(r, £2, £), may be interpreted as the importance of a 
neutron at r, £2, £ for establishing the fundamental flux mode. This follows 
from equation (6 35) provided tf is large and certain consequences of exact 
criticality are assumed, as will now be demonstrated 

It IS known, from Chapter 1, that in an exactly critical source-free system the 
flux at late times will be independent of time and proportional to the funda­
mental flux mode Oo(r. Si E) where the amplitude. A, is a function of the 
initial neutron parameters, TQ, £2O, £O Thus, if t/ is large, it is possible to write 

0(r. £2, £, tf) = A(TO, Si,, £o)0o(r, £2, £) for /;- large. (6 37) 
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The mode OQ may be normalized arbitrarily, and a convenient choice is to set 

- %{T. Si, E) dV dSi dE = 1. 

Similarly, the solution to the adjoint problem at times much earlier than tf 
will approach a constant, C, multiplied by the normalized fundamental adjoint 
mode, that is, 

<^\T. Si, E, 0) = C(I>S(r, Si, £). (6.38) 

By substituting equations (6.37) and (6.38) into equation (6.35), it is found that 

%(TO, £2O, £O) = ^ A(ro, Si,, E,). (6.39) 

This means that the time-independent adjoint function 'l'o(ro, £2o, £o) for a 
critical system is proportional to the amplitude of the fundamental (or persisting) 
mode established by a neutron at TQ, £2O, £O 

6.1m Expansion of Time-Dependent Solutions 

It IS known that, for certain discrete values of the a„ solutions are possible for 
the equation 

^ 0 ) , = L(D, with 7 = 0,1,2, (6.40) 

In general, as seen in Chapter 1, there is no reason to believe that the set of 
eigenfunctions {Oj} is complete in the sense that a solution to the initial value 
problem could be expanded in these eigenfunctions For some simple approxi­
mations to transport theory, however, e g , multigroup diffusion theory in one 
dimension with continuous space variable (§4 4c),^ and for systems of difference 
equations (§4 4f), the eigenfunctions are complete and an expansion may be 
utilized for time-dependent solutions Since such expansions are employed in 
kinetic studies, they will be outlined here. Although the general transport 
operator notation will be used, it must be understood that the procedure is 
valid only for special cases such as those just indicated 

Consider the homogeneous initial value problem in which the solution is 
sought of 

^ c<i> ^ . ,, . , , 
--^ = LO, (6.41) 
V ot ^ 

where <I)(r, £2, £, 0) is known. The fundamental assumption is now made that 
at any time, /, the solution may be expanded in terms of the flux eigenfunctions 
corresponding to the a, eigenvalues, thus, 

GO 

(D(r, £2, £, /) = 2 <')'^,(r, Si, £). (6.42) 
; = o 
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If this IS substituted into equation (6 41), it is found that 

J J 1 

using the definition of <!>, in equation (6 40) 
Equation (6 43) is now multiplied by <!>{ and integrated over all variables By 

introducing the orthogonality relationship derived from equation (6 29), i e , 

(i(Dt, <D,) = 0 for i^j, 

da, 

It IS found that 

or 

dt - "'"' 

a.(0 = «.(0)e"' (6 44) 

The initial value, fl,(0), is found by multiplying equation (6 42) at ? = 0 by 
(1/()*I'J and integrating, the result is 

_ i(\lv)'i>\,Hr = 0)) 
^•^"^ - ((1/.)<!>:, (D.) 

The solution to equation (6 42) is consequently 

In this expression, it is seen that <t>* is a measure of the importance of a neutron 
in establishing the flux mode <I>; It was shown earlier, without using an ex­
pansion such as equation (6 42), that this is true for the particular case ofy = 0 

The expansion in equation (6 45) will be most useful in practice if only a few 
terms suffice to give a good representation of the solution Further reference to 
the subject will be made in ChapLcr 10 Expansions of this type can be used to 
solve the inhomogeneous time-dependent neutron transport equation 

V ot 

The procedure is the same as that described above except that the differential 
equation for a,(t) contains (Ot, Q), however, it can be readily integrated even 
if 2 IS a function of time 

6 2 THE ADJOINT OPERATORS IN APPROXIMATE METHODS 

6.2a Introduction 

In Chapters 3, 4, and 5, various methods were described for obtaining approxi­
mate numerical solutions to the time-independent transport equation In this 
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section, consideration will be given to some of the equations which are adjoint 
to those arising in the approximate methods, particularly in P, and diffusion 
theories.'' As in the preceding chapters, the one-speed problem will be examined 
first and then the results will be extended to multigroup situations. 

6.2b One-Speed P,. Diffusion, and S^ Theories 

In one-speed P, theory, the angular flux is assumed to be given by equation 
(3.44), I.e., 

<D(r, £2) = 2^ [<̂ (r) + 3£2 J(r)]. (6.46) 

If a similar form is assumed for the adjoint, namely, 

<I)t(r, £2) = i - [ f (r) + 3£2 Jt(r)], (6.47) 

It IS seen that the inner product, with integration over all £2 and r (volume), gives 

<tt<D dSidV = ~{ [ f (r)9!.(r) + 3Jt(r) J(r)] dV, (6.48) 
477 J 

where the identities in Table 3.1 have been used to evaluate the integrals over £2. 
In §3.3e, when the neutron angular flux given by equation (6 46) was inserted 

into the one-speed, time-independent transport equation, LO = — Q, equation 
(3.49) was obtained. From this the two P, equations (3.50) and (3.51) were 
derived; they are, omitting the argument (r), 

V J + ao^ = go (6.49) 

V^ -i- 3aiJ = 3Qi. (6.50) 

The inner product of Ô  and L<t> could be obtained by multiplying equation 
(3.49) by O ,̂ as given by equation (6 47), and integrating over all £2 and r. It is 
then found that the result is the same as if the inner product were formed by 
multiplying equation (6 49) by t/î  and equation (6 50) by J^ , adding and inte­
grating over volume. With the inner product formed in this way, it can be seen 
that, in the one-speed P, approximation, the adjoint equations corresponding to 
LOt = - Q\ are 

- V J+ + a,^'' = Ql (6 51) 

-V-/.+ + 3<7iJ+ = 3Qt. (6.52) 

Moreover, if the flux satisfies the boundary conditions ft J = «</> (cf §3 le, 
where a = \), the adjoint must satisfy ft J+ = —a(f>^ 

To verify that equations (6.51) and (6 52) are adjoint to equations (6 49) and 
(6.50), respectively, multiply equation (6.49) by </>+ and equation (6.50) by J+ 
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and subtract equation (6.51) multiplied by ^ and equation (6.52) multiplied by 
J-. The left sides become 

/ = f [.^ty.J + Jt.V<^ + ^ V - / + J-V,/.t] dV 

= j v . [ ( f j ) - f (^Jt)]rfK 

= j[(n.J)<^t + (a.jt)^]^^^ 

and upon using the boundary conditions, this gives 

/ = f ia<f><f>' - a<f>^^) dA = 0 . 

The one-speed diffusion equation (3.52), i.e., 

-V-£»V<^ + ao.̂  = go, (6.53) 

is self-adjoint. This means that the adjoint flux, cj}^, satisfies an equation of the 
same form, namely, 

-V-£)V</.t + ao<̂ t = Ql. 

The boundary conditions are also the same for both flux and adjoint; for ex­
ample, if 

n-V(l> + b<l> = 0, 

then so also 

In this case, an inner product would be formed by multiplying equation (6.53) 
by (f>^ and integrating over volume. 

In the one-speed discrete ordinates methods, the adjoint equations are 
obtained by reversing all neutron directions. For example, in the equations (5.3) 
for plane geometry, fijd^jdx would be changed to —fx,8<i>^ldx. 

In the foregoing discussion the operators which are adjoint to certain differ­
ential operators were considered. When the differential equations are reduced to 
difference equations, care must be taken to ensure that the "adjoint difference 
equations" are really adjoint to the difference equations for the flux. For ex­
ample, in two-dimensional diffusion theory (§3.4b), the flux was represented by 
a vector <j) with as many components as mesh points and the difference equations 
were written as 

A<|) = s, 

with A a matrix. The operator adjoint to A is the transposed matrix, denoted 
here by A ,̂ formed by interchanging rows and columns, i.e., [A*]„ = [Aĵ j.* For 

* There is, unfortunately, an entirely different matrix which is usually called the matrix 
adjoint to A.° 
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the special case of diffusion theory, it was seen that A was symmetric, hence, 
A+ = A and the difference equations are self-adjoint 

For more complicated approximations to the angular flux, the analysis of the 
difference equations is more difficult It has been found, for example, that the 
"adjoint difference equations" used in certain S\ codes are not quite adjoint to 
the difference equations for the neutron flux in curved geometry '^ 

6.2c Multigroup Pj and Diffusion Theories 

The time-independent multigroup P, equations for a source Q m a subcritical 
system were given by equations (4 30) and (4 31) as 

V Jg + a , g<j>g = ^ <7o , ^g,^g + Qog (6 54) 
g 

V<f,, + 3ai ,J, = 3 2 '^i. - .J . + 3Qi „ (6 55) 

g=U2, ,G 

where the summation over g is from g' = \ to g' = G The corresponding 
adjoint equations for a source Q^ are 

- V JJ -f CTo ,<̂ J = 2 -̂ 0 9̂ 9 <f>l + Ql, (6 56) 
g 

-V<I>1 + 3a, ,JJ = 3 2 '̂ i g-g JJ + 3Q1 ., (6 57) 
9 

^ = 1 , 2 , ,G 

The latter differ from the flux equations (6 54) and (6 55) in two respects first, 
the signs of the derivative terms are reversed, as in one-speed theory, and 
second, g and g' are interchanged in the transfer cross sections, in accord with 
the general feature of the scattering kernel noted in §6 Ic If the boundary 
condition for the flux is n Jg = (7g</ig, then for the adjoint the boundary condition 
IS n JJ = —ag<j>l An inner product is formed, for example, by multiplying 
equation (6 54) by ^J, equation (6 55) by J, , and adding, the result is summed 
over g and integrated over volume 

It should be pointed out that the adjoint equations (6 56) and (6 57) could not 
have been derived by integrating an energy-dependent adjoint equation over an 
energy interval corresponding to the group g In particular, the required cross 
sections, which are flux-weighted averages, would not be obtained This problem 
IS examined in §6 4h, where it will be seen how multigroup flux and adjoint 
equations can be derived from the energy-dependent P, equation, the group 
cross sections are then weighted by both flux and adjoint 
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In multigroup diffusion theory, the time-independent equation is 

-V-Z),V.^, + ao,,<f>, = 2 <^o,9--A' + Qo., (6.58) 
9' 

and the corresponding adjoint equation will then be 

-V.£),V^t + <7o.,<̂ J = 2 <̂ o,9̂ 9-'̂ J- + Ql.9, (6.59) 
g' 

which differs from equation (6.58) in the respect that g and g' have been inter­
changed in the group transfer cross sections. Thus, if these cross sections are 
regarded as elements of a G x G matrix, then in the adjoint multigroup equa­
tions the matrix of transfer cross sections is transposed from that for the 
flux equations. This is a general feature of multigroup equations and not only 
those of diffusion theory; it arises from the general form of the adjoint transfer 
operator. 

6.3 PERTURBATION THEORY 

6.3a Applications of Perturbation Theory 

Suppose a multiplying system is near critical and a small change (or perturba­
tion) is made in the system; it is then required to determine how the system 
responds to this perturbation, e.g., the change may be sought in a, the multi­
plication rate eigenvalue, or in k, the effective multiplication factor. If the per­
turbation is small enough, it is not necessary to perform a complete, new 
calculation for the perturbed system or for each perturbation of interest. Instead, 
by means of perturbation theory, the adjoint function can be used to obtain the 
response to the small perturbation. Some of the more important applications of 
perturbation theory are indicated below. 

In experiments with critical assemblies, it is a common practice to introduce 
a small amount of a material of interest and to observe the accompanying change 
in the criticality (or reactivity). The worth or effectiveness of the given material 
determined in this manner is often interpreted in terms of effective absorption 
or transport cross sections. From the measured effectiveness, deductions can be 
made concerning the cross sections, or if the cross sections are known the 
experimental results can provide information concerning the neutron flux and 
importance. An example of the use of the reactivity effectiveness to evaluate 
cross-section data is given in §6.3f. 

Moreover, in the performance of criticality calculations, it is useful to know 
how sensitive the computed eigenvalues are to uncertainties in the input cross 
sections. This sensitivity can be determined by considering the cross section 
uncertainties as perturbations. From such studies, the cross sections can be 
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adjusted, within experimental uncertainty, so as to obtain better agreement with 
a variety of clean critical experiments. 

Small changes in reactor geometry, e.g., thermal expansion, in composition, 
e.g., as a result of burnup, and in neutron spectrum, e.g., due to the Doppler 
effect, occur during reactor operation. The effect of these changes on the 
reactivity of the system can be found by means of perturbation theory. 

Finally, in reactor calculations the actual geometry or cross sections may be 
simplified in order to obtain a problem which can be solved by means of a 
particular code. The effects of such simplifications on criticality can often be 
estimated by perturbation theory. 

6.3b Perturbation of the Multiplication Rate Constant, a 

As a first example of the application of perturbation theory, the change in a 
resulting from a change in cross sections will be determined. In the present 
treatment, delayed neutrons will be neglected, although they should be included 
in deriving the effect of a small perturbation on the multiplication rate constant. 
The procedures used, however, are much the same as those described here, as 
will be seen when the problem with delayed neutrons is considered in i)9.2b. 

In a multiplying system with no extraneous source, the transport equation, 
obtained by substituting «<!> for oOjft, can be written as 

" 0 -h £2 Vcl) -h aO = f a/(r; £2', E' -^ Si, E)1>(T, Si', E') dSi' dE' (6.60) 

and the corresponding adjoint function for the unperturbed system satisfies the 
relationship 

- (Dt - £2 VOt + a(Dt = f a/"(r; £2, £ ^ £2', E')<l>\r, Si, E') dSi' dE', (6.61) 

both with the usual free-surface boundary conditions The fundamental modes 
of these equations are being treated here, hence a and a^ are the quantities for­
merly denoted by a, and aj,. Consider now a perturbed system with a new 
macroscopic cross section CT*, SO that 

CT* = CT -H ACT and o*f* = of + A{af). 

Such a perturbation could arise from changes in density or in the microscopic 
cross sections, or from the movement of an interface. For the perturbed cross 
section, the equation for the perturbed eigenvalue, «*, is 

— O* + £2 VO* -I- CT*<D* 
v 

= I CT*/*(r; £2', £ ' -> £2, E)<1>*(T, Si, E') dSi' dE', (6.62) 

where <!>* is the perturbed flux. 
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Equation (6.62) is multiplied by 'h' and equation (6.61) by '!>*; the latter is 
subtracted from the former and the result is integrated over all r, £2, E to give 

(a* - a+) j I I i <I)*0+<•/Kr/£2<•/£• 

(ACT)(l)*a)t dV dSi dE + ^ ••• { A[af{T; SI. E' -> Si. E)] 

X «I)*(r, £2', £')Ot(r, £2, E) dVdSi' dE' dSi dE. (6.63) 

It will be noted that this equation is exact and holds for any ACT and A{nf), 
large or small. 

For small perturbations, it is assumed that 

(1)* = (I) + A<I), 

where '!> is the solution to equation (6.60). This expression for '1>* may be sub­
stituted into equation (6.63) and all terms containing Atl> may be ignored since 
they are always multiplied by another A term, and hence are of second order in 
small quantities. Furthermore, «* - a* may be replaced by A«. since a = c/ for 
the fundamental eigenvalues. The result is 

-<I)t(D^/K^/£2(/£ 
v 

I {Aa)^^<\UlVdSidE + ••• A[CT/'(r;£2', £ " ->£2 , £)] 

X (D(r, £2', £')<D+(r, £2, E) dV dSi' dE' dSi dE, (6.64) 

where Aa is the change in a due to the perturbations ACT in a and A{af) in af. 
This equation for Aa involves only the unperturbed flux and its adjoint, together 
with the changes in the cross sections. These changes are weighted by both the 
neutron flux and its adjoint (or importance) to determine the effect on the 
multiplication rate constant. 

An insight into the sensitivity of a to changes in a can be obtained by con­
sidering the one-speed case. According to equation (6.20), 

<D+(r, S2) = (D(r, - £ 2 ) 

for a critical system, but it can be shown, by the method of §6.If, that this is also 
true for the fundamental a (or k) mode in a subcritical or supercritical system. 
Equation (6.64) then takes the form 

— {{ <D(r, -£2)<D(r, £2) dVdSi 

= - f r (ACT)(D(r, -£2)(I)(r, Si)dVdSi + {{[ A[af{T; Si -> Si)] 

X (D(r, £2')a)(r, -Si)dV dSi' dSi. (6.65) 
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Some physical aspects of this equation can be understood by considering a bare 
sphere. 

Suppose, in the first place, there is a change ACT = ACT„ m the absorption cross 
section, but no change in the scattering (including fission) cross section, so that 
^(<^/) = 0. For such a perturbation, in one-speed theory, equation (6.65) 
reduces to 

Aa = Constant l-^l ACT„(r)0(r, -£2)(l)(r, Si)dVdSi (6.66) 

As seen in !}3.3b, at the center of the sphere O will be isotropic and usually a 
maximum; hence a positive ACT„ at r = 0 will give a relatively large and negative 
Aa. That IS to say, an increase in the absorption cross section at the center of a 
spherical multiplying medium will cause a relatively large decrease in the multi­
plication rate constant, a. At a free surface, e.g., on the boundary of the sphere, 
however, ^(r, £2) = 0 if n £2 < 0, and the product <I)(r, -£2)<I)(r, £2) is zero for 
all values of £2. Thus, the value of a is unaffected by a small change in the 
absorption cross section at the surface of the sphere. These conclusions are m 
agreement with expectation on physical grounds. 

Consider, next, a perturbation of the scattering cross section, with the ab­
sorption cross section remaining unchanged. Suppose a small isotropic incre­
ment IS added to the scattering, so that ACT = Aa,{r) and A(CT/) = ACTs(r)/477. For 
this case, the integration over £2' and £2 in the last term of equation (6 65) may 
be carried out; the result is 

Aa = Constant \-i( ACT,(r)(D(r, -Sl)<l>{r, Si) dVdSi + f ^ ^ ^^(r) dv\. 

(6.67) 
At the center of a sphere, 

a)(r, Si) = l- <l>ir), 
477 

Since the flux is isotropic, hence, the two terms on the right side of equation 
(6.67) are identical and Aa is zero. Thus, changes only in scattering at the center 
of a sphere of multiplying material will not affect a. For a scattering perturba­
tion at the surface, however, the first term on the right side of equation (6.67) is 
zero, since <D(r, — £2)<I)(r, £2) is zero, as seen above, but the second term is 
positive; hence, Aa will be positive, and there will be an increase in a. 

The respective effects on a of changing the absorption and scattering cross 
sections are thus quite different, as indicated qualitatively in Fig 6 1 The 
curves show the general nature of the changes in a resulting from an increase in 
absorption or scattering cross sections as a function of radial distance in a bare 
sphere of radius r^^x-

Before leaving this topic, it is necessary to sound a note of caution. If a 
strongly absorbing material is introduced into a multiplying system, the value 



PERTURBATION THEORY 277 

FIG 6 1 QUALITATIVE EFFECTS ON a 
OF LOCAL INCREASE IN ABSORPTION 
AND SCATTERING CROSS SECTIONS IN 
A BARE SPHERE 

of ACT will be large and then perturbation theory may fail. The reason is that in 
going from equation (6.63), which is exact, to equation (6.64), the assumption 
IS made that AO is small in comparison with O in the region where the change in 
the cross section occurs. Consequently, the essential requirement for equation 
(6.64) to be applicable is that the local perturbation of the flux must be small. 

When this Ad) is not small, as in the case of strong local absorption, it may 
sometimes be possible to estimate A<1> and O* and use the exact equation (6 63) 
instead of equation (6.64). For example, a gold foil would cause a serious 
perturbation of the flux in its vicinity only for neutrons with energies close to the 
5-eV resonance. This perturbation might then be calculated by the methods 
given in Chapter 8. Some authors apply the term perturbation theory when 
referring to the use of equation (6.63) with a known value of the perturbed flux, 
<!>*, the use of equation (6.64) is then called first-order perturbation theory.•'° 

6.3c Perturbation of the Effective Multiplication Factor 

A treatment similar to that used in the preceding section for the eigenvalue « 
can be applied to derive the effect of a perturbation on the eigenvalue k, the 
effective multiplication factor. The transport equation for this eigenvalue is 
equation (1.49) and, in terms of the neutron angular flux instead of the angular 
density, it is 

£2 VO -I- CTO) = ff 2 <^xfx{r; Si', E' -> Si, E)0(T, Si', E') dSi' dE' 

+ r f [z; """'^^'^ ^' -^ ^)*('''"'' '̂ ') '̂ '̂ ^̂ '- (̂ •6̂ ) 
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The corresponding adjoint equation for the eigenvalue k^ is 

-£2 V0+ -h CT(D+ = ff 2 <yxfx{r; Si,E^ Si', E')^\i, Si', £') 6f£2' dE' 
xi-f 

+ Ft [ [ J-^^/Cr' E^E')'^''{T, Si', E')dSi' dE'. (6.69) 

Of particular interest are the fundamental (largest) eigenvalues k and k\ for 
which, according to considerations of i!§l 5e, 6.1j, O and Ô  are nonnegative. 
It can then be shown, by using the same procedure as in §6.1j, that k = k^. This 
IS done by multiplying equation (6.68) by 0+ and equation (6.69) by O, sub­
tracting and integrating the result over all r, £2, and £. The gradient terms are 
eliminated, as before, by assuming free-surface boundary conditions on <t> and 

Suppose that equations (6 68) and (6.69) apply to an unperturbed reference 
system The most important of such systems, in practice, is an exactly critical 
system, for which k = k^ = 1. In the general case, however, for a perturbed 
system having cross sections CT*, a*f*, and I'*CT* and eigenvalue k*, the angular 
flux O* satisfies equation (6 68) with all appropriate quantities being perturbed, 
and hence marked with an asterisk, thus. 

£2 VO* + CT*cD* = [ [ 2 <'tf*(T, Si, £ ' -> Si, £)(D*(r, £2', £') dSi' dE' 
xi-f 

'^h\'L ''*''*̂ '"' ̂ ' ̂  )̂'̂ *(''' ̂ '' ^"> ̂ "' ̂ '̂- (̂ -̂ ^̂  
If equation (6.70) is now multiplied by Ô  (r, £2, £) and equation (6.69) by 
<l>*(r, £2, £) , and the resulting expressions are subtracted and integrated over all 
r, £2, and £, an exact equation is obtained, analogous to equation (6.63). 

In general, 

k*~ k* k^ k~ kk* ^ k' 

where Ak = k* — k is the perturbation in the effective multiplication factor 
For the special case of a critical reference system, k = I; hence, 

J_ _ M 
k* ~ k*' 

where A^ is now the departure from criticality. 
In applying perturbation theory, it is assumed that, to first order, <t>* may be 

replaced by O. It is thus found that, as a result of the perturbations ACT and 
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A(CT/) m cross sections, the change A^ m the effective multiplication factor of a 
critical system is given by 

T^\ IT *""/(••' ^' ~^ E)'^^('^' ^ ' •̂ )'̂ (r, £2', £') dVdSi' dE' dSi dE 

~ - \ \ \ M r , E)<^\r, Si, £)(D(r, £2, £) dV dSi dE 

- f j jA[CT/(r,£2',£'->£2,£)](I)t(r,£2,£) 

X <D(r, £2', £') dV dSi' dE' dSi dE. (6.71) 
The perturbations ACT and A{af) are just as defined in §6.2b, and the warning 
expressed above, that ACT must not be large, is equally applicable here Since 
k* ~ 1, equation (6.71) provides, upon setting /:* = 1, a first-order expression 
for Ak. The complete equation for Akjk* is useful, however, as will be seen in 
Chapter 9. 

It will be observed that equation (6.71) for the change m k, resulting from 
changes in cross sections, is analogous to equation (6.64) for the change in a. In 
fact the right-hand sides of the two equations have the same form, the only 
difference is that in equation (6.71) the flux and adjoint are the eigenfunctions 
for the k and k* eigenvalues, whereas in equation (6.64) they are the eigenfunc­
tions for the a and a* eigenvalues, respectively. In one-speed theory, the effects 
on k of simple cross-section perturbations are similar to those given by equations 
(6.66) and (6.67) for changes in a, which are illustrated qualitatively in Fig. 6.1. 

6.3d Perturbation of a Critical System 

Further understanding of the adjoint function and of perturbation theory can 
be gained by considering an unperturbed reference system at critical, i.e., one 
with a = 0, and comparing it with a perturbed, slightly subcritical, system which 
IS maintained in a steady state by a source. For the reference system, the 
equations for the flux and its adjoint may then be written as 

£2 

and 

VO + CT(D = {{ af{T, Si, £ ' ~> Si, £)(D dSi' dE' (6.72) 

- £ 2 vol- 4- CT(Dt = f f „y(r. ^i^ E-> Si'E')<^^ dSi' dE'. (6.73) 

For a subcritical perturbed system which is maintained in a steady state by a 
source, the transport equation is 

£2 VO* -f- CT*(D* = ff CT*/*(r; £2', £ ' ^ £2, £)<D* dSi' dE' + Q(T, Si, E), 

(6.74) 
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where, as before, 

a* = a + Aa and CT*/* = CT/ -H A(CT/). 

The quantities ACT and A(CT/) represent differences between the perturbed (sub-
critical) system and the reference (critical) system. Equation (6.73) is multiplied 
by <I>* and equation (6.74) by 0+, and the results are subtracted and integrated 
over the range of variables; it is then found that 

Q<^''dVdSidE 

= [[{ Aa^*^'' dVdSidE - { ••• f A[CT/(r;£2', £ ' ^ £ 2 , £)] 

X ^*{T,Si',E')^\T,Si,E)dVdSi' dE'dSidE. (6.75) 

If the perturbed system is close to critical, it may be anticipated that 

(D* ~ CO, 

where O is the solution of the critical equation (6.72) that has been normalized 
in some definite, but arbitrary, manner, and C is a constant for a given normali­
zation of the flux. Then equation (6.75) reduces to 

Q^^ dVdSidE 

= C 

It should be noted that, unlike the eigenfunctions corresponding to the a eigen­
values, the quantities O, O*, and 0+ in equations (6.72), etc., have measurable 
steady-state values representing the existing experimental situation. Some 
interesting conclusions can thus be drawn from equation (6.76), of which two 
will be mentioned here. 

Consider a subcritical system having some definite perturbation, i.e.. ACT and 
A(CT/) are fixed. Then, according to equation (6.76), C, which is proportional to 
the perturbed angular flux, O*, produced by the source Q, is proportional to the 
integral of Q<b\ In other words, O* is proportional to the integral of gO^. Thus, 
0+ is again seen to be the importance of neutrons in populating the persisting 
mode (for a subcritical system). 

Another situation of interest is that of the same source in a sequence of 
subcritical multiplying systems of the same type. Suppose that the /th of these 
systems has perturbations from critical given by a,(ACT) and a^A^af)], where 
a, is proportional to the deviation from critical, whereas ACT and A(CT/) are the 
same for all the systems. Then, it follows from equation (6.76) that 1/C is pro­
portional to a,. Furthermore, C is proportional to the detector response, and 
hence to the multiplication of the system; consequently, the multiplication is 

\\\ A<j^^^ dVdSidE - { ••• j A(CT/)(D<Dt̂ K... c/£ . (6.76) 
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inversely proportional to the perturbation from the critical. This relation is the 
basis of a familiar experimental method for determining the conditions of 
criticality, the reciprocal of the multiplication, i.e , 1/A/, is plotted against some 
parameter, usually the mass, for a number of subcritical assemblies and ex­
trapolated to 1/A/ = 0 in an almost linear manner. 

6.3e Perturbations in Multigroup Diffusion Theory 

In the preceding sections some general results were derived for changes in the 
eigenvalues a or ^ as given by perturbation theory, based on the transport 
equation Analogous expressions can be obtained for various approximations 
to the transport equation As an example, consideration will be given here to the 
change in k based on the differential equations of multigroup diffusion theory. 

Equation (4.41) for the eigenvalue k in multigroup diffusion theory can be 
written as 

- V Z)gV0g + CTo A = 2 {"^^ 9 - A + ^ ^ ^ ^ <l>g)- (6.77) 
g 

This expression applies to the unperturbed system The corresponding adjoint 
equation for the eigenvalue k'*, which is equal to k, as seen above, is 

- V D,V4,l + CTo M = 2 (-so g^g 'kl + "-^^ 'kl) (6.78) 
9 

The equation for the flux in the perturbed system with eigenvalue k* is 

- V D*\;<f,* + CTo* A* = 2 (̂ *o g . A * + ^ ^ % ^ - ^ * ) , (6.79) 
g 

where the perturbed quantities are again marked by an asterisk. The perturba­
tions, which are assumed to be small, are then given by 

AD, = D* - D, 

ACTO g = a^,g — CTo,g 

^'^sO.g ->9 — '^sO.g - .5 ~ "^sO g -g 

^{v-f.g - 9 ) = V"*.g - 9 - ^"f.g - 9 

Ak = k* - k. 

Equation (6.78) is now multiplied by (f>* and equation (6.79) by <j>g and the 
results are subtracted. Upon summing over g and integrating over volume, it is 
found that 

9 L 9 9 

dV. (6.80) 
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The first two terms on the left side of equation (6.80) reduce to 

^ [-,^;v {\D,v,f>f)]civ, 

since, as in the one-speed problem (!}6.2b). the remaining contributions cancel 
upon integration by parts and use of the boundary conditions. The last two 
terms on the right side of the equation may be simplified by using the relationship 

vaf vOf vOf + \{vOi) vOf 

k' k + \k 

VOf 4- A(vCTf) 

k) k \ k 1 k 

^ \k 
^ k k' ^''• 

Upon substitution into equation (6.80) and solving for AA, the result is 

V 

A2 

ĉ+V (A/),V<^,) - Aao,<̂ +<̂  

+ 2^ Aa,o , - A-P? + 2_, A 
/ g - o ) / + 

<t>l<j'g dV 

V rv I ^ i"J/ ,<, -.,'i>l4>g '1^ 
(6.81) 

The asterisks have been removed from <f>* on the assumption that the perturba­
tions are small and </> :i; -/i*, so that first-order perturbation theory is applicable. 
Of course, if the reference system is critical, A = 1. 

In the special case of one-speed diffusion theory, the sums over g and g' may 
be deleted. Moreover, (/>̂  is now equal to (̂ , and equation (6.81) reduces to 

AA 
k^ 

cf>V (AZ)V</,) - AaJ^ + 
A(uaf) 

ci>A dv 

J l" /̂̂ ^ dV 

where Aa^ = ACTQ — Aa^o is the perturbation of the absorption cross section 
(§3.Id). This equation may be simplified further by using the identity 

[4,V {ADV4,)] dV = r [V (<^AZ)V^) - AZ)(V^)2] dV 

= f n <l,ADV<j> dA - [ AD(V<j>y dV. (6.82) 
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In many problems, e.g., if AD = 0 at the surface or if >/• is assumed to be zero at 
the surface, the first term on the right of equation (6.82) is zero. In these cases, 

VCf<j>^dV 

The denominator of equation (6.83) is a constant. Hence, according to one-
speed diffusion theory, the effect on A: of a small change in cross section, either 
ACTQ or A{va,), IS proportional to the square of the flux at the position of the 
change. The effect of a change, AD, in the diffusion coefficient is seen to be 
proportional to the square of the gradient of the flux. An expression analogous 
to equation (6.83) is often derived directly from one-speed diffusion theory.^^ 

6.3f An Application of Perturbation Theory 

It was mentioned in §5.4d that, m addition to the method given there for assessing 
the adequacy of nuclear data for making neutron transport calculations, there is 
another procedure based on reactivity effects. The latter approach, which is 
described here, involves measuring the changes in reactivity accompanying the 
insertion of small samples of materials at various positions in a critical assembly 
and comparing the results with those obtained by using perturbation theory and 
discrete ordinates multigroup calculations. The reactivity observations made in 
this connection have been mainly with the Godiva, Jezebel, and Topsy fast 
(metal) assemblies and, to a lesser extent, with a bare sphere of uranium-233 
metal and ZPR III 48 ({;5 4d). 

For the experimental determination of the reactivity effects, the assembly is 
brought to (delayed) critical with a void at the position where the sample is to 
be placed. The sample is then inserted and the resulting reactivity change, AA, is 
determined from the motion of a calibrated control rod required to maintain 
criticality The rod is calibrated in terms of reactivity as a function of position, 
with the sample absent, in the usual manner from measurement of the asymp­
totic reactor period."^^ 

The change in reactivity caused by insertion of a sample of material in the 
assembly is commonly reported in cents per gram-atom. A dollar (100 cents) is 
the reactivity change which will take a system from prompt to delayed critical, 
1 e., AA IS then equal to |5, the effective delayed-neutron fraction for the given 
system (i59.2b), hence, the reactivity change in general is equal to AA/jS in dollars 
or 100 AA ^ in cents. The reactivity effect in cents per gram-atom is then given 
by 100 AAkj^m, where m is the mass of the sample in grams and A is the atomic 
weight of the element (or nuclide) present. 

In order to obtain easily measurable reactivity changes by the method de­
scribed above, it is sometimes necessary to use samples which are large enough 
to produce significant local perturbations of the neutron flux. Under these 
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conditions, a correction should be made, by using second-order perturbation 
theory" to reduce the reactivities to values applicable to very small samples 
which would not perturb the flux. 

For computing the reactivity effects of the small samples, the fluxes and 
adjoints are determined according to the 24-group, Ss approximation using the 
DTF IV code, as described in §5 4d. The value of Akjk, which is essentially 
equal to AA:, is then obtained from the perturbation theory equation (6.71). The 
results are then expressed in cents per gram-atom of the sample element (or 
nuclide) 

It was seen in ^§6.3b, 6.3c that, in one-speed theory, the effect on A: of a sample 
at the center of a sphere was due mainly to neutron absorption (or fission) in the 
sample and was essentially independent of the scattering; for a sample on the 
surface, however, the changes resulted from scattering (and fission), but were 
independent of the absorption cross section. These one-speed results are also 
largely true for energy-dependent situations, except that the neutron energy 
changes accompanying scattering (and fission) must be taken into account. 
This means that central reactivity values are now sensitive to elastic scattering, 
particularly from the nuclei of low mass number, and to inelastic scattering. 
Such scatterings transfer neutrons to lower energies where they have a different 
importance Nevertheless, for strongly absorbing (or fissile) nuclides, the central 
reactivity values are dominated by absorption (or fission). 

From equation (6.71), it is apparent that a change in k resulting from a 
change m the neutron absorption cross section at energy E is proportional to the 
product of the flux and adjoint at that energy. Hence, from a knowledge of 00+ 
as a function of energy, it is possible to determine how errors in the absorption 
cross sections would affect the computed reactivity. It has been found in this 
manner^* that for the Godiva and Jezebel assemblies the energy range of about 
0.1 to 5 MeV IS important for determining reactivity effects, although higher 
energies are emphasized more in Jezebel (plutonium-239) than Godiva (uranium-
235). For ZPR-III 48, which contains elements of low mass number, the 
important energy range is from about 0.01 to 1 MeV. 

Some experimental values of central reactivity effects, in cents per gram-atom, 
together with the results computed from equation (6.71), are given in Table 
6.1. '̂̂  The fissile species is indicated for each assembly. The generally good 
agreement between calculated and experimental results, especially for the fissile 
nuclides, uranium-233, uranium-235, and plutonium-239, implies that, on the 
whole, the nuclear data are satisfactory in the important energy ranges indicated 
by the 00+ values. 

Correction of Cross Sections 

Although the observed reactivity changes agree reasonably well with the values 
calculated from the cross-section library, there are some discrepancies. For 
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example, the calculated central reactivity change caused by uranium-238 is 
substantially less than the experimental value in Jezebel, but is somewhat larger 
in Topsy. The disagreement between measured and computed reactivity effects 
IS brought out in Fig. 6.2 and 6.3, they show the effects associated with uranium-
238 in the two assemblies as a function of the distance of the sample from the 
center of the core. The calculated reactivity changes, especially near the center, 
are seen to be too high in Topsy and too low in Jezebel. 

The differences between calculated and observed reactivities may be due either 
to errors in the neutron group fluxes used m the computations or to errors in the 
cross-section data for uranium-238. The first possibility could be assessed by 
examining all the central reactivity data, as given in Table 6.1, for a particular 
assembly. If the group fluxes were incorrect, then there would be consistent 
differences between all the measured and computed reactivity effects. The excel­
lent agreement for the fissile nuclides suggests that this is not the case It must 
be concluded, therefore, that in this instance the errors are probably in the 
uranium-238 cross sections As mentioned in §5.4c, direct measurements of 
neutron flux can also be used to check the accuracy of the group fluxes. 
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FIG 6 2 MEASURED AND COMPUTED REACTIVITY EFFECTS OF URANIUM-238 
ON THE JEZEBEL ASSEMBLY (AFTER C B MILLS, UNPUBLISHED) 
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FIG. 6 3 MEASURED AND COMPUTED REACTIVITY EFFECTS OF URANIUM-238 
ON THE TOPSY ASSEMBLY (AFTER C B MILLS, REF 14) 

The central reactivity effect of uranium-238 is the result of a positive effect 
from fissions caused by neutrons of high energy, greater than about 1.4 MeV, and 
a negative contribution from {n, y) reactions, mostly due to neutrons of low 
energy. There is also a contribution of variable sign from inelastic scattering. 
(Elastic scattering from uranium-238 results in such small changes in neutron 
energy that the corresponding central reactivity effect can be neglected.) As will 
be shown later, the data in Table 6.1 indicate that the effect of elastic scattering 
IS positive in Topsy (uranium-235 fuel) and negative m Jezebel (plutonium-239 
fuel). By analogy, it is to be expected that the effects of inelastic scattering would 
have the same respective signs. Consequently, one way to improve the agreement 
between the observed and calculated reactivity effects for uranium-238 would 
be to decrease the inelastic scattering cross sections of this nuclide. 

Another possibility arises from the faster neutron spectrum in Jezebel than in 
Topsy. If the cross sections of uranium-238 for fission at high neutron energies 
and for the («, y) reaction at low energies were both increased, the difference 
between the experimental and computed reactivity effects could be largely 
eliminated. The desirability of making such changes could be assessed by varying 
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the relevant uranium-238 cross sections within experimental limits and deter­
mining the effects on the centidl reactivity of small samples of uranium-238 in 
Jezebel, Topsy, and other systems. The modified cross sections could also be 
tested by using them to evaluate the effective multiplication factors for systems 
which contain appreciable amounts of uraniuin-238. 

The general conclusions to be drawn from the material presented above is 
that the particular nuclear data library used in the computations is fairly good 
for neutrons of high energy, e g . £„ > 0.1 MeV, but the reactivity results 
suggest possible errors in some cross sections. Thus, the data used for design 
studies, particularly of fast reactors, must be continuously reevaluated in the 
light of new measurements on microscopic cross sections or of the results of 
integral experiments with critical assemblies. In this connection "benchmark" 
experiments, i.e., highly accurate measurements with critical assemblies, provide 
essential integral tests of both the nuclear data and the computing methods. It is 
particularly important that a variety of critical assemblies be used in these 
studies and, furthermore, that different types of measurements be made 
Reactivity effects have been emphasized here, but there are other possibilities, 
some of these were mentioned in §5.4d and they are discussed in the references 
given there. 

Other Reactivity Effects 

In addition to providing a means for evaluating nuclear data, the results in 
Table 6.1 lead to some other conclusions of general interest. It will be observed, 
for example, that when fission or absorption (or both) of the sample has the 
dominant effect on the central reactivity, e.g , boron-10 and the fertile and fissile 
nuclides, the reactivity changes are much larger in the assemblies containing 
uranium-233 and plutonium-239 than in those having uranium-235 as the 
fissile material. The main reason is that a dollar (or cent) of reactivity is worth 
more in uranium-235 because /3 is larger than for the other fissile nuclides (see 
Table 6.1). When allowance is made for the differences in ^, it is found that the 
absolute reactivity changes for a given sample are not greatly different in the 
several assemblies. For a specific fissile material in the assembly core, a par­
ticular central sample has a greater absolute reactivity effect in a small system, 
such as Jezebel, than in a larger one, such as ZPR-III 48. 

An absorbing material, e.g , boron-10, has a negative effect on the central 
reactivity, whereas fissile materials produce a positive change. The effect of a 
fertile nuclide, e g., thorium-232 or uranium-238, will include a positive contri­
bution due to fissions caused by high-energy neutrons and a negative contribu­
tion from the absorption of neutrons of lower energy. For thorium-232, the net 
effect IS negative for all the assemblies under consideration, whereas for the 
more readily fissionable uranium-238 the net effect is positive in all the metal 
(very fast neutron) systems, but is negative in the somewhat slower neutron 
spectrum of ZPR-III 48. 
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For the weakly absorbing lighter nuclides, such as hydrogen, deuterium, 
beryllium, carbon, and sodium, the central reactivity effects are largely due to 
moderation, by elastic scattering, whereby the energies of the neutrons are 
reduced. The positive or negative character of the net effect depends on whether 
the importance (adjoint) of the neutrons decreases or increases, respectively, 
with energy From Table 6.1 it is evident that in assemblies with uranium-233 
or -235 as the fuel, the central reactivity change caused by an elastic scatterer is 
positive. I.e., the importance of the scattered neutron (of lower energy) is gener­
ally greater than for the incident neutron (of higher energy). 

For Jezebel and ZPR-III 48, which are fueled with plutonium-239, the central 
reactivity effects of deuterium, carbon, and sodium are negative, indicating a 
greater importance for the neutrons of higher energy. The chief reason for this 
behavior is that, in comparison with other fissile nuclides, there is a marked 
decrease in the capture-to-fission ratio, a, for plutonium-239 with increasing 
neutron energy (Fig. 6.4). In addition, there is a slight increase in the fission 
cross section at an energy of about 1 MeV. 

The reactivity effects of beryllium and hydrogen in Jezebel are seen to be 

0 02 0 04 0 06 0 1 0 2 0 4 0 6 10 
NEUTRON ENERGY, MeV 

FIG 6 4 VARIATION OF a (CAPTURE TO-FISSION CROSS SECTION RATIO) WITH 
NEUTRON ENERGY (AFTER BNL 325, SUPPL 2, 2ND ED, VOL III, 1965) 
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positive, in contrast to those of the other light elements. For beryllium the main 
cause IS the (n, 2n) reaction which takes place to a significant extent in a fast-
neutron spectrum such as that of the Jezebel assembly. The reactivity change 
produced by hydrogen is a special case; the positive effect in Jezebel is the result 
of the large neutron energy loss in a collision with a hydrogen nucleus. In ZPR-
111 48, however, a small negative effect is to be expected. 

The negative reactivity effect of sodium is of considerable significance in the 
design of fast reactors having plutonium-239 as fuel. If some of the sodium 
coolant IS removed from near the center of the core of such a reactor, the conse­
quent shift of the neutron spectrum to higher energies may result in an increase 
in the reactivity. Hence, if a fast-reactor excursion, i.e., a significant increase in 
reactivity, causes a loss of central sodium coolant, the excursion will be aggra­
vated. This situation would not be expected to arise if uranium-235 or, especially, 
uranium-233 is the fuel, since the reactivity would decrease. 

The foregoing discussion has referred to the effects of samples at the center of 
the reactor core. If the sample is not at the center, however, there will be positive 
reactivity contributions from the transport (or reflecting) properties of the 
material. This problem was considered for the one-speed model m §6.3b, and 
the only difference m the energy-dependent situation is, as before, that allowance 
must be made for the neutron energy changes in scattering. 

Any nuclide, even the strong neutron absorber boron-10, may thus be ex­
pected to have a positive reactivity effect near the edge of a bare core. The 
weakly absorbing (moderating) elements of low mass number will have positive 
effects over much of the core, away from the center. In a plutonium-239 fast 
reactor, for example, the reactivity effect of sodium would tend to be negative 
in the central part of the core, as seen above, but it would be positive near the 
outside of the core (and in the surrounding blanket). Whether the net reactivity 
effect would be positive or negative will depend on the core size, composition, 
etc. A small core with considerable neutron leakage, for example, would favor 
a positive reactivity effect of sodium. This would represent a safety feature of 
small fast-reactor cores against accidents resulting in loss of coolant. 

6.4 VARIATIONAL METHODS 

6.4a Applications of Variational Methods 

Variational methods have been found to be useful in neutron transport theory 
in at least two different ways. In the first, relatively accurate values of certain 
quantities are obtained by evaluating integrals involving relatively inaccurate 
values of the flux and adjoint. For example, in a subcntical system with a source, 
described by the time-independent inhomogeneous transport equation, a flux-
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weighted integral is obtained from relatively inaccurate values of the flux and 
adjoint. By a flux-weighted integral is meant a quantity such as 

a^(r, £)0(r, SI, E) dV dSl dE, 

which represents an interaction rate specified by the cross section a^. This use of 
variational methods is somewhat analogous to perturbation theory where, for 
example, a perturbed value of a, good to the first order, is obtained from equa­
tion (6.64) by using an unperturbed flux that is good only to zero order. Simi­
larly, in applying a variational method to an inhomogeneous problem, i.e., a 
problem with a source, an accurate flux-weighted integral, e.g., absorptions in a 
fuel rod caused by a source in the moderator, is to be obtained from approximate 
values of the flux and adjoint. Perturbation theory may be regarded as an 
application of such variational methods. 

Another, somewhat similar, application of variational methods, which will be 
described later, is to determine the eigenvalue for a homogeneous, i.e., source 
free, problem. Furthermore, in treating the transport of thermal neutrons, it is 
often required to evaluate the ratio of absorptions in the fuel to absorptions in 
the moderator. Variational expressions have been developed for such relations.^'' 
Variational methods have also been used to analyze the flux near a free surface, 
e.g., in deriving the extrapolation distance." 

A somewhat different use of the variational approach is to construct approxi­
mations systematically to exact solutions An example of this type of application, 
which IS considered in i;6.4i, is the self-consistent derivation of the group 
constants that can be used for the multigroup calculations discussed in Chapters 
4 and 5. 

6.4b Evaluation of Flux-Weighted Integrals 

Consider a time-independent inhomogeneous problem, namely, a subcntical 
system with a source. Suppose the exact angular flux, OQ, satisfies the equation 

-LOo = Q, (6.84) 

where L is the transport operator. Alternatively, L may be an integral operator 
(§1.2a et seq.) or an approximation, such as a P^ operator; in the latter case OQ 
would be a two-component vector having the total flux and the current as the 
components. An adjoint equation to (6.84) will be 

-LtOS = Q\ (6.85) 

where Q'' is the adjoint source. 
It will now be shown how variational theory can be applied so as to use 

approximate values of the neutron flux and adjoint to obtain an accurate value 
of the inner product {Q\ OQ), that is, of the flux-weighted integral J Q^^o d^. 
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where ^ represents the variables. The adjoint source is then specified in accord­
ance with the problem under consideration. Suppose, for example, it is required 
to determine an accurate value of the fission rate, J CT^OQ d$, due to the given 
source Q for a situation in which only an inaccurate estimate of OQ IS available. 
In this case, the appropriate choice of the source in the adjoint equation (6.85) 
would be Q* = a;(r, £), the fission cross section, as will be seen in due course. 
Alternatively, an improved estimate of the flux itself could be obtained by letting 
Q^ be a delta function. 

For the present, it will be assumed that O^ and OJ, satisfy the usual free-
surface flux and adjoint boundary conditions, and that they are both continuous 
functions of space. If L is the transport operator then, as seen earlier, (OJ,, LOQ) 
= (OQ, L+O^). (It will be shown later that if the boundary and continuity con­
ditions are not satisfied by OQ and OJ, this result will not hold.) In order to 
obtain an accurate value of(Q\ OQ) from an inaccurate value of the flux, O, use 
will be made of the functional J,-"̂  defined by 

J = (Q\ (D) + {<t>\ Q) + (0+, LO), (6.86) 

where O and Ô  are estimates, often called trial functions, of the exact angular 
flux OQ and the exact adjoint OJ,, respectively, so that 

(D = (Do + SO) and 0+ = Oj 4- §0+. (6.87) 

In addition, it is postulated, for the present, that the trial functions O and 0+ 
satisfy the boundary and continuity conditions. The modifications in the 
treatment required for discontinuous trial functions are described in a later 
section (^6.4f). 

By substituting equations (6.87) into equation (6.86), it is found that 

J = (e^*I'o) + ('^i, G) + (ot,LOo) 

+ (80+, Q) + (SOt, LOo) 

+ (Q\ m + C-K, L SO) 
+ (80+, L 80). (6.88) 

In this equation, the three terms on the right of the first line are equal to the 
exact value of the functional, to be denoted by JQ. Moreover, these terms are all 
equal in magnitude since, in view of equations (6.84) and (6.85) and the defini­
tion of L+, 

{Q\ Oo) = - ( O o , L+Ot) = - ( O t , LOo) = (Ot, Q) = Jo. (6.89) 

The two terms on the second line of equation (6.88) cancel, by equation (6.84), 
and so also do the two terms on the third line, as may be seen by using equation 
(6.85) and the identity 

(0+, L 80) = (80, L+O+o), 
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which holds because 80 satisfies the required boundary and continuity condi­
tions. Hence, equation (6.88) reduces to 

J = Jo + (S0+, L 80). (6.90) 

From this result, it is seen that the estimate, J, of the functional, based on the 
inaccurate flux, is equal to the desired exact value, JQ, with a correction propor­
tional to the product of 80+ and L SO. If these quantities are small, the correc­
tion would be second order in small quantities, and then J would be a very good 
estimate of JQ, i e , of {Q^, OQ). In particular, J would be expected to be a better 
estimate than could be obtained, for example, from the inner product {Q'', O), 
since this would have an error {Q^, SO), which is first order in small quantities. 
If the fission rate (CT;,OO) IS desired, then from equation (6.89) it is evident that 
2* should be chosen equal to Of 

For the special case of one-speed theory with isotropic scattering, the fore­
going expectations can be confirmed rigorously, but for more general transport 
problems there are some difficulties, as will be seen below. The reason why 
variational methods are so powerful in one-speed theory is that, as already 
shown, the transport operator is then almost self-adjoint. Indeed, for one-speed 
problems with isotropic scattering, it is fruitful to use the integral form of the 
transport equation (§1.2c), which involves the total flux and a self-adjomt or 
symmetric integral operator. 

An example of this approach is given in §6.4d, where it is seen that, because 
a self-adjoint operator is involved, the correction term must be positive. Hence, 
the exact value, Jo, of the functional is a minimum value, and a systematic 
approach to improving J is indicated. A trial function is used for O, which is 
here identical with O ,̂ with several free parameters, these are varied until a 
minimum value for J is found. At the minimum, the derivative of J with respect 
to each of the free parameters is zero. This minimum is the best value and a 
clear procedure is available for determining whether one trial function is better 
than another. 

For general, energy-dependent problems, the situation is less satisfactory. In 
the first place, the sign of the correction term is not generally known, so that, 
although J may give an accurate estimate of JQ, there is no clear way of deciding 
which IS the best of the trial functions. Nevertheless, trial functions with free 
parameters are often used in energy-dependent problems ^̂  and the parameters 
are varied until a stationary value of J is found, i.e., a value of J for which the 
derivative of J with respect to each of the free parameters is zero. In other words, 
if ^, represents each of the ; free parameters, a stationary value of J is one for 
which cijo^^ = 0 for all ;. There is no assurance, however, that the stationary 
value, if It exists at all, is a good one. An exception arises in connection with 
thermalization problems, where the transport operator can be made almost 
self-adjoint (§7.2c), the situation is then similar to that in one-speed theory. 
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It should be noted, too, that the correction term in equation (6 90) contains 
L SO rather than just SO Smallness of SO does not necessarily guarantee that 
L 80 will also be small The reason is that the neutron transport operator, e g , 
in equation (6 5), is not a bounded operator, since it contains derivatives^", 
thus, if SO IS small but V SO is large, then L 80 will be large. Nevertheless, it is 
usually found that if the estimates of O and 0+ are good, the functional J is 
quite accurate. 

There is a simple manner in which the functional J can sometimes be im­
proved upon It can be seen from equation (6 90) that J will depend on the 
normalization of O and O'. If, for example, 

O = (1 + a)0o and Ô- = (1 -̂  /))Oj„ 

so that O and O"!" are in error only by being incorrectly normalized, it follows 
from equation (6.90) that 

J = Jo(l - ab). 

By using an alternative functional, this dependence on the normalization of O 
and Ô  may be removed. 

One such functional is obtained by letting 

O = COi and 0+ = C+Ot, 

and determining the normalizing factors C and C* by making J stationary with 
ic&pci^t tu t i icst laCtOia. i huS, ii (yJ/Ly\.̂  — v, it lOnGWS tha t 

{Q\ ^i) 

and if eridC^ = 0, 

Ct = -

c 

(Ot, LOO 

(2 , <I>1) 
(01, LOJ 

If the results obtained above are substituted in equation (6 86) for J to obtain 
the modified functional, J^, it is found that the three terms on the right all have 
the same value, since two appear with minus signs and one with a plus sign, the 
final result is 

J, = - ^ % ^ # ^ ^ (6.91) 
(Oi,LOi) ^ ' 

This IS sometimes called the Schwinger variational expression and is represented 
by the symbol H, the symbol Ĵ  is used here, however, to emphasize that it is 
equivalent to J. As it is for J, the error is formally of the order of SO^ SO. By the 
use of trial functions for O^ and O^ a stationary value for Ĵ  can be found, this 
IS a good estimate of JQ and hence of {Q^, Oo), as before The functional in 
equation (6.91) and several others have been treated in the literature.^"^ In some 
one-speed problems it is possible to obtain both upper and lower bounds to 
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In summary, it may be stated that the functionals J and Js in equations (6 86) 
and (6 91) may be used to obtain estimates of a desired quantity, JQ, by inserting 
trial functions in these equations Frequently, free parameters are included in 
the trial functions and they are varied to make J or Js stationary However, 
except for one-speed and thermalization problems, there is no guarantee that the 
stationary value is the best value 

6.4c Determination of Eigenvalues 

So far, the functionals have been considered for estimating weighted integrals of 
the flux in inhomogeneous problems The procedure tor the homogeneous 
(source-free) eigenvalue problem is similar For example, if the fundamental 
eigenvalue a is being sought, Q may be replaced tormally by (« ()•'' ^md Q'' 
by — (« ()0+ With these substitutions, equations (6 84) and (6 85) would become 
the equations for the eigenvalue « Let the same replacements be made in the 
functional Js of equation (6 91) Consider, first, the result that would be ob­
tained if O, and 05 weie exact, 1 e <l'o and (l)J,, respectively the exact functional, 
denoted by Jo, would then be 

^ «^[(l/0Ot, OQ]^ 
(OS, LOo) 

By making use ot the eigenvalue equation 

L'I'o = - Oo-

it follows that 

Jo = ~ a ( | <I)S, Oo) 

Upon equating the two expressions for JQ, the exact value of a is found to be 

^ (Op, LOo) 
" [(MiYK, Oo]' 

and the required functional for estimating « is 

(O" LO) 
- [ ( i /oo ;o] ^ ' 

This expression for a is reminiscent of perturbation theory, for example, in 
equation (6 63), both a and «" can be regarded as having been deiived tiom the 
variational equation (6 92) 

6.4d Applications of Variational Methods to One-Speed Problems 

It was mentioned earlier that variational methods are especially useful in one-
speed problems because the operators for the angular flux aie almost self-
adjoint, in the integral transport equation for the total flux with isotropic 



296 THE ADJOINT EQUATION 

scattering they are truly self-adjoint (§6 Ih) Historically, variational calcula­
tions proved of great value m providing the most accurate critical dimensions 
for simple systems, these served as standards of comparison with other pro­
cedures for many years "^^ Two examples are given below of criticality calcula­
tions and one of an inhomogeneous problem with a source 

Critical Thiclcness of a Slab (Isotropic Scattering) 

Consider a uniform slab, infinite in two dimensions Let the units of distance be 
chosen so that (7 = 1 and let the thickness of the slab be 2a The average number 
of neutrons emerging (isotropically) from a collision with a nucleus is c, as in 
^2 lb It IS desired to find the critical thickness of the slab for fixed c or, alterna­
tively, the critical value of c for a fixed thickness The method of solving the 
latter problem will be described here 

By combining equation (1 38), with the energy variable removed, and the 
considerations in §2 Ic, the required one-speed integral equation is obtained, 
namely, 

<̂ (x) = ^J ' ' ^E i ( l \ - x\)[c<l>{x)+ Q{x)]dx (6 93) 

Since there is no independent source in the criticality problem, Q{\ ) = (^, 
iitui^c, tiic luteal ai e q u a t i o n is 

^(v) = 0 " ^ £ i ( i v - Y | ) ^ ( Y ) J V (6 94) 

It IS desired to find the eigenvalue c, actually the smallest eigenvalue c, for 
fixed a 

There are at least two reasons for using integral transport theory in this 
problem First because the integral equation involves the total neutron flux and 
the operator is truly self-adjoint And second the total flux is a function of only 
one variable and so is simpler to work with than the angular flux 

In order to apply the theory developed in the preceding section, equation 
(6 94) may be written as 

- </> = L<l>, (6 95) 

where the linear operator, L, is now the integral operator defined by 

L^ = ^ p ^ £ i ( [ x - \|)<^(v)^/x (6 96) 

The equation (6 95) resembles an a eigenvalue equation with l/c replacing «/( 
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Hence, by analogy with the variational equation (6 92) for <i it ma\ be expected 
that l/c could be found from the corresponding equation 

1 (f, L.̂ ) 
c - (f, <t>) 

since the total flux and its adjoint are now equal (i;6 Ih) Upon introducing the 
explicit form of L from equation (6 96), and the values of the innei pioducts 
which in this case are integials over \ from —a to a, it is found that 

Equation (6 97) is the required variational expicssioii foi I ( it will now be 
shown that the value of l/c derived from this equation is less than oi equal to the 
exact value for all trial functions, 4> Considei equation (6 94) as an eigcinalue 
equation for the eigenvalue c, and the eigenfunction </>,, i e , 

'f>A^) = f I ' / i ^ i ^ - ^ )^M\)^/\ (6 9S) 

This IS a linear integral equation with a symmetric (and nondegcneiatc) kernel 

i.e., 

£ i ( | \ - \ ' | ) = A ( | x ' - ^\), 

which IS simply another way of saying that the integral opeiatoi is sell-ad]oint 

From the general theory of such equations,- ' it is known that tlieic exist an 

infinite number of real positive eigenvalues ((,) with orthogonal cisienfuiictions 

{ « . 
Let the eigenvalues be ordered so that (g < c, ^ (2^ et*- . 'lien '0 i'' t'l^ 

fundamental eigenvalue which is being sought In addition, an\ well-bclia\ed 
trial function may be expanded as a series of eigentunctions, thus, 

,̂ (X) = 2V. (^) (6 99) 
1 - 0 

It will be assumed for convenience that the eigenfunctions aie noimalized so that 

r <f,X\)<f,X\) d\ = 8,, (6 100) 

where 8,̂  is the Kronecker delta If the expansion of equation (6 99) is inseited 
into equation (6 97) and use is made of equation (6 100) it is found that 

- (6 101) 
1 

c 
^y^bfi 

—' <:• / 
1 - 0 

^v , . ,J 
1 0 
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The inequality on the right arises from the fact that CQ IS the smallest eigenvalue. 
It follows, therefore, that the value of l/c obtained from equation (6.97) is 

always less than the desired value, I/CQ Hence, a trial function with some free 
parameters may be introduced into equation (6.97) and the parameters varied 
so as to maximize l/c. For example, with a simple trial function 

^(T) = 1 - PX^ 

having jS as a variable parameter, it is possible to obtain values of c accurate to 
three or four significant figures.^^ The procedure is to insert this trial function 
into equation (6.97) and find the value of ^ for which the derivative with respect 
to /S is zero. In addition, it should be verified that the stationary value is a 
maximum and not a minimum. 

Critical Radius of a Sphere 

For a sphere of radius a, the integral equation corresponding to equation (6 94) 
IS derived from equation (1.41) as 

r4>{r) = U' E,i\r-r'\y4>ir')dr', 
^ J -a 

where (f>{r) = <t>( — r). The variational expression for l/c, analogous to equation 
(6.97) for the slab, is then 

1 ^ ^\:J:^E,i\r-r'\y<f>iry^ir)dr'dr 

' W Hir)? dr 
As before, I/CQ will be the upper limit of values of l/c calculated from equation 
(6.102). By using a fourth-order trial function of the form 

<i>{r) = 1 _ ^r^ - iSV^ 

with j8 and jS' as adjustable parameters, very accurate values of l/c have been 
found. These formed the basis of the "exact" entries in Table 5 3 except for 
c — 1 « 1. The accuracy could be judged by the very small effect on l/c of 
variations in /3'.^^ 

6.4e An Absorption Probability Problem 

Another example of the apphcation of variational methods is to a classical 
problem in one-speed theory. Suppose there are two uniform regions with an 
isotropic and uniform source m one region, e.g., a moderator; it is required to 
determine the absorptions in an adjacent region, e.g., a fuel element. This is the 
situation in computing the disadvantage factor^'' in a one-speed treatment of 
thermal neutrons. On the basis of the results in §2.7b, however, the source can 
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be taken in either of the two regions, since the reciprocity relationship of equa­
tion (2 101) shows how /"F-M can be determined if PM-*F IS known, and vice 
versa The calculation given below will, therefore, be concerned with the evalu­
ation of Pf^v, the probability that a neutron born m the fuel region will be 
absorbed in the surrounding moderator 

In §§2 8b, 2 8c, the foregoing considerations were used to describe collision (or 
absorption) probabilities in purely absorbing media In the present treatment, 
this restriction is not necessary The mam objective here is to show that even 
when the original one-speed problem is not obviously self-adjoint, some ele­
mentary manipulations may serve to make it so 

Suppose, for simplicity, that the fuel region is a slab located withm an infinite 
moderator region (Fig 6 5) The total flux then satisfies the relation [cf equation 
(6 93)] 

^ = 2 J ^E,(\x - X \)[c{x )<j>{x') + Q{x')] dx', (6 103) 

where Q{x') is constant in the fuel and zero in the moderator, the values of c 
are Cp and CM in fuel and moderator, respectively Distances are measured in 
units of the mean free paths which are not necessarily the same in the two regions 
Since all the neutrons must be absorbed either in the fuel or in the moderator, it 
follows that 

Pp^M= 1 - ( 1 - c , ) ^ , (6 104) 

xvhere ^F IS the average value of the flux in the fuel region, so that (1 - Cp)fflQ 
IS the probability of neutron absorption in the fuel region Hence, the problem 
will be solved if <fp can be determined 

There are two unfavorable aspects of equation (6 103) first, the integral 
kernel is not symmetric, since it contains c(x'), and second, Q appears in a 

FIG 6 5 FUEL SLAB IN INFINITE MODERATOR 
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complicated manner These difficulties can be avoided by introducing a sym­
metric function. Let 

and 

^(x) ^ - - L = [c(xmx) + Q{x)] (6.105) 
vc(x) 

Six) s -L= Q{x), (6.106) 
Vc(v) 

and the symmetric function K{x, \') is then defined by 

K{x, x') = 8(x - x') - Vc(x) [i£i(|x - x'l)Vc(v)] (6 107) 

If equations (6.105), (6.106), and (6.107) are introduced into equation (6.103), 
the result may be written as 

K(\,\')^{\'}d\' = S{x) (6.108) 

This equation is of the general form -LI / ' (Y) = S{x), as in equation (6.84), 
where ^(x) is constant in the fuel and zero in the moderator From equation 
(6.104), together with the average of equation (6 105) over the fuel region, it 
follows that 

PF.S, = ^ ^ [ I - ( 1 - C F ) | ] - (6.109) 

Consider the variational functional, J^, of equation (6 91), m the form 

J [Jl^(T)S(x)rfx]^] 

' \:^iZ^{x')K{x,x')^{x)dx'dx 

From equation (6.108), the exact value of Js, i e., JQ, IS 

Jo = r ,p{\)S{x)d\ = S I" iAWc/x = 5<ApXp., 
J - oo jFuel 

where x-p is the thickness of the fuel region, i.e , 

dx = Yp. 
J Fuel 

It can be shown^^ that J>; will always be less than Jo, hence, a trial function may 
be chosen and variations made so as to maximize Js, and thus yield the best 
estimate of </ij By using fairly simple but realistic trial functions, e g., a constant 
in the fuel region and a diffusion theory solution m the moderator, and varying 
their relative magnitudes it is possible to obtain an accurate value for Pp̂ M 
from equation (6.109).^" 
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It should be mentioned that a problem like the one treated above can be 
solved very easily by using a computer code based on the discrete ordinates 
approximation. It is of interest, however, to see how the variational method can 
provide an alternative and accurate solution. 

6.4f Discontinuous Trial Functions 

In the foregoing, the admissible trial functions O and O*̂  have been restricted 
to those satisfying the boundary and continuity conditions, for only then will 
(O^ LO) = (O, L^0+) , otherwise boundary and discontinuity terms will remain as 
will now be seen. Since it is frequently convenient to permit trial functions which 
do not satisfy the boundary and continuity conditions, although the exact func­
tions do, the consequences must be considered.^" Such a situation might arise if 
a Pi flux estimate were to be used with the exact transport operator L, or if a piece-
wise flux estimate were made that could not satisfy the continuity condition. 

The time-independent transport operator, L, and its adjoint L^ are defined by 
equations (6.5) and (6.7), respectively, as 

-LO(r, n , £ ) = £2 VO -h aO - {{ a/(r, Q.', E' -> SI, E) 

X 0(r, £2', E')dSl' dE' (6.110) 
and 

-L+0+(r, Sl,E)= -SI VOt -̂  aOt - f I a/(r, SI, E^Sl', E') 

X <^'^(r,Sl',E')dSl' dE'. (6 111) 
If trial functions, with discontinuities assumed to exist at some interior surfaces 
A„ are inserted into equations (6.110) and (6.111), the derivative terms become 
infinite at these surfaces. When LO is integrated in an inner product, the integral 
of the derivative then contributes a jump (or discontinuity) condition on A,. 

In order to see this, multiply equation (6.110) by 0+ and equation (6.111) by 
O, subtract and integrate over the range of variables; all terms on the right, with 
the exception of the gradient terms, will cancel, as shown in §6.Ic Because the 
boundary and continuity conditions used before are not applicable, the gradient 
terms will remain and the result is 

(0+, -LO) = (O, -L+Ot) + (0+, Si VO) + (O, SI VO+). (6.112) 

To convert the last two terms to a surface integral, the volume integral in the 
inner product may be interpreted as a sum of integrals over each of the volumes, 
V„ withm which O and 0+ are continuous. For each such volume 

f dv(( {^''Sl VO + 0£2-VO+)(/£2(/£ 

dv(( {V £200+) dSi dE= ( dAJi n 000+ dSl dE. (6.113) 
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By adding the contributions for each volume, a contribution is obtained from 
each surface A, equal to n £2 multiplied by the discontinuity (or jump) in 00+, 
which may be denoted by 

Discontinuity = [00+( + ) - 00+(-) ] , 

where the plus ( + ) side has n as an outward normal and the minus ( —) side as 
an inward normal. Use of equation (6.113) for each individual volume in 
connection with equation (6.112) then gives for the whole volume with a bound­
ing surface A^, 

(0+, - L O ) = (O, -LtO+) + ^ dA^{ n Sl<i>(i>^ dSi dE 

+ 2 [ -̂̂  [[ " £2[00+(-t-) - OOt(-)] dSi dE. (6.114) 

Equation (6.114) is a generalization of equation (6.6) for trial functions O and 
0+ which do not satisfy the boundary or continuity conditions. It should be 
recalled, however, that in evaluating the volume integrals in the inner products, 
the integration is carried over each of the volumes m which O and 0+ are con­
tinuous and the results are then summed. The /(, surfaces of discontinuity then 
appear only as surface terms. Alternatively, the surface terms could be included 
in the prescription for evaluating (0+, — LO). 

To allow for trial functions of the type under consideration, it would appear 
that the surface terms could be subtracted from the functional in equation 
(6.86). Although this would give an error in (2+, O) equal to (80+, L SO) plus 
surface terms proportional to 80+ 80, it would not yield (Q+, O) = (0+, Q) to 
this order of accuracy. A more symmetrical functional can be found by using the 
identity 

1>'( + )<I'( + ) - ^^(-)1>(-) = 0+[0(-h) - 0 ( - ) ] 
+ 0[0+( + ) - 0+(-)] , (6.115) 

where O and 0+ are the average flux and adjoint, respectively, at a surface of 
discontinuity, i.e., 

O = i[0(-^) + 0 ( - ) ] and 0+ = i[0+( + ) + 0+(-)] . 

If equation (6.115) is substituted into equation (6.114), it is found that 

(0+,-LO) - r dA ff t/n£/£'(n-n)00+ 

- ^ \ dA ^{ dSldEin £2)0+[0(-|-) - 0 ( - ) ] 

= (O, -LtO+) + ^ dA n dSidE{h £2)00+ 
B n n>o 

- t -2 [ ^/l [[c/n^£(n-n)0[0+( + ) - 0+(-)]. (6.116) 
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By using this result, the functional 

J' = (Q\ <D) + ($+, Q) + (0\ LO) + ( dA (j dSl ^£(n £2)00+ 
''B n.R<o 

+ ^ \ dA [[dSldE{iiSl)^^[<b{ + ) - 0 ( - ) ] (6.117) 
i 

is derived, which gives 

J' = Jo 4- (SO+, L SO) -I- surface terms proportional to SO+ 80, (6.118) 

even for trial functions which are discontinuous and do not satisfy the boundary 
conditions. In obtaining equation (6.118), it has been taken into consideration 
that the exact solutions OQ and O^ do satisfy the boundary and continuity con­
ditions. From equation (6.116), it can be shown that the functional J' is identical 
with 

J' = {Q\ 0)) + ((Dt, Q) + (O, L+0+) - { dA [{ (/£2^£-(ii£2)00+ 
B n-n>o 

- ^ \ dA {{ dSldE{iiSl)^{<^\ + ) - 0+(-)] . (6.119) 

For applications of the functionals under consideration, the literature should be 
consulted.^^ 

6.4g The J Functional as a Lagranglan 

An entirely different use of variational functionals is based on the fact that the 
J functional can be considered as a Lagrangian function for the system, in the 
sense that if it is required that the functional be stationary for small but arbitrary 
variations of O and 0+, then equations can be found which are satisfied by O 
and 0+. It will be seen that this procedure leads to a systematic way of deriving 
approximations to the neutron transport equation.^^ 

According to Hamilton's principle in mechanics, the time integral of the 
Lagrangian function, between fixed end points, should be stationary when the 
trajectory of the system is varied about the actual trajectory by small but 
arbitrary amounts. From this principle, equations can be derived that must be 
satisfied by the system along the actual trajectory. These are called the Euler 
equations which, for a simple mechanical system, are simply Newton's laws of 
motion.^'' 

Consider the J functional, given by equation (6.86), for the inhomogeneous 
problem, i.e., 

J = (e+, O) + (0+, 0 + (0+, LO), (6.120) 

where the trial functions O and 0+ are well behaved in the sense that they satisfy 
the boundary and continuity conditions. If small but arbitrary variations are 
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made in O and 0+, with the varied functions still being well behaved, then, to 
the first order in small quantities, SJ, the variation in J, is given by 

8J = {Q\ 50) -f (S0+, Q) + (SO, L+0+) + (80+, LO). (6.121) 

Since 80 and 80+ are arbitrary, it is apparent that 8J can be zero, i.e., J made 
stationary or independent of the variations 80 and 80+, only if 

- L O = Q and -L+0+ = Q\ (6.122) 

which are the transport and adjoint equations satisfied by the exact values of O 
and 0+. These are, in the calculus of variations, the Euler equations. Thus, the 
requirement that J be stationary can be satisfied only if O and 0+ are solutions 
of the transport and adjoint equations, respectively. 

It is possible to relax the requirement that O and 0+ are well behaved and 
thereby allow discontinuous trial functions which do not satisfy the boundary 
conditions. The functionals given by equations (6.117) and (6.119) are used and 
in order to make SJ = 0, the trial functions should not only satisfy equations 
(6.122) wherever they are continuous, but they should also satisfy the boundary 
conditions and be continuous on every surface Ai. To show that this is so, 8J' is 
obtained from equation (6.117) and then the expression for the term (0+, L SO) 
is derived from equation (6.116). By setting all the coeflficients of SO and 80+ 
equal to zero, equations (6.122) are obtained plus the boundary and continuity 
conditions on O and 0+. 

The conclusion to be drawn, therefore, is that the requirement that the func­
tional be stationary for small but arbitrary variations in O and 0+ is equivalent 
to the transport and adjoint equations (6.122), together with the boundary and 
continuity conditions. Of course, only the exact flux OQ and adjoint OJi can satisfy 
all these requirements. Nevertheless, the result is useful because it is possible to 
insert approximate functions for O and 0+, and then to employ the Euler equa­
tions to deduce, in a systematic manner, approximate equations which should 
be satisfied by the flux and adjoint. When approximate values of the flux and 
adjoint are used, however, the possible variations are no longer completely 
arbitrary but are restricted to those allowed by the particular functional forms 
assumed for O and 0+. 

The general philosophy underlying the foregoing approach, which will be 
illustrated below, is as follows. If the functional J is made stationary with respect 
to all small variations of flux and adjoint, then the corresponding values of O 
and 0+ must be the exact solutions to the transport problem. On the other hand, 
if J is made stationary with respect to a limited class of variations, then O and 
0+ may be the "best" with respect to that class of variations. In one-speed 
theory, this concept of a "best" solution can be made precise since, as seen 
earlier, the exact value of J is an upper or lower limit to the estimated value; 
hence, the most accurate estimate of J is always a stationary (maximum or 
minimum) value. For more general (energy-dependent) problems the mathe-
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matical qualification is less clear Nevertheless, the variational method is 
intuitively attractive, and it has been found to be useful in practice. 

Finally, it is of interest to note that the equation containing the approximate 
0+ will indeed be adjoint to that for the approximate O, a result which is fre­
quently not true for the equations derived in a more straightforward way. 

6.4h Variational Derivation of Mult igroup Equations 

To illustrate the procedure outlined above, the variational principle will be used 
to derive the Pi multigroup equations. It will be seen that the equations satisfied 
by the group fluxes and adjoints have the expected form, but that the group cross 
sections are defined in terms of a bilinear weighting by both flux and adjoint, 
instead of by the flux alone as in Chapter 4. Moreover, once the multigroup 
equations have been solved for the group fluxes and adjoints, the same varia­
tional expression can be used to find the flux and adjoints as functions of energy 
within a group. The group constants can then be recomputed, so that the 
within-group spectra, group cross sections, and group fluxes can be found by 
iteration in a self-consistent manner. 

For plane geometry, consider the trial functions 

0(x, /., E) ~ <l>oJx)<PoJE} + 3/x^i,,(x)^i,,(£) (6.123) 
and 

0+(x, ,x, E) - 4>l.,{xWoAE) + 3^^Ux)>j,l,{E), (6.124) 
where 

£•, < £ ^ Eg_l, 

so that ^ IS a group index which changes as the energy changes across a group 
boundary. The trial functions are seen to be of Pi form in their dependence on 
fx [cf. equation (3.42)], whereas those parts of the trial function that represent 
the total flux {4n^og>{jog) and current {ATr<f>ig>fiig) are taken to be separable func­
tions of position and energy within a group. It is assumed, for the present, that 
</> and i/<+ are known functions of the energy, they may be obtained, for example, 
from infinite medium or Bi calculations (§4.5c). These within-group spectra will 
often be functions of space in a multiregion system, but for simplicity such 
explicit dependence on the region will not be included. The normalization of 
these spectra is somewhat arbitrary and a convenient system is the following: 

j>l>o,giE)dE^ I (6.125) 

j^>PoAE)fo.,{E)dE= I (6.126) 

j^>Po.AE)'l'\AE}dE=\ (6.127) 

j^>l.lg{E),l>iJE)dE= I (6.128) 
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From equation (6.125), it is seen that by this normalization <j>o,gix) is simply 
l/47r times the total flux of neutrons in group g. If the tfi and </(+ functions do not 
vary greatly with energy within a group, it follows that 

and 

If the within-group spectra, i/" and ip^, are assumed to be known, the equa­
tions satisfied by the group fluxes and adjoints can be determined from the 
variational principle, i.e., by inserting equations (6.123) and (6.124) into 
equation (6.120) for J and requiring that J be stationary for small but arbitrary 
variations in ô_g, ^i g, ^o.g, and <j>i_g, as will now be shown. 

For plane geometry, the transport operator is 

- L = fj.— + o-(x, £ ) - 27T af{x; fx, E' ->p., E) dp dE', 

so that by equation (6.123), 

-LO = [;x^ + a(x,£)][<^o,W0o,,(£) + 2>p<i,i,g{x)>j>i,g{E)] 

" 2 1 - ^'^°^^'' ^' "* ^)^0.i,-W'/'0,g'(£') 
g ' 

+ 3p<Ji{x; E' -> E)<f,i^gix)4>iAE)\ dE', (6.129) 

where (JQ and CTI are the usual Legendre components of the scattering cross 
section [cf. equation (4.4)]. If equations (6.123) and (6.129) are substituted into 
the definition of the inner product (0+, LO), i.e., 

(0+, LO) = \ dx{ dE r 0+ LO dp, 

the integrations over p can be performed immediately to give 

KO+,LO) = -\dx^ dE^^lg{xWo_g{E)^o{x,E)4,^_g{x)4>o,g{E) 

+ £{'t>uAx)>l'UE)} - 2 £ <̂ o(x; E'^ E)^,A^)4.,AE') dE^ 

g' 

+ <i'\.g{xWUE)]^a{x, E)<t>i,g{x)<l>i,g{E) + ^{<f>o.,ix)Kg(E)} 

- 3 2 £ ^i(^; E' ~> E)<l>i,g.{x)KAE') dE^- (6.130) 



VARIATIONAL METHODS 307 

In addition, the integration can be performed over each energy group since 
^o,g(£'), >l'i,g(E), >jil_g{E), and ^\,g{E) are assumed to be known functions of the 
energy. 

If this result is inserted into the functional J, as defined by equation (6.120), 
the functions ô,g(-'f) and i'lA^) may be varied arbitrarily and the Euler equa­
tions obtained by setting the coefficients of S(̂ o,g and ^4'i.g equal to zero. By 
using the normalizations in equations (6.125)-(6.128), the results may be written 
in typical multigroup form [compare, for example, equations (4.30) and (4.31)]; 
thus, by setting the coefficient of Ŝ J „ equal to zero it is found that 

^ [^l.sW] + <^0.A.gW = 2^ <^o.a'^gix)<f>o.Ax) + Q0.9M (6.131) 
9' 

and by setting the coefficient of S l̂.̂  equal to zero, 

d_ 
dx 

where 

[<̂ o..(̂ )] + ^o^JUx) = 3 2 ai,,,.,(x)^i,,.(x) + iQuaix), (6.132) 

Qo.,{x) = 5 Ĵ  fo.,(£) ^£ J \ Q{x, fi, E) df. (6.133) 

Qijx) ^ ^ f̂  ^IJE) dEJ[^ i.Q(x, (u, E) d^ (6.134) 

and the group constants are defined by 

a,.,(x) = 1̂  a(x, EWi,g{E)<l>,,g{E) dE (i = 0, 1) (6.135) 

< .̂,9-9W = j^ dEJ^ aXx; E' -> E)^,,g.iE')f,_g{E) dE' {i = 0, 1). (6.136) 

Comparison with the results in Chapter 4 shows that equations (6.131) and 
(6.132) are identical in form with the multigroup Pi equations, but the group 
constants are now defined with both flux and adjoint (importance) weighting. 

By returning to the functional J and varying (̂ o,g and ̂ 1 g, the adjoint equations 

and 

dx 

- ^ [fi,.W] + <^o..4-lAx) = 2 -o.,.,-0S,..(^) + QU-^) (6.137) 
9' 

[<f,ljx)] + 3ai,g<j>lg(x) = 3 2 '^i.^^AlAx) + 3Q\Jx) (6.138) 

may be obtained; 2o,9 and Q\g are defined as in equations (6.133) and (6.134), 
with each Q being replaced by its adjoint Q* and each ifi^ by the corresponding tjj. 
The group constants are the same as in equations (6.135) and (6.136). Thus, 
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equations (6.137) and (6.138) are clearly adjoint to equations (6.131) and (6.132), 
respectively (cf. §6.2c). For a generalization to time-dependent problems (with 
delayed neutrons), see Ref. 34. 

Some comment should be made concerning the boundary conditions in connec­
tion with the use of equation (6.130) for (O*, L<I>) in the derivation of equations 
(6.137) and (6.138). A partial integration over x was required in order to transfer 
the djdx operation from the flux in equation (6.130) to the adjoint. Although this 
leaves an integral, which may be reduced by the normalization conditions in 
equations (6.127) and (6.128), i.e., 

\\.'i>U{x)'l>lAE)'i>uo{x)Ko{E) + fi.,(x)fi,,(Zs)^o,,(^)^o..(£)] dE 

= Aa W < î,, W + <^l. W K. (x), (6.139) 
to be evaluated at the boundaries, it has been omitted in obtaining equations 
(6.137) and (6.138). This omission could be justified, however, if the boundary 
condition ej>o_g = ^o., = 0 were used; such a boundary condition for the flux is 
familiar from Chapter 4. Further reference to this matter is made below. 

Relatively little use has yet been made of bilinearly (flux and adjoint) averaged 
group constants, primarily because the group adjoints must be estimated in 
addition to the group fluxes. When the bilinear averaging has been used, however, 
it seems to be superior to simple flux averaging, at least for problems involving 
only a few groups.^^ When a large number of groups can be employed, the adjoint 
weighting is less important, because the adjoint function will not vary significantly 
across a group. 

The trial functions in equations (6.123) and (6.124) do not satisfy transport 
theory boundary conditions. If they are used in the functional J' of equation 
(6.117), it is found that more requirements are placed on the functions than can be 
satisfied. For example, the boundary condition requires that 

fV*!* dfji = r ix^^dfi = 0. 
Jo Jo 

For the one-speed problem, this redundancy in boundary conditions can be re­
moved and an excellent value for the extrapolation distance can be obtained by 
restricting the trial functions to those for which 

M ^ = - § ^ (6.139a) 

at the boundary.^^ For the energy-dependent case, use of equation (6.139a) for 
each group would make the boundary terms in equation (6.139) equal to zero 
and is therefore a natural choice. 

6.4i Self-Consistent Determination of Group Constants 

As just seen, multigroup equations have been obtained from equation (6.130) by 
considering the </((£) functions to be known, integrating over a group, and then 
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deriving the Euler equations satisfied by the <f>(x) functions. Once the multigroup 
equations have been solved, however, so that the functions 4'o.g{x), 'l'i.g(x), 
<f>o,g{x), and '^i.g(x) are known, the procedure can be reversed. Starting with 
equation (6.130) again, the ^(x) functions can be treated as known and integra­
tion carried over a space region, which need not coincide with the original choice. 
The Euler equations satisfied by the ^{E) functions can then be determined; 
from these, the within-group spectra, i.e., the ipiE) functions, can be obtained. 
This process could be iterated to obtain within-group spectra, group constants, 
and group fluxes in a self-consistent manner. Moreover, during the iteration the 
dependence of the results on the number of energy groups and space regions, 
within which the </>(£) functions are defined, could be explored. 

For example, suppose that <pl_g{E) and ^\_g(E) in the functional J are varied 
and, using equation (6.130), the coefficients of the variation are set equal to 
zero. Upon integration over some space region R it is found that 

Qo,g{E) - do(E)Kg{E) - yiJUE) 

+ 2 I ^oAE' -> E)<PoAE') dE' = 0 (6.140) 
9' 

and 

3Q,,g(E) - 3aiiE)4.UE) - yoJoAE) 

+ 3 2 J , ^lAE' -> E)>Pi,g.iE') dE' = 0, (6.141) 
9' 

where 

QUE) = £ ^LW j[ ^ iP^i^^)Qix, /̂ , E) dfji dx a = 0,1) 

(T,(£) = <f>t_g{x)<j(x, E)<j>,_g{x) dx {i = 0 , 1) 
J R 

c,,g.{E' ̂ E)=^^ <t>Ux>^ix; E' -^ E)<j>,,g.{x) dx {i = 0, 1) 

Yl.g S J^ <t>l,gix) -^ [<l>l,gix)] dx 

r /7 

'^°-' ^ JR "^I-»^^^ dx f^0''(^^] •̂̂ • 

From equations (6.140) and (6.141), it is seen that 4'o.g{E) and 'l>i,g{E) are the 
solutions of two coupled integral equations. Except for the coupling term con­
taining y i j , equation (6.140) is similar to an expression for the neutron energy 
spectrum in an infinite medium. In fact, since the cross sections will, as a rule, be 
independent of x, throughout any one region R, the cross sections do and 5^ j,. 
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will have their infinite medium values, except for normalization constants which 
are related to the choice of normalization in equations (6.125)-(6.128). The 
integral equations (6.140) and (6.141) can be solved numerically to yield the 
within-group spectra </>(£') to any desired accuracy, and so a self-consistent 
method is available for determining them from the group fluxes. 

To appreciate the significance of the yi.j term in equation (6.140), the con­
servation relation of equation (1.17) may be written, for the time-independent 
situation, as 

e(r, E) - a^T, E) - V-J(r, E) + { a'f^' dE' = 0. (6.142) 

If this is integrated over the space region R, there is then a precise correspondence 
between the first, second, and fourth terms of the resulting expression with the 
corresponding terms of equation (6.140). The third term in equation (6.142) 
becomes 

f V-J(r, E)dV = [ li-J(r, E) dA = net leakage out of R. 
JR J Surface 

of B 

Hence, the term y\,g^i,g{E) in equation (6.140) is an approximation to the energy-
dependent leakage of neutrons out of the region R. An analogous, but more 
complicated, interpretation may be given to the coupling term yo,g'Po,g{E) in 
equation (6.141). Applications have been made of these considerations.'''' 

6.4j Other Applications of Variational Methods 

It has been seen that variational methods provide a means for obtaining ap­
proximations to the neutron transport equation in a systematic manner. The 
same general approach can be used to study a number of physically plausible 
approximations to the neutron flux that would otherwise be difficult to formu­
late. Four situations of interest are outlined below. 

First, it may be possible to express the flux in a three-dimensional system as a 
product of solutions for one- and two-dimensional systems.''* Second, an 
attempt could be made to expand the angular flux near boundaries by means of 
specially tailored functions or by unusual combinations of expansions.''^ Third, 
near a temperature discontinuity, the thermal flux might be expanded as the 
sum of two infinite medium distributions appropriate to the hotter and colder 
regions, respectively, and then the spatial dependence of the coefficients of the 
two spectra may be determined.*" Finally, solutions to time-dependent prob­
lems could be synthesized, using different space-dependent functions in different 
time intervals.*^ These and other applications of variational methods are re­
viewed in Ref. 42. 

The solution of geometrically complicated two- or three-dimensional prob­
lems, such as often occur in reactors, by direct multigroup methods is hardly 
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possible at present. The synthesis of such solutions as products or other super­
positions of more elementary solutions is, therefore, of great practical interest. 
The procedure will be illustrated by considering the simplest case.*'' 

Suppose It IS required to solve a one-speed, diffusion theory, cnticality prob­
lem in two-dimensional rectangular geometry by combining one-dimensional 
solutions If the coordinates are taken as \,y, the diffusion equation may be 
written as 

L<j> = - V D(\,})V^(x,y) + ai\,})<f>i\,y) = 0, (6.143) 

with the flux and all trial functions assumed to be zero on some rectangular 
boundary. It can be shown from equation (6.143) that, as expected for a one-
speed problem, L is seif-adjoint, and that 

{<l>,l4)=j dxjdy[Dix,y}(V<f,r + c{x,ymx,y)]. (6.144) 

It IS required to express <l>(\, y) as a. product of two trial functions, namely, 

^(\,>') = <t>M<t>2{y)^ 

so that equation (6.144) becomes 

(̂ , U) ^\d.\ dy [D{^l(^y + ^ i ( ^ y } + o^^. 

Suppose ^i(\) IS varied and the coefficients of ^<f>i{x) are set equal to zero, an 
Euler equation to be satisfied by ^i(\) is obtained. In a similar manner an Euler 
equation can be derived for ^2('^)- These equations are 

and 

-jy [ ^ 2 ( > ' ) ^ ^ ] + ^"^iy) + D,{y)Bl{y)]Uy) = 0 

) (6.145) 

where 

D,{x) = I 'l>l{y)D(x, y) dy and D^{y) = J <i>l(x)D{x, y) dx 

^i{x) = J 'l>UyMx,y)dy and a2(y) = J <f>f{x)a{x, y) dx 

D,ix)BKx) = j Dix, y)[^Y dy y (6.146) 

and 

D,{y)Bi(y) = I Dix, y)[^f dx. 
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The equations (6.145) are seen to have the simple form of one-dimensional 
diffusion equations with the added terms DB^ which may be interpreted as 
representing neutron leakages in the suppressed direction. In simple cases, Bf 
may be related to the buckling associated with the y dependence of the flux. 
Suppose, for example, that all the cross sections are constant and 

Uy) = J Icosf^' 
so that the flux vanishes at y = ± y^ll, and the normalization is such that 

1: <l>'2{y)dy= 1. 
yo/2 

It is then found that cr^ = a and D^ = D; furthermore, 

indicating that Bj is the buckling associated with the y direction. Similarly, Bi is 
the buckling associated with the x direction. 

The equations (6.145) and (6.146) have been solved in a recursive manner. A 
value of <j>2iy) is postulated or, more simply, CTJ, D^, and Bf are postulated, and 
a solution is obtained for ^i(x); this is then used in the equations (6.146) to 
derive CT2, D2, and D2B2. By utilizing these quantities, <t>2{y) can be found, and 
the procedure is repeated until convergence is attained, usually in only one or 
two iterations. It is of interest to mention that expressions similar to equations 
(6.145) have been used for some years to derive approximate solutions to two-
dimensional problems, but the values of a, D, and B^ were usually obtained in 
an ad hoc manner, rather than in the systematic way described above. 

Generalizations to multigroup problems with various trial functions are to be 
found in the literature.** The physical principles involved have been described 
in preceding sections, but it is often quite complicated to keep track of them in a 
detailed multigroup calculation. Derivations of discrete ordinates equations 
from variational principles have also been suggested.*^ 

EXERCISES 

1. For a constant source in a subcritical system, assume an expansion as in equa­
tion (6.42) and derive the expansion coefficients aXO-

2. Verify that if the inner product (0+, LO) is formed with <I>+ and O in one-speed 
Pi form (§6.2b), the result is the same, except for a constant (4TT) of normaliza­
tion, as is obtained upon multiplying the left side of equation (6.49) by <̂+ and of 
equation (6.50) by J -̂ and integrating over volume. 

3. Verify that the one-speed diffusion theory operator is self-adjoint. 
4. Verify that the multigroup Pi equations (6.56) and (6.57) are adjoint to equations 

(6.54) and (6.55). 
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5 Suppose that a small, purely absorbing spherical lump is introduced into a 
cavity in a system It is desired to use perturbation theory to estimate the change in 
k, but the neutron flux is depressed appreciably within the lump as a result of 
absorption Use collision probability methods to estimate the flux depression 
and thus obtain an expression for A^ taking into account the flux depression in 
the absorber ̂ "̂  

6 It is desired to find the change in a due to the addition of a small amount of 
material to the surface of a spherical system Instead of considering perturbed 
and unperturbed systems with different boundaries, boundary conditions can be 
imposed at a radius large enough to enclose either system and then apply the 
theory of §6 3b Find expressions for Aa resulting from the perturbation referred 
to above in energy-dependent transport theory and in multigroup diffusion 
theory 

7 Verify that equation (6 92) gives a value of a for which the error is proportional 
to the product of 8* and 30+ 

8 Show that equation (6 118) is valid 
9 For a one-speed problem in a spherical system, compare the effects on a of a 

perturbation as given by transport theory (§6 3b) and by diffusion theory Make 
the comparison for purely absorbing and purely scattering perturbing samples, 
as a function of the radius of the sphere 

10 Derive equation (6 93) from equation (1 38) and the considerations in §2 lb 
11 Derive equation (6 36), noting that for the final condition on C+ a delta function, 

rather than unit importance, must be used 
12 Derive equations (6 140) and (6 141) 
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7. NEUTRON 
THERMALIZATION 

7.1 GENERAL CONSIDERATIONS 

7.1a Introduction 

The slowing down of the fission neutrons in a thermal reactor is conveniently 
treated in two parts. If the neutron energy is in excess of a value of the order of 
1 eV, the thermal motion of the scattering nucleus may be neglected and the 
nucleus can be assumed to be at rest in the laboratory system. Furthermore, the 
nucleus (or atom) may be treated as being free, i.e., unbound, because the bind­
ing energy in a molecule is not significant in comparison with the energy in­
volved in the neutron-nucleus interaction. Hence, for neutrons with energies 
greater than about 1 eV, i.e., in the slowing-down region, it is possible to use 
simple slowing-down theory, involving elastic scattering with known cross 
sections.' The elastic scattering formulas used in Chapter 4 are based on this 
consideration. Except for fine structure in the resonance region, the neutron 
flux at any energy is then, to first approximation, inversely proportional to the 
energy. 

The slowing down of neutrons with energies below 1 eV, i.e., in the thermal 
region, is called thermalization, because the neutron energies are comparable 
with the thermal energy of the scattering nuclei and the latter can no longer be 
regarded as being at rest. If the scattering nucleus is in motion, neutrons may 
gain energy, by up-scattering, as well as lose energy in collisions. Hence, up-
scattering, which can be ignored in the slowing-down region, must now be 
taken into consideration. In addition, allowance must be made for the binding 
of the nuclei in molecules or in a crystal lattice. If the nucleus is in a bound 
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State, it cannot recoil freely in a collision; instead there is an interaction between 
the scattering nucleus and its neighbors in the molecule or solid. Finally, the 
possibility of interference effects in the thermal region must not be overlooked. 
Since the de Broglie wavelength (§ 1.1b) of a neutron of very low energy becomes 
comparable with the separation of the nuclei in a molecule or a crystal, inter­
ference can occur between the neutrons scattered from different nuclei. 

As a consequence of the three effects just outlined, the scattering cross sections 
required for use in the transport equation in the thermal energy region are com­
plicated functions of the energy. The cross sections depend on the physical and 
chemical forms and temperature of the scattering material and, in some cases, 
also on the orientation of the material relative to the direction of the neutron 
motion. Because of the complexity of the scattering cross sections in the thermal 
region, most of the data are not yet available from experimental measurements, 
although considerable progress is being made in this connection (§7.4g). Conse­
quently, for a satisfactory treatment of the thermalization problem, it is generally 
necessary to use scattering cross sections computed according to various models 
of the scattering process. 

Absorption cross sections, on the other hand, can be taken to be the same as 
for the free nuclei, since the binding and interference lead to negligible changes 
in absorption.'* 

Since these models are not exact, it is important to have some physical under­
standing of the approximations involved and of their range of validity. Unfor­
tunately, to explain the situation completely would require the use of quantum 
mechanics and solid-state theory. In order to avoid this, some of the important 
results are introduced without derivation. Nevertheless, it is hoped that the 
reader will be able to acquire some comprehension of the main ideas, if not of 
aU the details involved. 

Before proceeding with a discussion of the problems of thermalization, some 
indication may be given of the situations for which the methods described in this 
chapter are or are not important. In some reactors, notably fast reactors, for 
example, thermalization is of no concern. Furthermore, in a large, homogeneous 
(uniform temperature), well-moderated reactor, it is probably a good approxi­
mation to treat all the thermal neutrons as having a Maxwellian energy spectrum 
at a temperature close to or somewhat above that of the moderator (§7.6f), 
without being concerned with the precise method of thermalization. 

In a heterogeneous reactor with large temperature gradients, however, or in 
any system with only partial thermaUzation, i.e., where many of the neutrons are 
absorbed before they are completely thermalized, a detailed treatment is essential. 
In such cases, the energy spectrum of thermal neutrons is not simple and calcu­
lations based on appropriate scattering models are required. Realistic calcula­
tions of this type are particularly important for predicting temperature 
coefficients, i.e., the effect on criticality of temperature changes in various 
components of the reactor, such as fuel, moderator, reflector, or coolant. 
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7.1b Thermal Motion of Scattering Nuclei 

It is apparent that any motion of the scattering nuclei will affect the kinematics 
of a collision with a neutron. In any material at temperature T, a free atom (or 
molecule) has an average kinetic (thermal) energy of ikT, where k is the Boltz-
mann constant, 8.617 x 10~®eV/°K. Thus, whenever a neutron has energy 
comparable with kT, i.e., about 0.025 eV at normal room temperature, the 
kinematics of its collision with a nucleus will be strongly affected by the thermal 
energy of the nucleus. 

The actual energy distribution of the scattering nuclei will depend on their 
chemical binding, if any, because of the interactions between the atoms in the 
scattering material. Consequently, a realistic treatment of the kinematics of 
scattering for actual materials requires a consideration of the chemical binding 
problem. The simplest model for thermalization is, therefore, one in which there 
is no chemical binding in the moderator, i.e., a monatomic gas. In this case, the 
energy distribution among the atoms is simple, namely, the Maxwell-Boltzmann 
distribution, and it is possible to derive an accurate expression for the inter­
change of energy of a neutron with the gas atoms. The procedure will be de­
scribed in §7.3c in order to gain some physical insight into the thermalization 
process and also because the ideal monatomic-gas model resembles the actual 
behavior of liquid and solid materials at high temperatures. 

7.1c Chemical Binding 

To examine the effects of chemical binding, it is useful to distinguish between 
elastic and inelastic scattering. According to convention, a scattering is said to 
be inelastic if any of the internal quantum states of the scatterer are changed as a 
result of the collision with a neutron, and to be elastic if there is no such change. 
In considering the scattering of neutrons having energies of the order of 1 MeV, 
for example, the scattering is inelastic if the nucleus itself is in an excited (higher 
energy) state after the collision, and elastic if the nucleus remains in its ground 
state. 

For neutrons of low energy, e.g., of the order of 1 eV or so, excitation of the 
nucleus as a whole is, of course, impossible in a scattering collision. A nucleus 
(or atom) bound in a molecule is, however, in a system which has discrete 
quantum energy states associated with the vibration of the atoms in the molecule 
and with the rotation of the molecule as a whole. In the collision of a neutron, 
even one of low energy, with a nucleus bound in a molecule or with the molecule 
as a whole, there can then be a change in the vibrational or rotational (or both) 
quantum states due to a loss or gain of energy. Such a collision would thus be 
described as inelastic scattering. In elastic scattering of a low-energy neutron, the 
vibrational and rotational energies of the molecule are unaffected, but the 
molecule as a whole will recoil so as to conserve energy and momentum. Because 
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the molecule has kinetic (thermal) energy, however, it is possible for the neutron 
to gain energy in an elastic scattering. 

In a nuclear reactor, molecular gases, e.g., carbon dioxide coolant, may be 
present; the considerations indicated above will then be directly applicable. Of 
greater practical interest, however, are liquid moderators, such as light and heavy 
water, which are composed of molecules. These substances cannot be treated 
accurately as collections of independent molecules since there is continuous 
interaction between them. Nevertheless, it has been found useful to start out by 
considering the scattering from individual molecules and then to impose 
modifications based on some model of the molecular interactions in the liquid 
state. 

At a higher level of complication is the scattering of a neutron by a nucleus 
(or nuclei) bound in a crystal lattice, such as beryllium or graphite. In inelastic 
scattering, the vibrational excitation of the crystal will be changed as a result of 
the collision with a thermal neutron. A quantum of vibrational energy in a 
crystal is called aphonon, and inelastic scattering of the type under consideration 
is said to be accompanied by the emission or absorption of phonons. In elastic 
scattering from a crystal, the crystal as a whole recoils so as to conserve momen­
tum with the neutron, but the resulting change in the neutron energy is negligible. 
It is of interest to note that a theory of the recoil of the whole crystal, which is an 
essential feature of the Mossbauer effect in the emission and absorption of 
gamma rays, was first developed for neutron scattering.^ 

In order to compute energy transfer between a neutron and the nuclei in a 
crystal lattice it is the practice to employ a more-or-less detailed model of the 
crystal. Such models, however, are quite approximate and the results of the 
calculations must be tested by comparison with experiment when possible. 

In conclusion, there is a general feature of chemical binding that should be 
noted, namely, that the scattering cross section of a tightly bound nucleus is 
larger than that of the same nucleus in the free state.* The reason for this will be 
evident from the following considerations. For a free atom, the neutrons are 
scattered isotropically in the center-of-mass coordinate system where this 
system consists only of the neutron and the single scattering atom. If the atom is 
bound in a molecule, so that the molecule as a whole recoils in elastic scattering, 
and there is no inelastic scattering, the neutron scattering will again be isotropic 
in the center-of-mass system. But the latter system now consists of the neutron 
and the whole molecule containing the scattering atom. If the mass of the mole­
cule is relatively large compared with that of the neutron, the center-of-mass 
system is then essentially identical with the laboratory system. Thus, scattering 
by a tightly bound atom may be regarded as being isotropic in the laboratory 
system, whereas for a free atom it is isotropic in the neutron-atom center-of-
mass system. 

* In some situations, the scattering cross section may be smaller for the bound nucleus 
as the result of interference effects (cf., §7.Id). 
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In general, therefore, the differential cross sections for the free and bound 
atoms will not be the same. The relationship between them may be derived in the 
following manner. Let ^(^.^.^(fj.') be the differential cross section for scattering 
from a free atom through a scattering angle having the cosine fi' in the center-of-
mass system. Similarly, let ^^^(fj.) be the differential cross section for scattering 
from a bound atom with /x the cosine of the scattering angle in the laboratory 
system. Since, as stated above, both kinds of scattering will be isotropic, it 
follows that 

Otreeifi') = COnStaUt = ^ ^ 

CTb(/x) = constant = j^> 

where a^.^^ and â  are the respective total scattering cross sections. Furthermore, 
in general, 

(^treein-') dfl' = crfree(/^) dfl 

(Jbifi.') dfJ.' = (Tb(^) d^l. 

If the neutron is scattered in the forward direction, i.e., /x = /x' = 1, so that 
the nucleus does not recoil, the mass of the nucleus is immaterial and the differ­
ential cross sections in the laboratory system will be the same for bound and 
free atoms, i.e., 

<^freo(^ = 1) = <^h{p = 1)-

Upon combining the foregoing relations, it is found that 

CTb = 47rcTb(/x = 1) = 47r<Tfree(M = 1) 

47r(rfree(M') ^ "'"'' dlx 

By using the familiar expression'' relating the cosines of the scattering angles in 
the laboratory (/x) and center-of-mass {/J,') systems, i.e., 

= 1 + ^/^' 
'^ Vl + lAfJi' + A""' 

it is found that 

O'b = (1 + ^ 1 f̂ free, (7.1) 

where A is the mass of the scattering atom relative to that of the neutron. Since 
equation (7.1) gives the ratio of CT^ to o-free, the cross sections may both be either 
macroscopic or microscopic values. 

It is evident that CT^, the scattering cross section for a tightly bound atom, 
must be larger than the value CTfree for the free atom. The ratio T^lotree is seen to 
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be greater the smaller the mass of the scattering atom; thus for hydrogen, 
A X 1 and cr^ should be approximately 4CTjree. This is in agreement with experi­
ment; for neutrons of low energy, the microscopic cross section CT^ ~ 80 barns 
whereas (Tfree ~ 20 barns. When the neutron energy approaches the binding 
energy of the atom in the molecule, however, o-t, decreases and tends to become 
equal to oc^g^. 

7.1 d Interference Effects: Coherent and Incoherent Scattering 

When particles (or waves) are scattered elastically or inelastically from a regular 
system of scattering centers, the possibility must be considered that the scattering 
contributions from the various centers will interfere with one another. This 
interference may become important when the (de Broglie) wavelength of the 
particles is of the order of the distance between the scattering centers. The actual 
(not reduced) wavelength of neutrons of energy E eV is given by the de Broglie 
equation as 

, 2.86 X 10-8 ,_ - , 
A = 7= cm. (7.2) 

VE 
Hence, for neutrons of 0.01-eV energy, the wavelength of 2.86 x 10"^ cm is 
comparable to the spacing between atoms in a molecule or a crystal. Inter­
ference effects will therefore often be important in the scattering of thermal 
neutrons. 

In computing neutron interference effects, it is not sufficient merely to add the 
scattered intensities from the various scattering centers; it is necessary to add the 
amplitudes with due regard for the phase differences between the scattered 
waves. The general procedure is identical with that used in connection with the 
scattering of light. For slow neutrons the interference phenomena form the basis 
of neutron diffraction which, like x-ray diffraction, is used for the study of 
crystal structure.* 

Interference effects are manifestations of coherent scattering, i.e., scattering in 
which the amplitudes of the scattered waves are to be added in a coherent 
fashion with definite phase relations. In the elastic scattering of slow neutrons 
from crystals, this addition gives rise to the Bragg scattering peaks, i.e., scattering 
occurs preferentially in certain directions. 

For a crystal with a spacing d between lattice (scattering) planes, there will be 
strong reflections whenever 

nX = 2dsm0, n = 1,2, . . . (7.3) 

where d is the angle between the neutron direction and the lattice planes (Fig. 
7.1). Upon inserting equation (7.2) into (7.3), it is seen that the condition for 
strong reflection is 

V^^^^O^I, (7.4) 
d smO 
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FIG. 7.1 DERIVATION OF THE BRAGG EQUATION FOR COHERENT SCATTERING. 

where E is in eV and the spacing d between lattice planes is in angstroms. 
If neutrons with a continuous energy spectrum are incident on a single crystal 

at a fixed angle, S, then only those neutrons satisfying equation (7.4) will be re­
flected strongly. In this manner monochromatic (or monoenergetic) neutrons 
can be obtained. Suppose, on the other hand, the neutrons are incident on a 
polycrystalline material, such as ordinary beryllium or graphite, in which large 
numbers of microcrystals, with dimensions small in comparison with a mean 
free path, are oriented at random. Then for any sufficiently high neutron energy 
there will always be- some crystals for which equation (7.4) is satisfied. The 
elastic scattering cross section, as a function of energy, then shows pronounced 
structure, as seen ia Fig. 7.2 for beryflium.^ 

If the neutron wavelength A is greater than 2d^^^, where (/̂ ax is the largest 
distance between lattice planes in the microcrystals, then equation (7.3) can no 
longer be satisfied, and there can be no Bragg scattering. The maximum neutron 
wavelength, equal to 2c?max, at which such scattering can occur is called the 
Bragg cutojf. The corresponding neutron energy, below which there can be no 
Bragg scattering, is then given by equation (7.2) as 0.0204/(c/n,ax)^ eV, where c/max 
is in angstroms. In Fig. 7.2, the cutoff is seen to occur at a neutron energy of 
about 0.005 eV; hence, for beryllium the spacing fi?n,ax is — 2A. Incidentally, the 
break seen in the cross section curve just above 0.005 eV, indicates that there are 
important scattering planes in beryllium with a spacing somewhat less than 

^max ' 

A complication arises in the coherent scattering of slow neutrons because not 
all nuclei in a given material scatter in the same manner. Clearly, nuclei of dif­
ferent elements will scatter differently and so also will the various isotopes of a 
given element. In addition, if the nucleus has a spin, the scattering will depend 
upon whether the neutron (spin ^) and the nucleus (spin / ) combine to scatter in 
a state of spin I + \ or I — \. 

To a good approximation, the elastic scattering of a low-energy neutron by a 
tightly bound nucleus, in a definite spin state, can be described by a real scatter­
ing amplitude (or scattering length), a, having the units of length, which may be 
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FIG. 7.2 ELASTIC SCATTERING CROSS SECTIONS OF BERYLLIUM (AFTER BNL-
325). 

positive or negative.® The corresponding microscopic bound scattering cross 
section, 0-̂ , is then 

CTb = 47ra^. 

In order to describe the coherent scattering from the nuclei of a nuclide with 
spin, the average scattering amplitude must be used. If a+ is the amplitude for 
scattering in the / + -̂  spin state of the neutron-nucleus system, which occurs 
with probability (/ -I- l)/(2/ + 1 ) , and a_ is the amplitude for scattering in the 
I — \ spin state, which occurs with probability 7/(2/ -I- 1), then the average 
scattering amplitude, called the coherent scattering amplitude, flcon, is 

/ + 1 , / 
flcoh 2/ + 1 "^ "̂  2 / + 1 a_. 

The coherent (microscopic) scattering cross section is then defined by 

•''ooli = 47racoh-

There is also an average scattering cross section, given by 

'̂' = '^'^(^'''^ + 2m"-)-
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The difference between Ub and (T̂oh is called the incoherent scattering cross 
section, ai^^; hence, 

. / ( / + 1) , ,2 

For a combination of isotopes, the foregoing results may be written in the 
general forms 

O-COh = 477(a)2 

5b = 4770^ 

o-lno = ^b - (̂ ooh = 47r[a2 - (a)2], 

where the bars over the a terms denote averages with respect both to the spin 
and the relative abundance of the isotopes. 

It will be seen in §7.3d that the coherent and incoherent cross sections enter 
into the general cross sections for elastic and inelastic scattering from bound 
nuclei in crystals (and other materials). For materials with nuclei having ran­
domly oriented spins, it has been shown that the proper value of the coherent 
cross section to be used in calculations is ĉoh, as defined above. If the spins of 
adjacent (or nearby) nuclei are correlated or if there are other correlations be­
tween such nuclei, the situation is more complex.'' 

An examination of the cross sections of the most important moderating 
materials shows that, within experimental error, scattering is entirely coherent 
for beryllium, carbon, and oxygen. For the latter two elements this is to be ex­
pected as the predominant isotopes, carbon-12 and oxygen-16, have zero nuclear 
spin. Scattering is largely coherent ((TCOU = 5.4 barns and d^, = 7.6 barns) for 
deuterium, and almost entirely incoherent for hydrogen (CTOOH = 1-8 barns and 
ab = 81.5 barns). The foregoing values are for nuclei with randomly oriented 
spins. The incoherence of the scattering in hydrogen is a consequence of the 
strong spin dependence of the neutron-proton forces. It is of interest to mention 
that this dependence has been partly determined by observing the difference in 
the coherent scattering of neutrons from molecules of orthohydrogen, i.e.. Ha 
with parallel nuclear spins, and parahydrogen, with antiparallel nuclear spins.^ 

It will be seen in due course that the coherent and incoherent contributions 
enter into the general cross sections for elastic and inelastic scattering from vari­
ous materials. The variations of cross sections with energy in the thermal region 
are, however, quite complex, as may be seen from an examination of Fig. 7.2 
(see also Fig. 7.12). The reason for the complexity, as will become apparent 
later in this chapter, is that the elastic and inelastic scattering cross sections 
depend not only on the constants ^b, cri„c, and cTcoĥ  but also on the dynamics of 
the scattering system. 

7.2 GENERAL FEATURES OF NEUTRON THERMALIZATION 

7.2a The Maxwell Distribution 

When neutrons are moderated in a large medium with little (or no) absorption, 
they may attain approximate thermal equilibrium with the moderator at the 
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FIG. 7.3 MAXWELLIAN DISTRIBUTION OF THERMAL NEUTRON ENERGIES. 

existing (uniform) temperature. In thermal equilibrium the neutrons will have a 
Maxwellian spectrum^; in terms of neutron density, this requires that at 
temperature T, 

n(E) dE = 2«t] 

V^kT'^kT 
dE, (7.5) 

where n{E) dE is the number of neutrons per unit volume having energy in the 
range between E and E + dE, and nth is the total density of thermalized neutrons. 
In practice, as is well known, the actual spectrum of so-called thermal neutrons 
generally departs from a Maxwellian distribution, and the extent of such 
departure is of considerable importance. 

The energy dependence of the neutron flux, ^{E), for a Maxwellian spectrum 
can be obtained by multiplying equation (7.5) by t; = v2Ejm; the result may 
then be expressed as 

<i>{E) dE = <i>,,,M{E, T) dE, (7.6) 
where 

E 
M{E, T) {kTf 

-ElkT (7.7) 

so that 

and 

r M{E, T) dE = I, 
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It is of interest to note that VSkTInm is the average speed in a Maxwellian dis­
tribution. If equation (7.7) is differentiated with respect to E and the result set 
equal to zero, it is found that a maximum in the flux occurs when the neutron 
energy is kT (Fig. 7.3). Thus, kT is referred to as the most probable energy for 
the thermal neutron flux. 

7.2b The Transport Equation for Thermal Neutrons 

It was mentioned in Chapter 1 that for some neutron transport problems, e.g., 
in rapidly flowing fluids or single crystals where the direction of flow or crystal 
axes define preferred directions in space, the total cross sections for slow neu­
trons depend significantly on the direction of neutron motion. These special 
situations will not be considered in this text, because they are not usually sig­
nificant in nuclear reactors. In most polycrystalline materials, for example, the 
neutron mean free path is usually large in comparison with the crystallite dimen­
sions ; hence, with a random orientation of the crystallites, there is no preferred 
direction on a macroscopic scale.* Consequently, the ordinary transport equa­
tion will be used in the treatment of neutron thermalization. It is convenient, 
however, to adopt a somewhat different notation for the cross sections. 

As long as attention is confined to thermal neutrons, with energy ^ 1 eV, for 
example, collisions may be divided into two categories: those from which 
thermal neutrons emerge and those from which such neutrons do not emerge. 
The former category involves only scatterings, both elastic and inelastic, in the 
general sense described in §7.1c; the corresponding macroscopic cross section is 
denoted by 0^(1, E). The collisions in the category from which thermal neutrons 
do not emerge include all absorption reactions, such as («, y) and (n, a) reactions, 
and also fission, because essentially all the neutrons produced have high ener­
gies. In the present context, all such reactions, including fission, will be called 
absorptions, and the corresponding macroscopic cross section will be denoted 
by (7 (̂r, E). 

For neutrons in the thermal energy range, the quantities a, and a'f which 
appear in the neutron transport equation (1.14) are then given by 

CT = CT(r, E) = ajj, E) + oair, E), 
and 

a'f^a(r,E')f(T;Si',E'-^Sl,E) 

= a,(T,E')Ui;Sl',E'^Sl,E). 

Since the function /^ now describes scattering only, it is normalized to unity 
(§l.lb), so that 

/ , (r; SI', E' -^Sl,E)dSldE=l. (7.8) 

* For certain kinds of graphite, such as extruded graphite and pyrographite, the crystal­
lites may be partially aligned and then the preferred direction should be taken into account. 
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For neutrons in the thermal energy region, the transport equation (1.14) then 
takes the form 

l ^ + ft.VO -f [<7.(r, E) + C7„(r, E)]<^ 

= ^^ oJix, E')Ur; Si', E' -> SI, £)(D(r, SI', E', t) dSl' dE' 

+ Q(r, SI, E, t). (7.9) 

As stated earlier, for a large moderating system at uniform temperature with 
little or no absorption, the energy distribution of the thermal neutron flux will be 
approximately Maxwellian. In fact, for the limit of an infinite, source-free 
medium at constant temperature and zero absorption it is possible to have a 
neutron population whiclris strictly Maxwellian, independent of time and space. 
This means that M(E, T) must satisfy the thermal neutron transport equation 
with no time dependence, i.e., 8<bldt = 0, no space dependence, i.e., VO = 0, 
no absorption, i.e., CT^ = 0, and no source, i.e., Q = 0. Hence, in these circum­
stances, the transport equation (7.9) for thermal neutrons may be written as 

a,(t, E)M(E, T) = ^^ <T,(r, E')UT; SI', E' -> SI, E)M(E', T) dSl' dE'. (7.10) 

The constraint represented by equation (7.10) must be satisfied by any scat­
tering cross section. It is actually an aspect of the general principle of detailed 
balance which is applicable to a system at thermal equilibrium.^" In the present 
case of scattering of neutrons by nuclei in thermal equilibrium at temperature 
T, the detailed balance requirement is that 

MiE, T)<T,iT, E)f{r; -Sl,E^-Sl', E') 
= M{E', T)olT, E')f(r; Si', E' ^ Si, E). (7.11) 

This equation states that, in a system in thermal (Maxwellian) equilibrium, the 
rate of scattering collisions with nuclei by neutrons of energy E from which 
neutrons emerge with energy E' is equal to the rate of such collisions by neutrons 
of energy E' from which neutrons emerge with energy E. Upon integration of 
equation (7.11) over —S2' and £", and using the normalization relation of equa­
tion (7.8), the result is equation (7.10). 

The detailed balance equation (7.11), which is more restrictive than equation 
(7.10), is useful in thermalization problems. In the first place, most scattering 
cross sections used in thermalization calculations are computed from some 
theoretical model and contain many approximations. It is important, however, 
that they at least admit the Maxwell distribution as a solution in the limit of 
large volume and weak absorption. This can be assured by requiring that the 
cross sections satisfy the detailed balance condition of equation (7.11). It will 
be seen in §7.3d how this condition may be imposed systematically by using 
certain symmetry properties of scattering functions. 
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7.2c Reciprocity Relation for Thermal Neutrons 

Even more important is that the condition of detailed balance, applied to a 
medium at a uniform temperature, implies a reciprocity relation. It will be re­
called that in Chapter 2 such a relation, known as the optical reciprocity theorem, 
was derived for one-speed theory, and was represented succinctly in terms of the 
Green's functions by equation (2.99), i.e., 

G(T2, ^2 -> ri, - f l i ) = G(ri, Si^ -* r^, -Si^), (7.12) 

which relates the neutron flux at r̂  due to a source at Fg with the flux at rg due to 
a source at ri. 

For general energy-dependent problems, however, this simple relation does 
not hold, but there is a reciprocity relation between the flux and the adjoint 
Green's function [equation (6.13)]. The reason for the difference in behavior is 
that the energy-dependent transport operator is not self-adjoint, but the trans­
port operator for the one-speed problem is almost self-adjoint, where "almost" 
means that it is necessary only to change the sign of the direction of neutron 
travel, i.e., the sign of S2 and of t (§6.If). 

It will now be shown that the thermalization transport operator can be made 
almost self-adjoint by an elementary transformation and that this is the reason 
for the existence of a simple reciprocity relation. Consider an inhomogeneous, 
time-independent transport problem [cf. equations (6.4) and (6.5)], represented 
by 

- L o = n - v o + (oa + CTs)<i> 

- jj a,(r, E')fii; Si'E' -> SI, £)(D(r, SI', E') dSi' dE' 

= e(r. Si, E). (7.13) 

The corresponding adjoint equation [cf. equation (6.7)] is 

-L+<D+ = -n.V(D+ + {a^ + o-,)<D+ 

- ^^ a/r, £ ) / > ; Si, E^Si', E')<t>\x, Si', E') dSi' dE' 

= Q\r, Si, E), (7.14) 

where the symbols have the same significance as in Chapter 6. The usual free-
surface conditions are implied for the angular flux, <I>, and its adjoint, O .̂ 

The functions i/r and ij/' are now defined by 

0(r, Si, E) = . ^ <D(r, Si, E) 
VM{E, T) 

^+(r. Si, E) = VMiE, T) 0+(r, Si, E), 

where Tis the temperature of the medium which must be uniform. 
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If these expressions are substituted into equations (7.13) and (7.14), respec­
tively, it is found that 

Si-V,f, + {a, + a,)i> - jj o'Jir; Si', E' -^ Si, E) 

><y^STy^(''"''̂ ')^"'̂ '̂ = : 4 ^'-''^ 
and 

- n . V^t + (̂ _̂  + „j0t _ ^j „j(j,. SI, E^Si', E') 

^ JM{E'^T) '^'('' "'' '̂̂  ̂ "' ^^' = "^ 2'' ^̂ -̂ ^̂  
where a'^ is (Ts(r, £") and CT^ is ors(r, E). 

If the variables in equation (7.16) are changed from £2 and S2' to —SI and 
— SI', respectively, the result is 

a . V0+(r, -^,E) + (a, + a,W - \ \ <yJ{T; -Si,E-^-Si', E') 

X J^IE'^T) '̂ '̂ '•' ~ "'' ^') '̂ "' '̂ '̂ = ̂ ^ '̂̂ '•' ~ "' ^̂ - ^̂- ̂ "̂̂  
According to the condition of detailed balance, i.e., equation (7.11), the factor 
multiplying <f>^ in the integrand of equation (7.17) is identical with that multi­
plying i/j in the integrand of equation (7.15). Thus, the left side of equation (7.17) 
is the same as that of equation (7.15), with ip'^ir, —Si,E) substituted for 
^(r. Si, E). It follows, therefore, that the operator which acts on ip is almost 
self-adjoint, i.e., it is self-adjoint except for the sign of Si. 

Suppose that 

e = e+ = 8(r - rO S(Q - Si{) 8{E - E,), 

so that 0(r, Si, E) and $^(r. Si, E) are Green's functions, i.e., 

0) = G{xi,Sii,Ei-^x,Si,E) 
and 

^' ^G\ri,Sii,Ei-^r,Si,E), 

and the equivalent functions corresponding to ^ and ^^ are 

i/. = ^(FI, Qi, El -^ r. Si, E) 
and 

ij,' = rj,\ri,Sii,Ei-^r,Si,E). 

By considering equations (7.15) and (7.17), it is seen that the sources for ^ and 
iji* now differ by the factor M(Ei, T). It follows, therefore that 

M{Ei, r)^(ri, Sii, El -^ F, Si, E) = ^ V i , - " i , ^ i ^ r, -Si, E), (7.18) 
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where the change from Sii to — Sii on the right results from the difference in the 
source directions in equations (7.15) and (7.17), and the change from fi to — £2 
from the correspondence between i/'(r. Si, E) and ^^(r, — Si, E). Upon intro­
ducing the definitions of ^ and ^^ on page 327, equation (7.18) becomes 

M(£i, r)G'(Fi, Sii, El -» r . Si, E) = M(E, T)G\ii, -Sii, Ei ^T, -Si, E), 
(7.19) 

which is the desired reciprocity relation between the Green's functions for the 
flux and its adjoint for thermalization problems. 

If the general relationship, equation (6.13), between the Green's functions is 
combined with equation (7.19), the result is 

M{Ei, T)G{ti, Sii, El -> r, Q, E) = MiE, r)G(F, -Si, E->Ti, -Sii, ^ i ) . 
(7.20) 

This is similar to equation (7.12) of one-speed theory, except that each side is 
weighted by the Maxwellian of the source. Thus, as in one-speed theory (§2.7b) 
the solutions of various simple thermalization problems may be related to each 
other. 

The basis of the reciprocity relation of equation (7.20) is that, by using the 
detailed balance condition, the thermal transport operator can be made almost 
self-adjoint by an elementary transformation. It is important from the theoretical 
standpoint that the transport operator can thus be made almost self-adjoint 
because self-adjoint operators are understood much better than are operators 
which are not self-adjoint. Thus, for thermalization problems, conclusions can 
be drawn concerning the existence of eigenvalues and other properties of the 
solutions that are not possible for more general energy-dependent problems.-^^ 

The foregoing results indicate a similarity between thermalization problems 
in a medium of uniform temperature, but otherwise of arbitrary complexity, and 
one-speed problems. If, however, the temperature of the medium is not uniform, 
the reciprocity relations do not hold. The reason is, formally, that in the trans­
formation to the t/i equations when T is a function of F, the factor M{E, T(r)) 
will not commute with the gradient operator, i.e., 

M(E, nr))V ^ VM(E, Tit)), 

and the derivation of the relation between ^ and 0̂  breaks down. 

7.3 NEUTRON SCATTERING LAWS 

7.3a Scattering from a Monatomic Gas 

In this section, consideration will be given to some neutron scattering laws, that 
is, specifications of the quantities a^ and/s to be used in the transport equation 
in the treatment of thermalization problems. The discussion will begin with the 
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simplest of scattering models, in which the scatterer is a monatomic gas. It will 
then be extended to more realistic moderator systems, including molecules and 
crystals. As in nearly all portions of this book, the symbol a is used to represent 
macroscopic cross sections. 

The problem of the thermalization of neutrons in a monatomic gas is simple 
enough for the scattering laws to be derived explicitly.^^ Although there are no 
important moderators that are monatomic gases, it seems worth while, never­
theless, to develop the scattering laws for the simple case because (a) they 
exhibit qualitative features which are of general applicability and (b) they form 
a useful standard for comparison with more realistic but more complex laws for 
scattering in other media. In addition, these laws are all based on approximate 
models, and so it is reasonable to start from the simple (exact) model of the 
monatomic gas since it is, at least, qualitatively useful. 

Consider a coUision between a monatomic gas atom, having velocity V, and 
a neutron with velocity v. The relative velocity, Vr, between the two particles is 
then 

V, = V - V, 

and if/x is the cosine between the velocity vectors, i.e., /x = v-VlvV, the relative 
speed, v„ is 

V, = Vy^ + F^ - IvVfx. 

If -P(V) d\ is the probability that a nucleus (or atom) has velocity V within 
d\ about V, the probability that a neutron will collide with such a nucleus is 

ProbabiUty of collision per sec = Vr(rsoP(y) dY, (7.21) 

where a^o is the (energy-independent) macroscopic cross section for a free (or 
isolated) atom at rest, i.e., the microscopic cross section of the atom multiplied 
by the number of atoms per unit volume of gas.* The total collision (scattering) 
rate for a neutron of velocity v is then found by integrating equation (7.21) over 
all atom velocities V. The corresponding macroscopic scattering cross section, 
as(t;), is obtained upon dividing this rate by v; hence, 

o,{v) = ^jvrP{Y)dy. (7.22) 

If A is the mass of the nucleus relative to that of the neutron, i.e., M = Am, 
where M is the actual mass of the nucleus and m is the mass of the neutron, then 
for an isotropic Maxwellian distribution of nuclear velocities 

/>(¥) dV = ( 2 ^ ) ' " e-'"'^i^'''^V'' d<p dfi. dV, (7.23) 

* If oiree of §7.1c IS taken to be the macroscopic cross section, it is identical with 0^0-
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where the v direction has been chosen as the polar axis of a spherical coordinate 
system. If this expression is inserted into equation (7.22), integration over the 
azimuthal angle, (p, yields ITT, and hence 

"^^^^ - ¥/-Jo"^ (̂2̂ )"-̂ ™2-̂ ^^^ '̂̂ -
Upon evaluating the integrals, the result is 

<E) = ^ [W' + i)erf/S + -L^e-''=], (7.24) 

where E = \mv^ is the kinetic energy of the neutrons, /Ŝ  = AEjkT, and erf 
stands for the error function (see Appendix). 

The limiting behavior of o^iE) for small and large values of the neutron 
energy is of some interest. When E is small, erf j8 is proportional to j8, equation 
(7.24) then reduces to 

a , ( £ ' ) o c ^ o c ^ for^smafl. (7.25) 

Consequently, when the neutron energy, E (and hence its speed, v), is small, the 
scattering cross section is proportional to Ijv. 

The physical significance of this result may be seen by noting that when v is 
very small, Vr is almost equal to V, the collision rate (or probability), as given by 
equation (7.21) is then independent of the neutron speed and depends only on 
V, the speed of the atoms This collision rate is then simply the rate at which the 
moving atoms collide with (or bump into) the neutron. Since the scattering cross 
section IS the collision probability per unit distance of neutron motion, it is l/u 
times the constant scattering collision rate. Hence, the scattering cross section 
for very slow neutrons is proportional to \jv. 

At high energies, erf (8 ^» 1, and since ^^ is large, equation (7.24) leads to 
Os(E) = (TJO, the single atom scattering cross section. As expected, at high 
neutron energies, the scattering cross section is independent of the thermal 
motion of the gas atoms. The same limiting behavior of o^iE) at low and high 
energies also follows from the scattering laws for more realistic systems. 

7.3b The Scattering Function for a Monatomic Gas 

In order to calculate the scattering function (or scattering kernel) 

OsiE')fiE' -> E, fio), 

where fio is the cosine of the neutron scattering angle, it is necessary first to 
determine the probability p(v' -^ v, JUQ) that a neutron of speed v' will emerge 
with speed v from a collision with an atom of velocity V in a monatomic gas.* 

* The term "free gas" is commonly used in the literature in connection with scattering by 
a monatomic gas, the latter terminology is preferred here, however, as it is more specific 
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Once this has been done, the result is multiplied by VrP(y)'Jsolv' and integrated 
over all atom velocities, i.e., all Kand /A, to obtain a^f^. The derivation is lengthy 
and so only the result will be given here.^^ 

The quantities e and K are defined by 

e = E' — E = energy change (or energy transfer) of a neutron* 

and 

HK = m\v' — v\= momentum change (or momentum transfer) of a neutron 

= mVv'^ + v^ — IIXQVV', 

or 
^2^2 = 2m{E' + E- IfioVW), 

where A is the reduced Planck constant (§l.lb). 
The result of the derivation referred to above can then be written as 

a,iE')UE' -> E; Mo) 

o[l + (IM)]^ l£ I Am _ r Am I 
2 Am J (7.26) 

It is apparent that VE'lEa^fs, for scattering by a monatomic gas with atoms 
of mass Am, is a function only of e and K, i.e., the change in energy and 
momentum of the neutron. It will be seen later that this is true, in general, for 
other scattering laws, although the vector x may be involved rather than its 
magnitude, K. 

In the limit as T-^0, i.e., when EjkT and E'jkT are large, equation (7.26) 
reduces to the familiar slowing down relationship for energies above the thermal 
region, given in Chapter 4. Thus, when T is small, the exponential in equation 
(7.26) will be very small unless 

2mA 

If the expressions for e and K given above are inserted, this condition implies the 
well known result (§l.lb) 

Mo 

Moreover, if the exponential in equation (7.26) is integrated over a small 

* Some writers represent the energy change, c, by hu, but this leads to confusion with 
another common use of the symbol <o (§7.4d). 
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angular range, which includes this value of /HQ, it is found that, for T small, the 
normalization leads to 

/ Am _ r Am I _ ^^^n^l 
V 2nkTn^K^ ^''P UkTh^K^ y 2Am) J 

If this substitution is made in equation (7.26), it is seen directly that, at low 
temperature (or E large relative to kT), 

<E')UE'^E;,,) = ̂ ^^-f^, Sf 0 - i [(̂  + l)J§ -(A- l)J^]], 
as in equation (4.5). 

7.3c The Energy Transfer Function for a Monatomic Gas 

Since the scattering function (or kernel) just considered involves both the energy 
and momentum changes of the neutron, it is not easy to display its dependence 
on temperature. The situation is easier to understand if the scattering function 
is integrated over all scattering angles, {XQ, to obtain the energy transfer function 
c,{E')fs{E'^ E),{.t., 

cJiE')f{E' ^ £ ) = 27r J ' ^ o,{E')f{E' -> E; f^o) ^MO-

The energy transfer function can be derived by integrating equation (7.26) over 
fio, but an alternative approach is of interest. 

Consider, once again, the collisions between neutrons. of speed v' and gas 
atoms of speed V and direction cosine /̂  relative to v', for which the collision rate 
is given by equation (7.21). It is required, first, to determine the probability 
g{v' -^ v) dv that the neutron will have a final speed between v and v + dv 
without regard to the scattering angle, /̂ g. For this purpose, it is convenient to 
transform to the center-of-mass coordinate system; the velocity, V ,̂ of the 
center of mass in the laboratory system is then given by 

^' A + \ 

where v' and V refer to the laboratory system here v and V reter to tne laboratory system. 
The scattering in the center-of-mass system is isotropic, and the initial and 
lal soeeds of the neutron in this svstem are final speeds of the neutron in this system are 

=̂ = '̂^ = JTT 
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Let 6 denote the angle between V^ and Vc, the final neutron velocity in the 
center-of-mass system (Fig. 7.4), then the final neutron speed, v, in the laboratory 
system is 

' = J""' + {TU ^rj + 2 F . ( - ^ . , ) cos e. (7.27) 

For a collision with an atom having fixed values of V and /it, Vc and Vr are 
fixed. Furthermore, since the scattering is isotropic in the center-of-mass 
system, the probability of a neutron emerging from the collision with direction 
cos 6 is proportional to d cos 6. But, from equation (7.27), 

vdv i-ATi') dcos 6. 

Hence, the probability for v to lie in the interval dv is proportional to v dv, and 

giv' -^v)cc V. 

The value of v may range from a minimum, Vmia, when cos 6 = —1, to a 
maximum, v^ax, when cos ^ = 1; then, from equation (7.27), 

A 

and 

Vmin — F . - A + 1 Vr 

= n + A + 1 

^c. 

LABORATORY SYSTEM CENTER-OF-MASS SYSTEM 

FIG. 7.4 SCATTERING IN LABORATORY AND CENTER-OF-MASS SYSTEMS. 
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It follows, therefore, that 

g(v' ^ y) = 0 for I? < Vmm 

2v . ^ ^ 
= .la Zr;3 for V^i„ KV^ U„,ax 

"max ^min 
= 0 for t) > fmax- (7.28) 

Upon multiplying the collision rate between an atom of speed V and a 
neutron of speed v', as given by equations (7.21) and (7.23), by the probability 
g(v' -^ v) that the neutron will have final speed v, dividing by v', and integrating 
over all atom velocities, it is found that the velocity transfer cross section is 

'^sivlfiv' -^v) = ^ r r v,g{v' -> v)2nP(V) 4̂  dV. (7.29) 
V Jo J - 1 

This is the probability, per unit distance of neutron motion, that the neutron is 
scattered from v' to v. 

Since 

<j,{E')f(E' ->E)dE= <T,(v')fiv' -> v) dv 
and 

dE 

it follows that 

dv - '""' 

a,{E')fiE' ^E) = ^^ <^s(v')fiv' -^ V). 

When this result is set into equation (7.29) and the integrals are evaluated, as in 
deriving equation (7.24), it is found that 

.iEVXE' -^E) = j t {e.p (g - ^) [erf [.J^ - J | ) 

where T] and p are defined by 

A + I , A 
•q = — - ^ and p = 2VA 2VA 

The upper signs in equation (7.30) are to be used if £" < £ and the lower signs 
if £ ' > E. 
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FIG. 7.5 ENERGY TRANSFER FUNCTION IN A MONATOMIC GAS WITH A = 1 
(AFTER K. H. BECKURTS AND K. WIRTZ, REF. 14). 

The dependence of the energy transfer function on the gas temperature is 
shown in Figs. 7.5 and 7.6,^* as a function of EjE'; the ordinates are given rela­
tive to the atom at rest. Figure 7.5 is for a gas of free protons (A = 1) and Fig. 
7.6 for a gas of oxygen atoms {A = 16). It is seen that at high neutron energies, 
i.e., E' » kT, the scattering is very much like that from nuclei (or atoms) at 
rest; in these circumstances, down-scattering in energy, i.e., EjE' < 1, is more 
important than up-scattering. As the energy approaches kT, however, up-
scattering becomes important and a neutron is likely to gain energy in a collision 
with a gas atom. The up-scattering effect is evidently more important for light 
nuclei (protons) than it is for the heavier nuclei. 

FIG. 7.6 ENERGY TRANSFER FUNCTION IN A MONATOMIC GAS WITH A = ^6 
(AFTER K. H. BECKURTS AND K. WIRTZ, REF. 14). 
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It may be noted that for a proton gas, rj = 1 and /> = 0; then equation (7.30) 
takes the particularly simple form 

aXE')f(E' -^E) = "f, exp ^ ^ erf J ^ for E' < E (7.31) 

= ^ e r f y ^ f o r £ ' > £ . (7.32) 

The foregoing expressions for (j^f can be used to treat the monatomic gas 
model in general transport problems. Such calculations are frequently employed, 
as indicated earlier, for comparison with more complicated scattering models. 
These models are found to be! equivalent to the monatomic gas model at high 
temperatures.^^ Furthermore, this gas model has often been used with the mass 
of the scattering atom not equal to its actual mass but to some higher (semi-
empirical) mass chosen to simulate binding effects in the realistic system.^^ 

7.3d The General Scattering Law 

A quantum-mechanical theory of neutron scattering from a system of bound 
nuclei, first proposed-by E. Fermi,^'' using the Born approximation and what is 
now called the Fermi "pseudo-potential," has been refined by others.-^^ A 
number of essentially equivalent theoretical expressions have been derived ^̂  and 
some of the more useful formulations will be discussed here. 

Suppose neutrons are undergoing scattering in a medium containing bound 
atoms of a single element; the scattering may be dependent on the nuclear spin 
and different isotopes, as in §7.Id, but the difference in mass of the isotopes is 
neglected. It has been shown^° that the scattering function may then be written 
as the sum of double differential coherent and incoherent macroscopic cross 
sections, i.e., 

olE')f{Sl', E' -^Sl,E) = aUSi', E' -^Sl,E) + o,^,{Sl', E' -> SI, E) (7.33) 

where the terms on the right of equation (7.33) are given by 

aU^', E'^Si,E)=^J^^ J_"^ J e«—"«G(r , t) dr dt (7.34) 

and 

a ^ n , ^ ' ^ « ' ^ ) = S V f 2I / I J ^"""''""'^sCr, 0 dr dt, (7.35) 

and the integration over r extends over all space.* 

* The symbol dr is used when the integration is over all space, instead of over a finite 
volume when dV is employed (see §l.lb). 
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In these equations, o-̂oh and oi^^ are the bound coherent and incoherent cross 
sections defined in §7. Id, except that here (and in what follows) they are macro­
scopic cross sections; h is the reduced Planck constant. As before, e = E' — Eis 
the energy change of the neutron or the energy transfer to (or from) the scattering 
nucleus. The quantity hn is now the neutron momentum change vector, defined 
by 

hn = m(y' — v). 

The functions G and Gs, which are not Green's functions, will be considered 
presently. 

Before proceeding, attention may be called to a number of features of equa­
tion (7.34) and (7.35). First, it is seen that the nuclear aspects of the scattering 
are entirely contained in the quantities Pcoh and ai^^l that is to say, these cross 
sections are sufficient to characterize the nuclear interaction between a neutron 
and a nucleus (or atom). The dynamics of the scattering system and, in particu­
lar, the interactions between the scattering atoms on the other hand, are con­
tained in the G functions. This separation of the scattering function into two 
factors, one containing the neutron-nucleus interaction information and the 
other the binding information, is a consequence of the use of the Born approxi­
mation and the Fermi pseudo-potential.^^ In addition, it should be noted that the 
integrals involve only changes in the neutron momentum and energy. 

The functions G and G^ are known as pair distribution functions,^'^ and in the 
absence of quantum effects they may be interpreted in the following manner. If 
a scattering atom is at the origin at time zero, then G(r, /) is defined as the 
probability that a second atom will be present within a unit volume at position 
r at time t. The function G(r, 0 may be written as the sum of two parts: one, 
GJj, t), where s stands for "self," applies when the second atom is the same 
(identically) as the first, and Gd(r, t), where d is for "distinct," refers to different 
(or distinct) atoms. Hence, 

G(r, 0 = G,(r, t) + G^{T, t), 

where Gs is the probability that an atom which is at the origin at the time zero 
will be at r at time /, whereas G^ is the probability that another atom will be at 
r, t. These interpretations of the G functions are useful in suggesting approxi­
mations, as will be seen in due course. 

The scattering laws expressed by equations (7.34) and (7.35) are often written 
in slightly different forms. Thus, using the definition 

^•(x, ̂ ) = ^ r \ e'<'---'"'»G(r, 0 dr dt, (7.36) 

equation (7.34) may be written as 

aUSl', £ ' ^ n , £ ) = g J§; S(x, c), (7.37) 



NEUTRON SCATTERING LAWS 339 

and if -S's(x, e), which is also sometimes represented by 5'ino('<, «), is defined in an 
analogous manner with Gs(r, t), there is an expression similar to equation 
(7.37) for CTi„c(fi', E' -^ SI, E), namely 

aU^', E' -^Sl,E) = ^ J^ S^iyc, .). (7.38) 

The detailed balance condition, expressed by equation (7.11), can be written 
in terms of the functions 6'(x, e). This condition would relate a collision having 
momentum and energy changes ^x and e with the inverse collision having 
changes -Ax and — e. If equations (7.33), (7.37), and (7.38) are substituted into 
equation (7.11), the result is 

)V§[-M{E, T)J-p K o h ^ ( - X , - f ) + <^lno5's(-X, -e)] 

'' ^^JY' = M{E', T)^^ [<Teoh^(x, f) + '^inoSsi^, €)] 

This equation must be satisfied by both the coherent and incoherent parts 
separately; upon making this separation and introducing equation (7.7) for the 
Maxwell distribution, M{E, T) it is found that 

^(x, e) = e'l^^Si-yt, - e ) (7.39) 
and 

53(x, e) = e^"'^5'3(-x, - e ) . (7.40) 

In view of the importance of the detailed balance condition, calculations of 
the scattering functions are often set up so that the equations (7.39) and (7.40) 
are satisfied automatically. In particular, equation (7.39) may be written 

e~^mTs{y,^ £) = e^'2''^5(-x, - c ) , (7.41) 

so that e"^'^''^5(x, e) must be an even function of e. 
It will be seen that in many scattering models, including those for poly-

crystalline solids and molecular liquids, 5(x, e) is a function of x^ and e, and not 
of the vector x directly. When this is the case, it is convenient to define new 
dimensionless variables ̂ ^ 

K'K-' E' + E - 2IXOVEE' 

2AmkT AkT 
(7.42) 

If S{cc, j8) is now defined by 

S{a, p) = kTe^'^Sin, e), (7.44) 

it is seen that the detailed balance condition [equation (7.41)] requires that 
S(a, |3) be an even function of ;8. 
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Experimental scattering cross sections are frequently interpreted in terms of 
the function S{a, /3), as will be seen in §7.4g. If this function can be determined 
experimentally for negative values of j8, i.e., for down-scattering, it can be 
extended to positive values, i.e., to up-scattering, by imposing the detailed 
balance condition. From the equations in this section, the scattering cross 
section is given by 

a,{E')fiSi', E' - > « , £ ) = ^—^ J J, e-'"==ko,5(a, jS) + a,„A(a, P)], 

where Ss{a, /3) is defined in a manner similar to equation (7.44). 
Reference may be made to another form of the scattering law that is frequently 

employed. It includes a function ^(x, 0 that is intermediate between G and S, 
and is therefore called the intermediate scattering function. The coherent and 
incoherent forms are defined by 

Xcoh(x, 0 = 1 e«-"G(r, t) dr (7.45) 

and similarly 

XinoCx, 0 = J e«'''>G3(r, 0 dr, (7.46) 

so that the scattering functions in equations (7.34) and (7.35) can be written as 

acoh(«', E'^Sl,E) = ^ J ^ ^ J_"^ e-*^"\eoh(x, 0 dt (7.47) 

and 

aUSi', E'^^'E) = ^ j . J ~ ^ J_"^ e-^'"'Xinc(»<, 0 dt. (7.48) 

7.3e The Incoherent Approximation 

In view of the interpretation given above of the pair distribution functions, the 
"distinct" part of G, i.e., Gd(r, t), contains all the interference effects of 
the scattering. The reason is that interference is the result of the addition of the 
scattering amplitudes from different, i.e., distinct, atoms, and the correlations 
between such atoms are entirely contained in G^. It was seen in §7,Id that these 
interference effects are important in elastic scattering, giving rise, for example, 
to Bragg peaks at particular angles with single crystals and to scattering cross-
section peaks in polycrystalline materials, as in Fig. 7.2. 

For inelastic scattering, however, especially in polycrystalline solids and in 
liquids, the interference effects are much less important.^* Consequently, in 
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considering inelastic scattering, it is a good approximation to set G^ = 0; then 
equations (7.34) and (7.35) can be combined to give 

<^s(E')fi^', E' ^ Si, E) 

in accordance with equation (7.33). This result is known as the incoherent ap­
proximation, but it is important to recognize that both â oh and CTI„C are included. 
All that has really been done is to neglect the "distinct" part of the pair distri­
bution function that gives rise to interference effects. Since Ĝ  is complicated, 
the incoherent approximation represents a substantial simplification over the 
original form of the scattering function. 

Because interference effects are usually significant for elastic scattering, par­
ticularly from crystals, it is evident that the incoherent approximation will not 
generally be satisfactory for treating elastic scattering. There are some situations, 
however, when elastic scattering is unimportant. For example, in a large homo­
geneous thermal reactor, the spectrum of thermal neutrons will be determined 
mainly by the competition between neutron thermalization and absorption. The 
thermalization or, more correctly, the energy transfer is determined to a great 
extent by the inelastic scattering. Thus, although the elastic scattering will affect 
the neutron transport properties, it will have little influence on the energy 
transfer in a large system. The incoherent approximation is then permissible. 

Another situation of interest in which the incoherent approximation can be 
used is for scattering by hydrogen. It was seen in §7. Id that for randomly 
oriented proton spins, neutron scattering by hydrogen is almost entirely in­
coherent. In these circumstances, the neglect of Ĝ  in equation (7.34) for the 
coherent scattering will cause very little error. 

7.4 SCATTERING IIM BOUND-ATOM SYSTEMS 

7.4a Results of Quantum Mechanical Calculations 

Detailed calculations of the neutron scattering law in bound-atom systems 
usually begin with the intermediate scattering functions, x(x, 0 and xinc(X) 0 
defined by equations (7.45) and (7.46). These functions can be calculated from a 
quantum-mechanical description of the dynamics of the scattering system. In 
particular, it has been shown ̂ ^ that for scattering for a system of N nuclei of one 
kind that 

N 

Xcoh(x, 0 = ;^ 2 2 A(r)<^.k-"<^<V'.'<»|^.> (7.50) 
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and 
N 

Xino(K, 0 = ; ^ 2 2 ^i(70<^i|e-"'''<°V<'''.<»|^,>, (7.51) 
1 = 1 i 

where the symbols <| |> indicate that a quantum mechanical expectation value 
is to be computed by integration over the variables of the wave function ^,. In 
these equations the indices / and /' refer to the various scattering atoms present, 
whereas / labels the quantum mechanical state of the system. The quantity 
Pt(T) is the probability that the system is initially in the quantum state repre­
sented by ^, with energy Et, so that, according to statistical mechanics. 

-EJkT 

From equations (7.50) and (7.51) it is possible to derive the intermediate 
scattering function for any system in which the quantum states are known. For 
example,̂ ® in considering a molecular gas in its electronic ground state it is often 
a good approximation to write the wave function, ipt, as the product of the 
known translational, rotational, and vibrational wave functions, i.e., 

^i - 0i(D^i(B)^l(V)-

For realistic scattering systems, such as crystalline solids and molecular liquids, 
the quantum states are not known in detail, and it is then the practice to apply 
an approximate model for calculating the scattering function. In order to under­
stand the features such a model should have, it will be useful to consider a few 
relatively simple scattering systems. 

7.4b intermediate Scattering Function for Monatomic Gas 

For scattering from a monatomic gas with atoms of mass Am, the intermediate 
scattering function is found '̂' to be 

Xinc(x, 0 = Xcoh(>t, 0 = exp - y ^ (kTt^ - iht)^. (7.52) 

In this case, xmc = Xcoh since there is no interference between the various scat­
tering atoms; that is to say, there is no contribution from the / # /' terms in 
equation (7.50). By substituting the results of equation (7.52) into equation 
(7.47) or (7.48), and using equation (7.33), it is possible to derive equation (7.26) 
for the scattering function. 

It is worth noting that for small times, equation (7.52) reduces to 

Xmc - exp [2T~ ' ' ) ^°^ ' small. (7.53) 

This result applies more generally than for a monatomic gas; it is usually the 
correct limiting form for small values of t in other systems. 
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7.4c Isotropic Harmonic Oscillator 

In the isotropic harmonic model, the scattering atom of mass Am is considered 
to be bound to other atoms by an isotropic harmonic force; the atoms oscillate, 
as though they were connected by springs, and the restoring force at any instant 
is proportional to the displacement of the atom from its equilibrium (or refer­
ence) position. This model was used in the first attempt to represent neutron 
scattering from bound nuclei.^^ It is sometimes referred to as the Einstein 
crystal model, because it is similar to one used by A. Einstein for computing 
specific heats of solids.^^ If the energy quantum of oscillation is ^OIQ, where CUQ 
is the angular oscillation frequency, then for incoherent scattering the isotropic 
harmonic model leads to^° 

XinoCx, 0 = exp {2^^ [(« + 1)(^*"''' - 1) + "(e-™"' - 1)]}, (7.54) 

where n is the average number of oscillator quanta excited at the existing 
temperature, T, i.e., 

_ _ 1 

If the atom were weakly bound in the crystal, the vibrational energy quantum 
^OIQ would be small in comparison with the thermal energy kT; then since 
hwt^\kT « 1, the expression for n reduces to n = kTjhmo. If this value for n is 
inserted into equation (7.54) and the exponentials are expanded and the limit is 
taken for CUQ -> 0, the result is the same as equation (7.52) for a monatomic gas. 
Thus the scattering atom behaves as if it were free in a gas, since the weak 
binding has essentially no effect on neutron scattering. Although this result has 
been derived for a particular model, it is true in general when the vibrational 
energy is small in comparison with kT ^^; thus, the monatomic gas model 
represents the high-temperature limit for scattering from bound systems. In 
practice, vibrational energies are often in the vicinity of 0.1 eV; hence the tem­
peratures would have to be very high, e.g., »1000°K, for the limit to be realized. 

The limit of strong binding or low temperature, i.e. when huiQJkT ^ 1, is 
somewhat more interesting; then n ;i; 0, and equation (7.54) becomes 

This zero-temperature form of xmc would apply to a situation in which the 
neutron could only lose energy in a scattering collision, since the oscillating 
atom is initially in its lowest energy state. 

If the bound (macroscopic) scattering cross section, a^, is represented by 

O'b = < ĉoh + <^lnc, 

then in the incoherent approximation, i.e., using equations (7.47) and (7.49), the 
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zero-temperature isotropic harmonic oscillator equation (7.55) gives the scattering 
function as 

oAE')f{Sl', E' -> Si, E) 

= ^J4^T-J'° «" ' '" ' exp \ K ^ ie'""* - 1 ) | dt. (7.56) ATT y E 277« J _00 \2Amu}o J 

Upon expanding the exponential as 

- p {2:^(^'"°' - )̂} = - p (-2S;;;) 2 ^ (2:£;;;)"^"-»' 
n = 0 

and using the representation of the Dirac delta function (see Appendix) 

^ f" e"^J? = 8(x), (7.57) 
^TT J _ 00 

it is found that 

aAE')f{Si', E' -> Si, E) 

= r y i '̂'P (~^) 2 -1 (yj^)" (̂̂  - "'̂ -o), (7.58) ATT ^ E \ 2AmcoJ ^—1 n! \2Amcoo/ 
n = n 

which is the form derived by E. Fermi.''^ 
It will be noted that the nth term in the expansion contains S(€ — nhwo) and 

thus corresponds to the excitation of n vibrational quanta of the oscillating 
atom, with an energy loss of nhwQ by the neutron. The expression of equation 
(7.58) is consequently known as the phonon expansion since the «th term repre­
sents the creation of n phonons in the crystal (§7.1c). 

The energy transfer cross section may be found by integrating equation (7.58) 
over all scattering angles, /HQ ; the total scattering cross section is obtained by 
integrating over all final energies, E. If the total scattering cross section is 
denoted by CTS(£"), i.e., 

a,{E') = 2 "n{E'), 
n = 0 

then, from equation (7.58), 

In this equation, e and K̂  are functions of E, E', and of the scattering angle, 
Ho, given by 

€ = £ " - £ • 
and 

h^K^ = 2m(E' + E - 2IXOVEE^) 
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as in §7.3b. The dSi in equation (7.59) is replaced by 27r J/XQ, and the variable 
changed from /̂ o to x, where 

2Am<DQ 

then 

Irf/xol = —1== \dx\-
2VEE' 

Upon integrating equation (7.59) first over E, the delta function requires that 

E = E' — nhoio, 

and introduction of the variable x leads to 

a,(E') = ̂ ^l-.(''* x-e-dx if E'lhojo^n 

4 £ nlj^_ ^ygO) 

= 0 if E'lhaio < n, 

where the limits of integration are defined by 

( V ^ ± ^/E' - nhojof 
AHWQ 

In particular, the cross section for no phonon excitation, i.e., n = 0, is given by 

At low neutron energies, there is not sufficient energy available to excite phonons, 
so that the total scattering cross section is 

CTs(£") = ao{E') for E' small. 

It follows from equation (7.61), therefore, that 

(7,(£")-^o-b as £ " ^ 0 , (7.62) 

as expected. At higher energies, however, it is seen that CTO(£") decreases as l/£". 
The phonon expansion developed above, in equations (7.56) through (7.62), is 

for a zero-temperature oscillator. A similar phonon expansion can be made for 
finite temperatures, but the results are more complicated.^^ For oscillators at 
finite temperature, the scattered neutron may gain energy by absorbing phonons 
from the solid as well as lose energy by the creation of phonons, i.e., absorption 
of energy by the solid. 

To return to the zero-temperature phonon approximation, it is of interest to 
examine the results for the scattering of neutrons by bound protons, i.e., 
hydrogen atoms, for which A = \. The curve in Fig. 7.7^* shows the calculated 
ratio of as{E')la^Q, where O^Q, defined in §7.3a, is the scattering cross section of 

file:///dx/
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free gaseous hydrogen atoms, as a function of the neutron energy relative to the 
phonon (vibrational quantum) energy, i.e., E'IHCOQ. The value of tiso for hydrogen 
is taken to be aJ4, in accordance with the arguments in §7.1c. Hence, from equa­
tion (7.62) for E' = 0, it follows that Os{E')la^o = 4. As E' increases, it is seen 
that the scattering cross section ratio decreases approximately as IjE', provided 
E' < hwo and no phonons are excited. When E'lfia>a is 1, one phonon can be 
excited, and there is a sudden increase in the scattering cross section due to the 
contribution of cr^iE'); there are subsequent jumps at E'jhcoo = 2 when two 
phonons can be excited and contribute to the total scattering, and so on. 

It is seen from Fig. 7.7 that at the higher neutron energies the scattering cross 
section approaches the monatomic gas value, i.e., as(£')/'fso = 1. It can be 
shown ̂ ® that, at such neutron energies, the energy transfers are about the same 
in scattering from monatomic hydrogen gas, i.e., free protons, as from oscillator 
(bound) protons with the same average kinetic energy. Thus, at high neutron 
energies, e.g., E' > lOhaio, the scattering is not significantly affected by the 
chemical binding of the scattering atoms. On the other hand, it is clear that, in 
the phonon model, there will be no energy transfer at all from the neutron to the 
bound atom when E' < hw^, and the transfer will be small for £ ' s; HCDQ. 

The theory described above, of neutron scattering by protons bound by an 
isotropic harmonic potential, is of interest for several reasons. In the first place, 
the model exhibits the effects of chemical binding in an especially simple and 
clear manner. Second, it furnishes an introduction to methods for treating more 
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realistic scattering solids. Furthermore, it turns out to be a good first approxi­
mation to the scattering in some actual moderators, particularly zirconium 
hydride.^^ 

In the crystal lattice of zirconium hydride, each hydrogen atom is at the center 
of a tetrahedron formed by four zirconium atoms. Because of the large mass 
ratio, AzrlAn ~ 91, and the symmetrical environment of the protons, the bind­
ing IS quite well approximated by considering the protons to be harmonically 
bound, as in an Einstein solid, with hcDQ = 0.137 eV. The (microscopic) scattering 
cross sections of hydrogen in zirconium hydride, obtained by subtracting the 
cross section for zirconium from the experimental values for the hydride, are 
shown in Fig. 7.8 as a function of neutron energy.^'' The resemblance to Fig. 7.7 
IS striking, the rounding off of the curve in Fig. 7.8 at neutron energies of hw^, 
2hojo, etc., IS due to thermal motion of the bound atoms. 

A discrepancy between the isotropic harmonic model and an actual crystal 
arises from the possibility that a neutron having energy less than ACOQ may lose 
energy even at low temperatures. The reason is that, in the crystal, the neutron 
can excite other vibrational modes, namely, the so-called acoustical modes, with 
energies less than ^OJQ, the energy of the Einstein oscillator.'^^ 

7.4d Scattering by Real Crystalline Solids: Cubic Crystals 

In the theory of the solid state ̂ ^ it is well known that the Einstein crystal 
represents only a crude approximation to the phonon spectrum, i.e., the spectrum 
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of vibrational frequencies, of a real monatomic crystal. For the Einstein solid, 
the vibrational frequencies are required to be multiples of cuo, but in actual 
situations they do not have this simple relationship. For scattering from a simple 
cubic crystal it is possible, however, to devise a scattering law, not much more 
complicated than that for an Einstein crystal, which has been widely used for 
treating inelastic scattering from crystalline moderators. 

In making this derivation, the following approximations and assumptions are 
involved: (1) The incoherent approximation is used; that is, as in §7.3e, inter­
ference effects are neglected. (2) It is assumed that atoms of only one kind are 
present in the solid; they are bound by harmonic interatomic forces in a crystal 
with cubic symmetry having one atom per unit cell in the crystal lattice. (3) The 
possible vibrational modes (or quanta) are described by a continuous spectrum, 
/(o)), normalized so that 

i: fioj) dco=l. 

where f{w) dw is the probability that the lattice will have normal modes of 
vibration between w and co + dw. In practice, there will be an upper limit, 
'"max. to the frequency spectrum, and this is allowed for by setting/(oi) = 0 for 
"> > «^max-

Under these conditions, the intermediate scattering function may be written 
a s " 

Xinc(x, 0 = exp | | ^ [y(0 - y ( 0 ) ] | (7.63) 

where 

y (0 = I ] coth (^^ jcos ojt + i sin cot y— dw. (7.64) 

The function y(0) is obtained from equation (7.64) by setting / = 0; thus. 

By extending/(ct>) to negative frequencies by defining/(-co) =/(co), it can be 
shown that 

>'(̂ ) - > ' (« )=J -„ 2:ilihwi2kT) (^-'"' - 1 ) ' - (^-6^) 

Upon combining equations (7.47), (7.48), and (7.49) with (7.63) and (7.65), the 
double differential scattering cross section is given by 

e 
' — 00 

-ietlli ..iE')fi^',E'^Si,E)^^J§lj 

l2Am J - 00 2£o sinh (h(ul2kT) 2A^ J - 00 2isinh(;^W2^r) (-^"' ' '^ H ''• ^''''^ 
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This expression has been used extensively for obtaining inelastic scattering cross 
sections in thermalization studies, and appropriate computer programs have 
been developed.^^ In these codes, the function/(co), as well as the temperature 
and the mass number, A, of the scattering material specify the problem. 

Some comments may be made concerning equation (7.66). First, if only one 
mode of vibration is allowed, then this expression reduces to equation (7.54) for 
a harmonic oscillator (or Einstein crystal). In verifying this, allowance must be 
made for the inclusion of both positive and negative frequencies in equation 
(7.66),/(c<j) for a single mode of vibration must then be represented by 

f(w) = S(CU - UJQ) + 8(CU + COQ), 

thus permitting frequencies of COQ and — CUQ. 
A phonon expansion may be made for the scattering, just as in §7.4c, by ex­

panding the exponential as a power series, i.e., 
00 

n = 0 

The nth term in this expression can then be shown to correspond to the excitation 
or absorption of n phonons. In practice, i f / (^) is known, then the first few 
terms in the expansion may be evaluated numerically, but the higher terms are 
so complicated that they are usually approximated. 

It has been found that equation (7.66) gives reasonably accurate values for 
inelastic scattering cross sections even when the conditions assumed in its 
derivation are not satisfied. Thus, it has been applied to solids in which the crystals 
do not have cubic symmetry, the interatomic forces are not harmonic, and there 
IS more than one atom per unit cell. In performing the computations for such 
materials, the function f((u) is usually taken from some model of the crystal 
dynamics from which the normal modes of vibration can be evaluated. As an 
example, scattering by graphite will be discussed in §7.4h. It is also possible to 
derive approximate values of/(co) from measured scattering cross sections, as 
will be seen in §7.4g. 

Typically, values of the double differential cross section calculated from 
equation (7.66) agree with those obtained experimentally. There may be marked 
discrepancies at some values of energy and momentum transfer, but the over-all 
trends are reasonable. Moreover, for reactor calculations, the main concern is 
the effect of the scattering cross sections on the neutron spectrum in the system. 
Errors in detailed aspects of the cross sections can often be tolerated because 
they have little effect on the neutron spectrum. It is important to note, however, 
that if the model used for computing (j^f is not firmly based on the physics of the 
scattering medium, then experimental checks must be made on the validity of the 
calculated spectrum. 

Efforts are continually being made*^ to assess or remove the approximations 
mvolved in the derivation of equation (7.66). Nevertheless, it appears that the 
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inelastic cross sections derived from this equation are adequate for a variety of 
neutron transport problems. 

Since equation (7.66) makes use of the incoherent approximation, in which 
interference effects are neglected, it is evident that it cannot be applied to 
elastic scattering, for which interference effects are important. For systems in 
which transport of thermal neutrons is significant, the coherent elastic scattering 
should be taken into account. This involves the evaluation of Xcoh> given by 
equation (7.50), using the techniques of solid-state theory; the details are, 
however, beyond the scope of this book.*^ 

7.4e Liquids: Model of the Diffusing Atom 

A simple and suggestive classical model has been proposed for treating the 
scattering of neutrons by monatomic liquids.** An atom is considered to be 
diffusing in the liquid, and the pair distribution function, Gg(r, t), can then be 
found by using its classical interpretation as the probability that an atom 
present at the origin at time zero will be at r at time t. If the position probability 
of the atom is governed by the diffusion equation 

^ = DvV^G,, (7.67) 

with D a diffusion coefficient, together with the condition 

G,(r, 0) = 8(r), 
then the solution is 

exp(-?-^/4I>t;0 

It will be observed that equation (7.68) is similar to the expression derived from 
Fermi age theory for the slowing down of neutrons from a point source.*^ More 
generally, the result is famihar in heat conduction.*^ 

By using equation (7.68), the incoherent intermediate scattering function may 
be obtained from equation (7.46). Upon performing the Fourier transforma­
tion,*'' the result is 

Xinc(.yi,t) = expi-K^Dvt), (7.69) 

In more accurate theories of scattering by liquids, the coefficient of K-̂ , i.e., Dvt, 
is replaced by more general functions of the time.** 

7.4f The Gaussian Approximation 

In all the scattering models considered above, the intermediate scattering 
function in the incoherent approximation can be written in the form 

Xinc(x, 0 = exp 1 ^ [y(0 - y (0) ] | . (7.70) 
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For the simple cubic crystal, this actual expression was used in equation (7.63); 
it is also applicable to the Einstein crystal and the free monatomic gas, which 
have been seen to be special cases of the cubic crystal (§§7.4c, 7.4d). Moreover, 
the classical model of an atom diffusing in a liquid, i.e., equation (7.69), is of the 
same form with 

, , 2DvAm 
yit)= ^ t . 

According to equation (7.65), the function y(t) — y(0) is negative for / > 0 
for the cubic crystal, and it is also negative for the diffusing atom. It follows, 
therefore, that equation (7.70) is a Gaussian function of K for any t > 0. Thus, 
insofar as the dependence of Xmc on K, the momentum transfer, is concerned, 
equation (7.70) is Gaussian for all the cases considered. 

Because of its considerable generality, equation (7.70) has been used ex­
tensively for determining scattering from systems, such as liquids, for which 
accurate theoretical treatments are not available. Under these circumstances, it 
is known as the Gaussian approximation. In applying this approximation, y{t) 
must be known and it is often derived from equation (7.65) with/(aj) estimated 
from physical considerations. An application of this procedure in connection 
with the scattering of neutrons by water is described in §7.4h. 

The function y{t) — y(0) may be given a simple classical interpretation by 
more or less reversing the derivation for the diffusing atom. It can be shown 
that the Fourier transform of xinc(x> 0 gives the pair distribution function, 
Gs(r, t). Thus, the Fourier inversion theorem*^ applied to equation (7.46) yields 

Gs(r, 0 = 8 ^ I e-«'''>x,„e(x, /) dx. (7.71) 

If this is combined with equation (7.70), using the definition 

-a^^^-n,i^h, (7.72) 
2Am 

it is found that 

exp ( —/• /̂4a^) 
(47rfl2)3 

Gsir, t) = —^^2.3,2 (7.73) 

It should be observed that G^ is properly normalized as a probability, i.e., 

j G 3 ( r , 0 d r = 1, 

and that the mean of r^ is given by 

p = { r'^G^ij, t) dr = 6a2. 
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Thus, the expected mean square displacement of the atom during the time /, 
i.e., r^, is proportional to a^ and hence to y{t) — y(0). This is the required 
physical significance of the latter function. 

Since the foregoing is based on a classical interpretation of Gs(r, t), it should 
be employed only with classical forms of y{t). These may be found from ex­
pressions derived earlier by considering the classical limit of ^ ^ 0. For example, 
in the case of a monatomic gas, equation (7.52), together with equations (7.70) 
and (7.72), gives, in the limit h-^0, 

kT 
a" = 2 Am 

t^ (monatomic gas). 

Similarly, for the other models: 

a^ = -— 
Am Jo CO 

' ^ ^ ' ( 1 cos lot) dw (simple cubic crystal) 

kT I — cos Wot 
Am wl 

(harmonic oscillator or Einstein crystal) 

and 
a^ = Dvt (diffusing atom). 

The values of a ,̂ i.e., one-sixth the mean square displacements, for these models 
are plotted in Fig. 7.9 as functions of time, with arbitrary scales.^" The vibra­
tional frequency spectrum of the crystal was assumed to be of the Debye form 

4 6 
TIME, SEC (X 10'^) 

10 

FIG. 7.9 VALUES OF THE QUANTITY a^ AS FUNCTION OF TIME FOR VARIOUS 
MODELS (AFTER G. H. VINEYARD, REF. 44). 
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/(co) = 3co /̂co|,ax.̂ ^ A conjectured behavior for an atom in a liquid is indicated 
by the broken curve; at short times this is like the one for a monatomic gas (or 
simple crystal) and at long times it parallels that of a diffusing atom. 

7.4g Experimental Determination of Scattering LaAA/s 

As noted in §7. la, scattering cross sections in the thermal region are complicated 
functions of the neutron energy; it is thus not practical to measure these cross 
sections over the full range of neutron energies and scattering angles. Such 
scattering cross sections as have been determined experimentally are useful, 
however, in at least two respects. First, they may be compared with the predic­
tions of theoretical models, thereby confirming or indicating deficiencies in the 
theory, as in §7.4c. Second, the experimental cross sections may be used to 
determine some parameters or a function in a semiempirical expression for the 
scattering cross sections. Once this determination has been made, the cross 
sections for other neutron energies and scattering angles may be computed from 
the given expression. 

To illustrate the latter application, suppose that an inelastic scattering cross 
section has been measured and that it is desired to fit it to the form of equation 
(7.66), which applies to a simple cubic crystal. Thus, the function/(co) is to be 
determined. First, the function 5s(x, e) is derived from the experimental cross 
sections by means of equation (7.38) using the incoherent approximation. 

Furthermore, according to equations (7.38) and (7.66), 

S^ivi, e) = : f e - " " exp \ ^ ^ urt, ni^T, (^"'"' - 1) "̂̂  dt. 27r J _ 00 l2Am J - 00 2co sinh {hwj2kT) J 

(7.74) 
For small values of K ,̂ i.e., small momentum transfer, the exponent in the square 
brackets in equation (7.74) may be expanded. By using the representation of the 
delta function in equation (7.57), it is thus found that if e = — ̂ co, then 

hm ^ \ '' = ^r-r-^—• . ,> , , . _ , , / ( co ) , (7.75) 
x^o I /<• J 2Am 2co sinh {hwj2kT) ' 

which can be solved for/(co) if 5s(>t, e) is known for small x. Thus, by extrapo­
lating results derived from the measured scattering cross sections to low momen­
tum transfers, it is possible to derive an empirical frequency function, /(co), for 
use in the scattering law. Once/(a)) is available, a^f can be computed for all 
neutron energies from equation (7.66). In practice, the function Ss,{a, jS), defined 
by equation (7.44), is generally used rather than 5's(x, e) for extrapolation pur­
poses.*^ In this case, it is found that the frequency function is given as a function 
of iS( = ^co/A:r) by 

/(i?) = 2i3 sinh (iiS) lim BtiM. 
a-O L « J 
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It should be mentioned that there are a number of difficulties in determining 
the semiempirical scattering laws in the manner indicated above. In the first 
place, substantial corrections may have to be made to the experimental data to 
correct for multiple scattering*^ and for elastic and coherent scattering. In 
addition, it is necessary that the scattering law should be both reasonable 
physically and simple enough to be determined from the experimental data. In 
the next section, mention will be made of some semiempirical scattering 
calculations. 

7.4h Applications to Actual Moderators 

The considerations of the preceding sections will now be applied to actual 
moderators, graphite and water, in particular. Some reference will also be made 
to the results for other moderators. 

Graphite as Moderator 

The crystal structure of graphite is somewhat unusual. The carbon atoms are 
arranged in a hexagonal pattern in planar sheets; adjacent atoms in each sheet 
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FIG. 7.10 PHONON SPECTRA FOR GRAPHITE DERIVED FROM TWO DIFFERENT 
MODELS (AFTER J. A. YOUNG AND J. U. KOPPEL, REF. 55). 
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are bound strongly, but the atoms in different sheets interact only weakly. Thus 
graphite is highly anisotropic; the thermal conductivity, for example, is quite 
different in the directions parallel and perpendicular, respectively, to the sheets 
of atoms. Nevertheless, values in good agreement with the measured double 
differential inelastic scattering cross sections of polycrystalline graphite have 
been obtained by using equation (7.66) for a cubic crystal in the incoherent 
approximation.** For these calculations, the phonon spectra,/(co), in Fig. 7.10, 
were derived from models of the interatomic forces in graphite; the values for 
two slightly different models are shown.** The details of either spectrum are not 
to be taken too seriously because they result from specific features of the calcu-
lational model used. The general characteristics of the phonon spectra in Fig. 
7.10 are believed to be reasonable; thus, they give fairly good agreement with 
the observed specific heat of graphite. 

Simpler frequency spectra have been derived by the semiempirical method 
described in §7.4g.** As an example, the spectrum,/(j8), extrapolated from scat­
tering measurements on graphite is given in Fig. 7.11,*'' together with one of the 
calculated spectra from Fig. 7.10, also expressed as/(j8). It is apparent that the 
frequency distributions are similar although they differ considerably in detail. 

0 3 

0.2 
Ql 

T = 295°K 
•— YOUNG-KOPPEL CALCULATION 

EXTRAPOLATED FROM MEASUREMENTS 

FIG. 7.11 COMPARISON OF PHONON SPECTRA FOR GRAPHITE CALCULATED 
AND EXTRAPOLATED FROM SCATTERING MEASUREMENTS (AFTER F. CARVALHO, 
REF. 56). 
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For most practical purposes, any one of the phonon spectra in Figs. 7.10 and 
7.11 could be used; the resulting neutron spectra would be very similar. 

In addition to the inelastic cross sections for graphite obtained from equation 
(7.66) and the Young-Koppel frequency spectrum in Fig. 7.10, the elastic 
scattering cross section has been computed without using the incoherent ap­
proximation.*" The total scattering cross sections obtained in this way are in 
good agreement with observation, as can be seen from Fig. 7.12; this shows the 

0 001 00( 0 1 
NEUTRON ENERGY, eV 

FIG. 7.12 EXPERIMENTAL AND CALCULATED CROSS SECTION OF GRAPHITE; 
GASKET AND SUMMIT REFER TO CODES USED IN THE CALCULATIONS (AFTER 
J. A. YOUNG, REF. 58). 
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calculated melastic, elastic, and total scattenng cross sections for graphite as 
functions of the neutron energy, compared with the experimental points. The 
almost vertical line at the left represents the Bragg cutoff in the coherent (elastic) 
scattering, followed by fine structure due to interference effects (§7.Id). 

For comparison with experimental data, the thermal neutron energy spectrum 
has been calculated for graphite using scattering cross sections determined from 
(a) the crystal model and (b) the monatomic gas (A = 12) model. The sources 
from slowing down from higher energies were obtained by the procedure de­
scribed in §7.7a, and allowance for leakage was made on the basis of diffusion 
theory by writing 

V J = -DV^ = DB^ 

for the leakage term in the conservation equation (1.17). Since the experimental 
medium was large, a simple diffusion theory approximation to the leakage was 
justified. 

The results of the calculations are given in Figs. 7.13 and 7.14, for tempera­
tures of 323°K and 810°K, respectively.^^ The experimental points were obtained 
with a large block of graphite poisoned with boron so that the microscopic 
absorption cross section for a neutron of 0.025 eV energy is 0.4 barn per carbon 
atom. A pulse of fast neutrons was generated in the block and the spectrum of 
thermal neutrons was measured by the time-of-flight method.®" The extent of the 
boron poisoning was chosen so as to maximize the sensitivity of the spectrum to 
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FIG 7.13 EXPERIMENTAL AND CALCULATED NEUTRON ENERGY SPECTRUM IN 
GRAPHITE AT 323°K (AFTER D E PARKS, ET AL , REF. 59). 
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FIG. 7.14 EXPERIMENTAL AND CALCULATED NEUTRON ENERGY SPECTRUM IN 
GRAPHITE AT 810°K (AFTER D. E. PARKS, ET AL., REF. 59). 

binding effects. For much less boron, the spectrum would be close to Max-
wellian no matter what the mechanism of thermalization, whereas for much 
more, relatively few neutrons would reach thermal energies. 

From the figures, it is apparent that the effects of atomic binding in the graphite 
are substantial at (or near) normal room temperature, whereas they are much 
less at high temperature. Moreover, the effect of binding becomes less significant 
for higher neutron energies; as noted in §7.4c, the monatomic gas model is then 
a good approximation. At both ordinary and high temperatures the experi­
mental data are seen to be well reproduced by the crystal model. 

It is evident, therefore, that the scattering cross sections derived from a 
relatively simple binding model are sufficiently accurate for computing the 
thermal neutron spectrum in a reactor. There still remains, of course, interest in 
improving the theoretical approach and in understanding more clearly the 
importance of the various approximations made.®^ 

Water as Moderator 

The scattering of neutrons by individual water molecules, as in water vapor, 
could be calculated from first principles. The energy of the molecule can be 
described in terms of three degrees of freedom of translation, three of rotation, 
and three of vibration. A quantum mechanical formulation of each type of 
motion has been made.^^ By using available data from molecular spectra to 

CRYSTAL 
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o o o EXPERIMENTAL 
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derive the P,{T) values, the intermediate scattering function could then be com­
puted from equations (7.50) and (7.51). Water vapor is, however, of no great 
interest as a moderator. 

For liquid water, the situation is much more complicated and no complete 
theory is available. It is believed that the atomic vibrations are much the same in 
the liquid as in water vapor, but the rotational motion is strongly hindered and 
the translation is completely changed. In an early model, called the Nelkin 
model,^^ to be considered below, the hindered rotational motion was approxi­
mated by a torsional oscillation. Although later models have a somewhat better 
physical content and give better agreement with measured double differential 
scattering cross sections, the over-all results are essentially equivalent.®* 

For the calculation of scattering in liquid water by the Nelkin model, the in­
coherent approximation is used to treat the scattering by the hydrogen; as seen 
in §7.3e, this should be a good approximation for uncorrelated proton spins. In 
addition, the Gaussian approximation is employed, with a spectrum, /(to), 
representing a set of discrete oscillator frequencies; this is equivalent to the use 
of equation (7.66) with 

4 

/(to) = 2^-^K^ - '"i)' 
1 = 1 

FIG. 7.15 EXPERIMENTAL AND CALCULATED DIFFERENTIAL SCATTERING CROSS 
SECTIONS IN LIQUID WATER AT VARIOUS INCIDENT NEUTRON ENERGIES (AFTER 
J. R. BEYSTER, REF. 64). 
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where Aitn is a somewhat arbitrary effective mass of the ith quantum state. The 
first term in this summation is chosen to represent the translational motion of 
the free gas molecules, i.e., with ^ i = 18 and cô  = 0 (§7.4c). The second term 
was taken to represent the hindered rotation (torsional oscillation) with Aoja = 
0.06 eV, whereas the remaining two terms were for vibrational modes with 
ficDa = 0.205 eV and hm^ = 0.481 eV. The masses associated with these motions 
were taken to be Az = 2.32, A^ = 5.84, and A^ = 2.92. 

The single differential scattering cross section, cr/(£'; Si.' -> SI), which is the 
integral of of{E', SI' -> E, SI) over E, computed in the manner indicated above, 
is compared in Fig. 7.15 with experimental data and the results of free (mon­
atomic) gas model calculations.®^ Agreement of the Nelkin model with experi-
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FIG. 7.16 EXPERIMENTAL AND CALCULATED NEUTRON ENERGY SPECTRUM IN 
WATER WITH ADDED CADMIUM POISON (AFTER J. R. BEYSTER, ET AL., REF. 67). 
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FIG. 7.17 VARIOUS SEMIEMPIRICAL PHONON SPECTRA IN WATER AND FRE­
QUENCIES OF NELKIN MODEL (AFTER W. GLASER, REF. 70). 

ment is seen to be good. Somewhat less satisfactory agreement has been obtained 
between calculated and observed values of the double differential cross section.®® 

Many comparisons have also been made of computed and experimental 
thermal neutron energy spectra in light water with various added poisons. The 
calculational procedure was the same as described above for graphite. An 
example of the results obtained, in which the observations were made with a 
pulsed neutron source in conjunction with time-of-flight measurements, is 
shown in Fig. 7.16.®'' The bound (Nelkin) scattering model is seen to represent 
the actual spectrum quite accurately, whereas the gas model is less satisfactory. 
It may be mentioned, however, that various semiempirical treatments of water 
as a free gas with a particle mass depending on the neutron energy have been 
appreciably more successful than indicated in Fig. 7.16.®® 

A number of improvements of the Nelkin scattering model for liquid water 
have been proposed and compared with experimental data.®^ In addition, the 
semiempirical method has been used to develop better treatments of hindered 
translation and rotation. The results of some determinations of the phonon 
spectrum,/(;8), for water are shown in Fig. 7.17, where the vertical lines indicate 
the discrete frequencies of the simple Nelkin model.''® 

Other Moderators 

Models have also been developed for treating the scattering of thermal neutrons 
by other moderators, including heavy water (deuterium oxide), beryllium, and 
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zirconium hydride.''^ These will not be discussed in detail, but some comments 
are of interest. 

The dynamics of a DjO molecule in liquid heavy water is similar to that of the 
H2O molecule in ordinary (light) water. Thus, three vibrational modes together 
with hindered rotation and translation characterize the behavior of the atoms in 
the D2O molecule. By using the incoherent approximation, a model has been 
developed for scattering in heavy water, similar to that described above for 
ordinary water, except that the quantities oj, and Ai differ in the two cases.''^ 

There is, however, a further problem in connection with neutron scattering by 
heavy water. It was pointed out in §7.Id that the scattering from protons, i.e., 
light hydrogen nuclei, with randomly oriented spins was almost entirely in­
coherent. But this is not so for scattering from deuterons with random spins, for 
which the microscopic a^an = 5.4 barns and CTI„O = 2.2 barns. Consequently, the 
effects of interference in the scattering from the two deuterons in the D2O 
molecule must be considered. In addition, the oxygen atom contributes rela­
tively more to the scattering term in D2O, and this contribution may interfere 
with that from the deuterons. These interference effects have been taken into 
account in a refinement of the model referred to above.''^ 

Scattering models for beryllium are similar in principle to that already de­
scribed for graphite. The main difference, as far as inelastic scattering is con­
cerned, is that a different phonon spectrum must be used in the incoherent 
approximation.''* The coherent effects, which are important for elastic scatter­
ing, depend upon the crystal structure (§7. Id), and so they will, of course, not be 
the same for beryllium as for graphite. 

It has been already noted (cf Fig. 7.8) that neutron scattering by the hydrogen 
atoms in zirconium hydride is remarkably well represented at high energies by 
the isotropic harmonic oscillator model. For further refinements in treating this 
and other moderators, the literature should be consulted.''^ 

From the examples considered above, it is evident that the simplified models 
of bound scattering systems, with appropriate modifications, can be used to 
furnish the thermal neutron scattering cross sections required for reactor calcu­
lations. In particular, the incoherent Gaussian approximation has been found to 
have a wide range of applicability. 

7.5 THERMALIZATION AND NEUTRON TRANSPORT 

7.5a Introduction 

In the preceding sections, various methods have been described for calculating 
the scattering of thermal neutrons by bound nuclei. Such calculations are an 
essential aspect of nuclear reactor physics because the cross sections have not 
been measured, at least not for the full range of parameters required to specify 
the scattering. The calculational models may thus be regarded as techniques for 
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interpolation and extrapolation from the measured cross section data. In 
addition, however, the models have much intrinsic physical content. 

Once a model is available for computing the double differential scattering 
cross section, crs/(r; SI', E' -^ SI, E), as a function of neutron energy, it may be 
used to generate multigroup constants by the methods described in Chapters 4 
and 5. In practice, this is usually done by setting up a fine energy mesh, contain­
ing a hundred or so energies to span the range 0 < £ < 1.0 eV. The cross 
sections at these mesh points are then used to generate the group cross sections. 

In all the scattering models discussed in the preceding section, CTJ/S turned out 
to be a function of K̂  and c only, and not of the vector x. Such was the case for 
all the inelastic cross sections, based on the incoherent approximation, and for 
the elastic cross sections for polycrystalline solids and molecular liquids, al­
though it is not so for single crystals. This means that the double differential 
cross sections are usually functions of the initial and final neutron energies and 
of fJiQ = SI' • SI, but not of SI' and SI separately. Consequently, the required 
Legendre components of the scattering between any two energies, E' and E, of 
the mesh may be computed, e.g., 

I PiMfJsfsir; E' ^E, ixo) dfio, 

from the scattering model. These values are then used in the numerical integra­
tion over group energies to determine the group constants for the thermal 
neutrons. 

As in any problem of the evaluation of group constants, the number of groups 
required depends on the available knowledge of the neutron energy spectrum 
within each group. If the energy dependence of the neutron flux in the thermal 
range is known accurately, then all the thermal neutrons might be treated as a 
single group. This could be done, for example, in a large homogeneous reactor 
where the thermal energy spectrum could be computed by the Bf, method 
(§4.5c). The group constants could then be calculated for a single group, using 
cross sections obtained from an appropriate scattering model. Of course, if the 
spectrum is known to be very nearly Maxwellian throughout the system, then 
detailed calculations of the scattering cross sections would be unnecessary. 

For more complicated cases, such as heterogeneous systems with marked 
temperature gradients, the neutron spectrum will not be known. A substantial 
number of thermal groups, e.g., ten or so, will then be required and the results 
will not be very sensitive to the flux weighting within the individual groups. 

Any of the methods developed in Chapters 4 and 5 may be used for treating the 
transport of thermal neutrons by the multigroup method. A particularly im­
portant thermalization problem is that for a lattice with temperature gradients; 
the Sfi method can then be employed for cell geometry with reflecting (or white) 
boundary conditions. If the lattice geometry is sufficiently complex, it may be 
necessary to use the Monte Carlo approach. Another procedure, based on 
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collision probabilities, will be described here; it has been used extensively for 
treating neutron thermalization problems in heterogeneous systems. 

7.5b The Method of Collision Probabilities 

The method of collision probabilities is derived from the integral transport 
equation (1.29) with isotropic scattering; the time-independent form of this 
equation is 

^(r, £) = J Kit, T', E) [I a/(r'; E' -> E)<i>{r', E') dE' + Q{r', £)j dV, {1.16) 

where the kernel K is defined by 

Kir r' F\ - exp[ -T(£ ; r ' ^ r ) ] 

and T is the optical path length (§1.2b), i.e., the number of mean free paths be­
tween the points r' and r. It should be noted that it has been assumed that the 
source, as well as the scattering, is isotropic. 

The energy variable in equation (7.76) may be converted into multigroup form 
by integrating over an energy interval in the usual manner; the result may be 
written in the form 

Ur) = I K,{r, r ' ) [ 2 cr,-.,(r')^,-(r') + e,(r')] dV, g=\,2,...,G {1.1%) 
9' 

where the group-averaged quantities are defined in much the same way as in 
Chapters 4 and 5. 

Suppose it is desired to solve the equations (7.78) for the thermal neutrons in 
a lattice cell represented in cross section in Fig. 7.18. In treating the thermal 
groups alone, Qg can represent the neutrons which are slowed down into thermal 
groups from higher energies; an estimate of Qg can then usually be made easily 

MODERATOR 

FUEL 

COOLANT 

FIG. 7.18 LATTICE CELL. 
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(§7.7a). The lattice cell is now divided into a large number, /, of subregions, such 
that within each of these regions the flux and source in any group may be taken 
to be constant. Within the /'th subregion (;' = 1 ,2 , . . . , / ) , let 

and let the flux be ^g^, and the source Qg,. 
The equations (7.78) may now be rewritten, with the volume integral ex­

pressed as the sum of/volume integrals over each of the /subregions; thus, 

1 = 1 g' ' 

where K, is the volume of the /th subregion. If this expression is integrated over 
the yth subregion, the left-hand side of equation (7.79) becomes V,fg,„ and if 
Kg^^^j is defined by 

K^.i^i = -^ f f Kg{r, r') dV dV, (7.80) 

the result is 

7 a 

^'•' == 2 [ 2 '̂ »'-'.'" '̂'.' + e..i]^...^y 7 = 1, 2,..., /. (7.81) 
1 9' = 1 

Once the transport coeflracients, Kg_i^„ have been determined, this set of alge­
braic equations can be solved for the values of ^g_,. 

The transport coefficients are closely related to the collision probabilities 
which were treated in §2.8, as can be seen in the following manner. If the cross 
sections in group g are assumed to be constant, it follows, from the definition in 
equation {1.11), that 

Kg{T, r') = ^(r, r'. Eg) = '"""^ ^^J^^l'^'f'^^' (7-82) 

Then, from equation (7.80), 

Kg.,., = U \ "p^rrf-;.""^^^ dv dv. (7.83) 

From the considerations in §1.2c, however, it is known that the quantity 

'̂ .w'̂ p r̂:̂ -̂'!""'̂ ^^^ (7.84) 
' 47r|r — r p 

is the probability that a neutron born at r', with energy Eg, will have its next 
collision within the small volume element dV about r; ag{T) is the total cross 
section for a neutron of energy Eg at r. It follows, therefore, that the average 
probability for a neutron born in Fj to have its next collision in V, can be found 
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by averaging the expression (7.84) over r' in F, and integrating over r in V,. If 
the result is denoted by Pj.i-y, in the notation of §2.8b, then 

'• ' K, Jv,}v, 47r|r - r'|2 

Upon comparing equations (7.83) and (7.85), it is seen that 

(7.85) 

which is the required relation between the transport coefficient and the collision 
probability in the gth group. 

The coefficients A ĝ.t-y can be determined in several different ways including, 
in appropriate cases, (a) analytic or numerical evaluation of the integrals in 
equation (7.83), {b) by high-order 5^ methods, or (c) by Monte Carlo techniques. 
If the second or third of these procedures is used, then it is probably easiest to 
compute the collision probabilities and then to obtain the transport coefficients 
from equation (7.86). 

The system of equations (7.81) can be solved by iterative methods, starting 
with a guess of the flux distribution, similar to those described in Chapter 4. A 
computer code, known as THERMOS, based on this technique has been em­
ployed to a considerable extent.''® The method is most useful for small lattice 
cells where the number of subregions, /, is not very large. The reason is that in 
integral transport theory each subregion communicates directly with all other 
such regions; that is to say. A',,,,, is finite for all values of / andy, and so the 
number of coefficients will be P for each group. In the P^ or Ss method, how­
ever, based on the ordinary (differential) form of the neutron transport equation, 
each space point communicates only with adjacent space points with a simple 
coefficient. Hence, when / must be large, the Pf, or S^ approach is preferable to 
that involving collision probabilities. 

It should be recalled, in conclusion, that in the foregoing treatment the 
scattering has been assumed to be isotropic. This restriction is not easily re­
moved, although in principle it would be possible to work with the integral 
equation (1.31) for anisotropic scattering and such scattering has been incor­
porated into collision probability codes.'''' In practice, however, good results 
can often be obtained by using the transport approximation described in §5.4b, 
or in other ways.''* 

7.6 EIGENVALUES AND THERMALIZATION PROBLEMS 

7.6a Introduction 

In preceding chapters, the eigenvalues a and k were treated with special emphasis 
on their relation to criticality. In these problems, the presence of fissile material 
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was essential, since fission was responsible for neutron multiplication and for the 
possibility of criticality. Moreover, only in fission could the neutrons gain sig­
nificantly in energy; hence, fission was required in order that the energy spectrum 
could be self-regulating in the range up to around 10 MeV. 

In thermalization problems some eigenvalues are also of interest; this is not 
because they are associated with criticality but because they can be measured 
and related to energy transfer and neutron transport properties of the thermal-
izing medium. The eigenvalue problems in thermalization arise from considering 
a medium which contains no fissile material but in which there is a neutron 
source. The character of the source will be seen to define the eigenvalue problem. 

After the neutrons from the source are slowed down into the thermal energy 
range, they can either gain or lose energy in scattering collisions with the nuclei in 
the thermalizing medium. Such scatterings will tend to bring the neutrons into 
thermal equilibrium with the nuclei, i.e., into a Maxwellian energy spectrum 
(§7.2a). On the other hand, absorption and leakage will, in general, tend to 
prevent the neutrons from attaining complete equilibrium. As a result, the actual 
spectrum will deviate from the Maxwellian distribution. By studying these 
deviations, especially as they appear in certain eigenvalues, information can be 
gained concerning those properties of the medium which were mentioned above. 
For example, scattering models may be confirmed or modifications may be 
indicated.''* 

7.6b Types of Eigenvalue Problems 

Among the more interesting neutron sources are those with a simple time de­
pendence, namely, a short pulse or a sinusoidal time variation, or a simple space 
dependence, e.g., a plane source. After a short neutron pulse, the neutron 
population decays with time and it is of interest to consider the asymptotic time 
behavior of the angular flux. This inquiry leads, as in §1.5a, to an a eigenvalue 
problem in which solutions are sought of the time-dependent transport problem 
represented by 

where a, is the appropriate time decay eigenvalue. For a system of thermal 
neutrons, as is under consideration in this chapter, the transport equation (7.9) 
for the eigenvalue «( can then be written as 

2i (P, + a. VO, + {a, + a,)<D, = jj c,m dSl' dE'. {l.Sl) 

Since no fissile material is present, there is no possibility that aj can be positive. 
Solutions to equation (7.87) may be expected, however, for various negative 

values of a, and the least negative of these, i.e., ao, is of greatest interest. As 
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before (§1.5c), the associated eigenfunction, <l'o, will be nonnegative. It was men­
tioned in §1.5c that for sufficiently small systems there may exist no solution to 
equation (7.87) for UQ. In thermalization studies, the dependence of UQ on the 
size of the system can be measured and related to theoretical results using 
various scattering models, as will be seen in due course. 

Another simple source is a steady (time-independent) plane source in an in­
finite medium. Such a source may, for example, be approximated by the neutrons 
leaking from the face of a reactor into an exponential column. The rate at which 
the neutron flux falls off with distance from the source gives the thermal-
neutron relaxation length (§2.2b). If the plane source is at A: = 0, then for large 
positive values of x, asymptotic solutions of the form e'^" may be sought. 
Hence, by writing 

<D(x,M,£) = e-'^-(D(M,£), (7.88) 

the time-independent transport equation for x > 0 is 

-;t.K(D(^, E) + K ( £ ) + a,(£)]<D(^, E) = ^^ <TJ,(D(^', E') dSl' dE', (7.89) 

with K as the eigenvalue.* 
It will be recalled that in one-speed theory with isotropic scattering (§2.2b), 

one such value of K was found, namely, K = l/v,,, and it was associated with the 
asymptotic solution of the transport equation. In thermalization problems, if 
the cross sections were independent of energy and the scattering isotropic, IJVQ 

would also be the desired eigenvalue. But for realistic cross sections, which are 
energy dependent, the situation is more complicated. In one-speed theory there 
was a singular solution for any K > a, i.e., for v < 1 (§2.2c); for energy-depen­
dent problems singular solutions also exist when K is sufficiently large, but they 
are not of primary interest here. 

A further possibility is a sinusoidal (or neutron wave) source, located at A: = 0, 
varying as e'"'. In this case, solutions of the wave form 

(^{x, IX, E, t) = <I)(/x, E)e-'"'*'''^ 

appear reasonable.! The eigenvalues K could then be sought for a fixed w, and 
they would satisfy the transport equation 

^ - MK + a, -f a,j<D(^, E) = j ^ aJ,(D(^', E') dSl' dE'. (7.90) 

From neutron-wave experiments with modulated sources, an attempt can be 
made to determine the dependence of K on a>.®® 

* The eigenvalue K is frequently represented by K, but the latter is used earlier in this 
chapter to indicate change in momentum. 

t Note that cu refers to the imposed frequency of the (sinusoidal) source; it is not related 
in any way to the phonon frequencies in §7.4d. 
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TABLE 7.1. PARAMETERS AND RELATED EIGENVALUES 

Experiment 

Pulsed source in infinite medium 
Pulsed source in large (finite) medium 
Diff"usion length measurement 
Neutron wave experiment 

a 

a + o-ooWo 
a + OaoVa 

OaoVo 
ill) + OaoVo 

b 

0 
iB 
- K 

- K 

Parameter 

"aoVo 

Eigenvalue 

a 

a 

K 

K 

Greater generality can be achieved by taking two other matters into considera­
tion. First, in a large but finite medium the spatial dependence of the neutron 
angular flux may be wefl approximated by a sinusoidal function, e.g., O cc e'^". 
For a pulsed source in such a medium, the asymptotic solutions might be ex­
pected to be of the form e"''*''^"; the equation for the eigenvalue a is then 

2 + iB,x + a, + a,)(D(,x, E) = jj aJMf^', E') dSi' dE', (7.91) 

which is the same as equation (7.90) with a substituted for to and iB for — K. 
Second, if the absorption cross section varies as Ijv, then CT^ in equation 

(7.91) may be replaced by OaoVolv, where a^o is the cross section at an arbitrary 
reference neutron velocity, VQ. It is then seen that ajv and a^ may be combined 
to give (a -I- aao^o)lv and the quantity a + â ô o may be regarded as an eigen­
value. By considering various media which differ only in a^o, e.g., in their boron-
10 content, it would be predicted from equation (7.91) that a + (Jaô o should 
remain constant. 

All the equations presented above may be included in the general form 

-^ + bf. + <r,{E)^ <t>{f,, E) = ^^ aJMt^', E') dSl' dE', (7.92) 

where a and b may be regarded as complex numbers; one of these may be fixed 
as a parameter and the other sought as an eigenvalue, as indicated in Table 7.1. 
It is thus apparent that the results of various kinds of experiments can be related 
to each other; an example of such a relationship, based on diffusion theory, is 
given in §7.6e. 

7.6c Existence of the Eigenvalues 

In the foregoing discussion, the eigenvalues being sought correspond to well-
behaved, i.e., positive and reasonably continuous, eigenfunctions. Thus singular 
eigenfunctions, such as occur in one-speed theory, are not being considered. It 
is possible, however, that under some conditions there will be no eigenvalues 
with well-behaved eigenfunctions. 

If, in equation (7.92), a = b = 0, then it is apparent from equation (7.10) that 
the Maxwell distribution <t) = M{E, T) is a solution. This means that if a = 0 
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and b is the eigenvalue or if 6 = 0 and a is the eigenvalue, then in either case 
there exists a zero eigenvalue with a Maxwellian eigenfunction. Moreover, it is 
generally found ®̂  that if either a or i is fixed and small, then the eigenvalue 
exists and may be determined by perturbation methods. If, however, a or b is 
fixed but large, then it may be that no well-behaved eigenfunctions exist. It will 
be seen later that this statement needs some qualification, but, in a rough way, 
it is a useful summary of the situation. 

Another point to bear in mind is that there are some limits which the various 
eigenvalues may not exceed. Eigenvalues exceeding the limit belong to a con­
tinuous spectrum and are associated with singular eigenfunctions, much as in 
§2.2c.* For the complete solution of a pulsed neutron source or a neutron wave 
(sinusoidal source) problem, these singular eigenfunctions would have to be 
taken into consideration, but for asymptotic solutions, in time or space, the 
discrete eigenvalues are sufficient, provided they exist. 

The K Eigenvalue 

The conditions for the existence of discrete eigenvalues may be derived in con­
nection with the neutron diffusion length experiment by rewriting equation 
(7.89) in the form 

[-MK + a(£)]<t(^, E) = jj aJ,<^Q.', E') dSl' dE'. (7.93) 

Since positive values of O are being sought, the right-hand side is positive; 
hence, K cannot exceed (y{E), for, if it did, — /xK -f a{E) would be negative for 
/i = 1. If [CT(£')]min denotes the smallest values of the total cross section as a 
function of neutron energy, then for discrete values of K to exist, the condition is 

K < [o{E)Ur.. (7.94) 

It has been shown ̂ ^ that real values of K larger than [(T(£')]min belong to the 
continuous spectrum and are associated with singular eigenfunctions. 

The experimental conditions under which a discrete eigenvalue, i.e., a relaxa­
tion length, may or may not exist are of interest. According to equation (7.88), a 
discrete eigenvalue implies that, at distances far from the source, the neutron 
population will decay approximately as e'^", with the same exponent for all 
neutron energies represented in the spectrum. This asymptotic (or equilibrium) 
spectrum is independent of the neutron source. Since neutrons of energy E 
cannot decay faster than e'"^^''", the spectrum as a whole cannot decay faster 
than exp {—[<y{E)^ia]x} and this imposes the limit in equation (7.94). 

Intuitively, the asymptotic spectrum, independent of the source, implies an 
efficient transfer of energy between the neutrons and the scattering nuclei, so 
that an equilibrium spectrum can be established. If some strong effect opposes 

* It is also possible that a point eigenvalue might be "embedded" in the continuous 
spectrum, but this does not generally seem to occur in thermalization problems.'^ 
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the attainment of equilibrium, then it is reasonable to expect that there will be 
no equilibrium spectrum and hence no discrete eigenvalue. Three such effects 
are noted below: {a) a direct contribution from the source at an energy for which 
a{E) is small; {b) strong absorption, and {c) leakage in a finite medium. 

For liquid and gaseous media, the minimum value of the total cross section, 
i.e., [a{E)]^i„, will occur at the highest neutron energy in the problem, as in 
§7.3a. If this minimum value is too small, then well-behaved eigenfunctions may 
not exist. Consider, for example, a plane source of fission neutrons in a modera­
tor.** For this problem, the energy range will be 0 < £ < 10 MeV, but it is 
possible that, far from the source, there will be an asymptotic spectrum of ther­
mal neutrons and negligible numbers of fast neutrons. Such will be the case for 
moderators of graphite, beryllium, and heavy water. In ordinary water, how­
ever, the distribution of neutrons far from the source is governed by those 
neutrons of highest energy which have streamed from the source without 
making any collision with nuclei. These high-energy neutrons represent a 
singular population and no discrete eigenvalue K exists. For source neutrons of 
lower energy [a{E)]jnin is larger and K may then exist.'^ 

For crystalline moderators, the minimum value of a{E) will occur for energies 
just below the Bragg cutoff (see Figs. 7.2 and 7.12). At such energies, the elastic 
scattering cross section is zero and the inelastic scattering will be very small, 
especially at low temperatures. With such small values of [o{E)]^ia, there may 
again be doubts about the existence of the K eigenvalues. 

Next, consider the effect of an absorber mixed with the moderator. Suppose 
that, for the pure moderator, a discrete relaxation length exists. As absorber is 
added, K will increase, i.e., the asymptotic neutron spectrum will decay more 
rapidly with distance. It is of interest to know if, for a finite concentration of 
absorber, K will reach the limit given by equation (7.94), so that, for higher 
concentrations, there will be no asymptotic spectrum. 

For the particular case of an absorber for which a{E) varies as l/v (or l /V^) , 
it has been proved that such a critical concentration does exist®®; for higher 
concentrations, the absorption is so strong that asymptotic spectra cannot be 
established. It might appear, therefore, that for a sufficiently high concentration 
of a 1/y-absorber, there would not be an exponential relaxation of the neutron 
flux far from the source. Nevertheless, it has been found, both theoretically®'' 
and experimentally,®® that the decay is very nearly exponential with a relaxation 
length greater than [cT(£')]min-

A somewhat similar vanishing of the discrete relaxation length is found in the 
diffusion of neutrons in a finite medium, such as a prism, finite in the_ x and y 
directions but infinite in the z direction and with a source at z = 0. Asymptotic 
solutions, with approximately exponential decay with distance in the z direction, 
are sought; as before, they must satisfy equation (7.94). It has been found that, 
for a sufficiently thin prism, there is no discrete eigenvalue, K, i.e., no solution 
with exponential decay.®^ 
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Finally, in experiments with a modulated neutron source, there may be no 
waves if the modulation frequency is sufficiently high. That is to say, when w is 
too large, there will be no discrete eigenvalue K for equation (7.90). However, 
when the response of a detector is examined, wavelike solutions may be found. 
The study of modulated sources is attracting considerable interest and the 
literature on this and related topics is expanding rapidly.^® 

The a Eigenvalue 

The foregoing has concerned the K eigenvalue (or relaxation length); considera­
tion will now be given to the a eigenvalue (or time-decay constant). As seen in 
Chapter 1, these eigenvalues may not exist if the system is very small, i.e., with 
dimensions of the order of a mean free path or less. Broadly speaking, a small 
system corresponds to a large value of the buckling, i.e., large B in equation 
(7.91). For small systems, however, the approximation of e^^" for the spatial 
distribution of the flux is a poor one; the transport equation should then be 
solved with free-surface boundary conditions. When this is done it is found that 
there is a lower limit for a^,'^^ and if the system is small there may be no values 
of a above this limit. 

The occurrence of this limit may be understood from a heuristic argument. 
Consider the integral transport equation for the eigenvalue a with isotropic 
scattering, in a homogeneous medium, i.e., 

(̂r, E) = j \ ^'^P^'^^^i^/Jff'^'^''^ <̂ /(r'; E' -. E)^, E') dV'dE'. 
(7.95) 

This is the same as equation (7.76) except that T{E', r' -^ r) in the exponential 
term has been replaced by {a{E) + a/y]|r — r'|. Since a homogeneous medium 
is under consideration, the optical path length, T, would normally be replaced 
by cr(£')|r — r'| because both quantities represent the number of mean free 
paths between r and r' (§1.2b). For the eigenvalue problem, however, it is neces­
sary to add ajv to the total cross section, i.e., ajv appears as an absorption cross 
section (§1.5f). For the present problem, 2 = 0, and solutions are being sought 
of the form 

<̂ (r, E, t) = <̂ (r, E)e<^K 

Upon substituting this expression into equation {1.16), together with the value 
of T given above, equation (7.95) is obtained. 

It is reasonable to suppose that a must be such that the exponential in equa­
tion (7.95) never becomes both positive and infinite, for if such an exponential 
were allowed, it would appear that <I>{T, E) would be unbounded and, therefore, 
singular and not well-behaved. If this view is accepted, then there are two cases 
to be examined: (a) unbounded media and {b) bounded media. 
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For an unbounded medium, such as a slab (finite in thickness but infinite in 
the two other dimensions), |r — r'| can become infinite and hence it is required 
that a{E) + ajv ^ 0 or, in other words, 

«o > — [v(^{E)]min for unbounded medium, (7.96) 

where [!̂ <j(£')]min implies the minimum value of va over the energy range under 
consideration. All values of a < — [fa(£')]min belong to the continuous spectrum, 
i.e., they are associated with singular eigenfunctions.^^ It should be noted that 
for one-speed theory (§1.5c), all discrete eigenvalues were constrained to have 
a > — vcr, and a continuum of eigenvalues with singular eigenfunctions was 
found for more negative values of a. Hence, the present argument is consistent 
with rigorous one-speed results. It is known that ag always exists in one-speed 
problems, but for the energy-dependent situation, KQ may not exist for suffi­
ciently thin slabs, as will be seen below.^^ 

For bounded media, |r — r'| will be finite, but a{E) + ajv will diverge as 
f ^ O . In particular, all absorption cross sections vary as \jv at low energies, 
and, in most models, the inelastic cross sections, e.g., as in equation (7.25), also 
show the same {IJVE) dependence. In any event, to keep the exponent in equa­
tion (7.95) negative as f -> 0, it is required that 

ao > — lim [va{E)] for bounded medium. (7.97) 
li->0 

In practice the conditions given by equations (7.96) and (7.97) usually coincide 
because the minimum value of va is generally also the limiting value as the 
neutron energy (or speed) approaches zero. 

For a finite medium ao must then be not smaller than the limit in equation 
(7.97) for the eigenvalue to be discrete. But, as smaller and smaller systems are 
considered, it is to be expected on physical grounds that ag will decrease mono-
tonically. Hence, there might be a size for which 

ao = — lim [va{E)] 
V--0 

and for smaller sizes a^ would not exist. These expectations have been confirmed 
by rigorous analysis for the monatomic gas scattering model ̂ * and for idealized 
models of scattering by solids.®® It has been shown that there is a limiting value 
of tto, equal to that given above, i.e., —lim [va{E)] as r ^ 0, and that this eigen­
value does not exist for small systems. It should be pointed out, however, that 
proof of the existence of this limit for finite systems depends on use of the trans­
port equation in the limit of zero energy, where it is not strictly valid (§1.5c). If 
the range of neutron speeds is artificially bounded away from zero, then no such 
limit is found for finite systems.®® 

7.6d Calculation of Eigenvalues and Eigenfunctions 

In obtaining the general features of eigenvalues and eigenfunctions, considerable 
use has been made of approximate degenerate scattering functions.®'' But when 
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fairly realistic models are used to describe neutron scattering from liquids or 
crystals, such as the incoherent Gaussian approximation, the resulting a, and 
(jj/s are so complicated that the eigenvalues (and associated eigenfunctions) can 
be obtained only by numerical methods.®® An alternative approach is then to 
apply multigroup procedures to the energy variable. 

Consider, for example, the problem of computing the set of time-decay 
eigenvalues {a^ for a system in which the spatial dependence of the neutron flux 
can be approximated by e*^". Equation (7.91) is then applicable and the scatter­
ing function can be expanded as a sum of Legendre polynomials, in the usual 
way; thus, 

00 

^- + iB^ + a(£)] <^{f., ^) = 2 ^ ^ nt^>.iE' -> Eyf,iE'), (7.98) 
1 = 0 

as in equation (4.2). In this expression, B is regarded as known and a is the 
desired eigenvalue (Table 7.1); alternatively, a could be known with B to be 
determined. In either case, a solution could be found by expanding <l>(/i, E) in 
Legendre polynomials, as in Chapter 4, and introducing a multigroup repre­
sentation of the energy. Many groups could be used in the usual manner in 
order to minimize uncertainties in the group constants. 

If a Pw expansion is used for <l>(/i, E), there would be obtained a set of 
(A'̂  + \)G homogeneous linear equations for the Â  -I- 1 Legendre components 
of the flux in G groups. A solution would be possible only if the determinant of 
the coefficients were zero and this condition would lead to {N -\- \)G possible 
values of a and thus {N + \)G eigenvalues. It is expected, and confirmed by 
experience,®® that the eigenvalue with the largest real part is real and is asso­
ciated with a positive eigenfunction; this is ao and it may be compared with ex­
perimental values. Once an eigenvalue has been determined, the associated 
eigenfunction can be found by solving a system oi{N + \)G linear homogeneous 
algebraic equations for the (A'̂  -I- 1)G components of the eigenfunction. 

Since the (A'̂  -I- \)G values of a referred to above are found as roots of a poly­
nomial, they are all discrete. It is natural to consider, therefore, what has 
become of the continuous range of eigenvalues, for which a < — {va{E)]^^^, 
associated with the singular eigenfunctions. In practice, they show up as easily 
recognizable discrete eigenvalues because the corresponding eigenfunctions have 
a rapid and irregular dependence on energy.̂ ®® In the multigroup problem these 
discrete eigenvalues have a less than the minimum of va as it occurs in the multi-
group representation of v (or E) and a. 

In the multigroup treatment, ao exists even for arbitrarily small systems; that 
is to say, the eigenfunction associated with the largest (least negative) real a is 
possible for all values of B.^°^ Indeed, this is true not only when the spatial 
dependence of the flux is approximated by e'^", but also for the multigroup 
thermalization problem for a slab with free-surface boundary conditions.^®^ 
When the theoretical treatment predicts that a^ should not exist for a continuous, 
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i.e., nongroup, distribution of the energy, but a value is found by multigroup 
methods or by experiment (or both), it is sometimes referred to as a "pseudo-
fundamental" eigenvalue. It is believed that although this ao is not the largest 
time-decay constant for the neutrons in the system, it may approximate the rate 
at which most of the neutrons decay.-̂ "^ 

The experimental evidence concerning the existence of decay rates exceeding 
the limit given by equation (7.97) is controversial. Experiments on such small 
systems, typically with dimensions of the order of a neutron mean free path, are 
difficult to perform and interpret. Although decay rates exceeding the limit have 
been reported, it is not certain that they truly represent exponential decay.̂ ®* 

In the approach described above, B and a could be represented as complex 
numbers, so that the whole variety of eigenvalue problems considered in §7.6b 
could be treated in the same way. Alternatively, an attempt could be made to 
solve equation (7.98) by the B^, method (§4.5c). This would have the advantage 
of rapid convergence, but the disadvantage that the eigenvalues appear in a 
much more complicated form. The procedure has been used to find funda­
mental eigenvalues, such as ao,̂ °® but it is probably less suitable than the P}^ 
method for treating higher eigenvalues. 

Instead of using a multigroup representation of the energy, the energy de­
pendence could be expressed as a complete set of energy functions, such as the 
Laguerre polynomials. Considerable work has been done along these lines, 
generally with quite approximate scattering functions.•'°® 

7.6e Eigenvalues in Diffusion Theory 

In diffusion theory, the relationship between some of the eigenvalues noted in 
§7.6b is especially clear. The source-free, time-dependent diffusion equation for 
a plane homogeneous medium [cf equation (4.18)] is 

\ '-^^^ - ^ I S + ( ^ ° + -^^ = J '^so{E' - E)<f>{x, E', t) dE', (7.99) 

where the absorption cross section has been explicitly taken to vary as \jv, i.e., 
<̂a = <^aoVojv. Consider, first, a problem involving a pulsed source of neutrons 
with a spatial dependence of the flux approximated by e'^" and the eigenvalue 
tto to be determined. The equation for ao is then of the form 

J « o J _ ^ + DB^ + <7,(£)],^(£) = J a,a{E' -^ E)<j>{E') dE'. (7.100) 

Next suppose a diffusion length, i.e., the decay of the thermal flux with dis­
tance from a steady source, is being measured in a medium with varying amounts 
of a l/y-absorber. Let 
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where CT„O has the same significance as before and SCT̂O represents the effect of the 
absorber. Since the source is a steady one, the flux will not depend on time and 
it wiU depend on space as e"'^^. Hence the equation for K, is 

J^o^jtiEs® j,^ _ DK' + a,(£)j^(£) = I a,o(£' -> E)<f>{E') dE'. (7.101) 

Equations (7.100) and (7.101) are seen to be of the same form, with —K̂  in 
equation (7.101) replacing B^ in equation (7.100) and Sâ o replacing ao- Since ao 
must be negative, it follows that StJao and ao must be opposite in sign, assuming 
that absorber is added, rather than removed, i.e., Sa^o > 0. The similarity 
between the two equations indicates that the pulsed neutron results may be 
continued to negative B^ so as to connect with the diffusion-length results, as 
shown in Fig. 7.19.^°'' In the pulsed neutron region, ao is the eigenvalue with B 
as the variable parameter, whereas in the diffusion-length (or static) region K 
is the eigenvalue and 80^0 is the parameter. 

The following features of Fig. 7.19 are of interest: (1) The value of |ao| 
cannot exceed {(jv)min, as noted in §7.6c. (2) When B^ = 0, i.e., for an infinite 
medium, ao = —OaoVo', this situation is discussed further below. (3) When 
SCTaot̂o is zero, K is denoted by KO; the quantity 1/KO = LQ is then the diffusion 
length for thermal neutrons in the unpoisoned medium, i.e., the flux will vary as 
€'""•0. (4) The maximum value of K cannot exceed the minimum value of <J{E), 

as shown by equation (7.94). 
The expected correspondence between pulsed source and diffusion-length 

experiments has been observed in practice. The results of measurements made 

FIG. 7.19 CONTINUITY OF DIFFUSION-LENGTH AND PULSED-NEUTRON REGIONS 
(AFTER H. C. HONECK, REF. 105). 
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FIG. 7 20 DIFFUSION-LENGTH (STATIC) AND PULSED-SOURCE MEASUREMENTS 
IN WATER (AFTER P. B. PARKS, ET AL., REF. 108). 

in water, for example, are given in Fig. 7.20^°®; the ordinates are K.^j{(rao + SCTOO) 

and the abscissae are a^Q + Sa^o, with the cross sections corresponding to 
£•0 = kT {T = 293°K). For the pulsed-source region, a^o + Scr̂ o becomes 
<̂ao + «o and K̂  becomes — B^. The curve shown in the figure was calculated °̂® 
for the pulsed region by using the Nelkin model (§7.4h) and extrapolated into 
the static region."® 

In the discussion of Fig. 7.19, it was noted that when B^ = 0, i.e., for an 
infinite medium, a^ = — aaofo for a system containing a 1/r-absorber; it has not 
been established, however, that — CTaofo is a fundamental eigenvalue. If the fore­
going values of B^ and ao are inserted in equation (7.100), the latter becomes 

cj,{E)^{E) = J a,,{E' -> E)4>{E') dE', (7.102) 

which is equivalent to equation (7.10) for the flux in an infinite, source-free, 
nonabsorbing medium. As noted in §7.2b, the Maxwell distribution 

<I>{E) = M{E, T) 

is a solution of this equation. Hence, M{E, T) is an eigenfunction of equation 
(7.100) and —OaoVo is the corresponding eigenvalue. Furthermore, it can be 
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shown^^^ that — Waô o is indeed the fundamental eigenvalue ao, i.e., the one with 
the largest real part. It follows, therefore, that for an infinite medium with a 
l/r-absorber, ao = — Caofo and the fundamental eigenfunction is M{E, T), so 
that the neutron flux has a Maxwellian distribution. Although this result was 
derived from the diffusion theory equation (7.100), it is quite general, since for 
a space-independent solution in an infinite medium there is no diffusion and no 
net current. 

7.6f Deviations from the Maxwell Distribution 

In this final section, the manner in which the flux eigenfunctions associated with 
the various eigenvalues deviate from a Maxwellian distribution will be ex­
amined. For the pulsed-source experiment in an infinite medium, i.e., B = 0 in 
equation (7.91) or (7.100), ao = —OaoVo, and the eigenfunction is Maxwellian, as 
just seen. For a large but finite system, the diffusion equation (7.100) may be 
used with a finite but small value of B in order to obtain the dependence of the 
eigenvalue, a, and the eigenfunction, <^(£), on the size of the system, i.e., on B. 
For this purpose, it is convenient to rewrite equation (7.100) for a 1/r-absorber 
in the form 

ll±^^0(,^,.]^E).MS). ,7.103) 

where q is defined by 

# ( £ ) = J a,o(£' -^ E)<j>{E') dE' - Os{E)<l>{E). (7.104) 

By integrating equation (7.104) over all energies and noting that 

ja,o{E'-^E)dE=a,{E'), 

it is seen that 

fq<l>{E)dE = 0 (7.105) 

for any function <I>{E). 
For small values of B, a perturbation method may be used in which a and (̂  

are expressed as power series in B^; thus, 

a = ao -I- aifi2 + a^B* + ••• (7.106) 

<I>{E) = UE) + B^,{E) + B*UE) + •••• (7.107) 
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Upon inserting these series in equation (7.103) and equating coefficients of 
equal powers of B, it is found that 

''-^±^UE)^qUE) (7.108) 

21+-^^® UE) + [2f + D{E)y,{E) = qUE) (7.109) 

—^ UE) + [^ + D{E)^UE) + "^ UE) = qUE). (7.110) 
ao + 

Equations (7.108), (7.109), and (7.110) are now integrated over all energies 
and it then follows, from equation (7.104), that the right-hand side is zero in 
each case. Equation (7.108) then gives, as expected, 

a o = -OCLOVQ, (7.111) 

and, moreover, from the arguments near the end of §7.6e, 

UE) = M{E, T). 

Consequently, from the integrations of equations (7.109) and (7.110), it is found 
that 

f D{E)M{E, T) dE _ 
-a^=\ — = D (7.112) 

j {\jv)M{E,T)dE 

j[D{E)-{Djv)]UE)dE 
— «2 = ? = — Cd, (7.113) 

j{llv)M{E,T)dE 

where D, the diffusion coefficient, and C ,̂ called the diffusion cooling coefficient, 
are defined by equations (7.112) and (7.113), respectively. 

By making use of equations (7.111), (7.112), and (7.113), equation (7.106) 
may be written as 

« = -OaoVo - DB^ + CaB^ + •••• (7.114) 

It will be noted that D is determined, according to equation (7.112), by the 
diffusion constant D{E) and the Maxwell distribution M{E, T). Hence, the first 
term in equation (7.114) that involves deviations of the neutron flux from the 
Maxwellian distribution is the "diffusion cooling" term, C^B*. The origin and 
naming of this term can be understood from the following discussion. 

A 1/f-absorber does not perturb the Maxwellian distribution in an infinite 
medium because the lifetime of a neutron against absorption by such an ab­
sorber, namely [cta{E)v]~^, is independent of the neutron energy. Hence, all 
neutrons are absorbed at the same rate and the Maxwell spectrum is not per­
turbed by l/r-absorption. This explains why the first two terms on the right of 
equation (7.114) do not represent any departure from a Maxwellian distribution. 
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The lifetime of a neutron of energy £ against leakage from a system, however, 
is approximately [vD{E)B^]-K For gaseous and liquid moderators, the quantity 
vD{E) increases with neutron energy in the thermal region, so that neutrons of 
higher energy leak (or diffuse) out faster than those of lower energy. The net 
effect of this preferential leakage of the more energetic neutrons is to shift the 
neutron spectrum to lower energies relative to a Maxwellian distribution at the 
temperature of the moderator. If the shifted spectrum were to be characterized 
by a "neutron temperature,""^ the latter would then be lower than the modera­
tor temperature. This accounts for the use of the term diffusion cooling. Ac­
cording to equations (7.113) and (7.114), the diffusion cooling coefficient, d , 
represents, in the term C^B^, the first-order effect of the shift in the spectrum on 
the time decay constant, a, of the neutron population. 

In crystalline moderators there is an additional effect arising from the very 
large value of D{E) for neutrons with energies below the Bragg cutoff energy. 
Thus, the leakage of these neutrons of very low energies is also favored. 

The computation of the diffusion cooling coefficient, from equation (7.113), 
requires a knowledge of the deviation, U of the neutron spectrum from the 
Maxwellian distribution. This can be obtained either by numerical methods for 
realistic thermalization models or analytically for simplified models."^ The co­
efficient, C<j, is found to be positive and to be larger for moderators with rela-
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tively poor energy transfer, e.g., graphite, than for those with good energy 
transfer, such as ordinary (light) water. 

The parameters D and C<j can be determined from experimental measure­
ments of time decay (or die-away) with a pulsed neutron source, by fitting the 
dependence of a on 5^ to an expression of the form of equation (7.114) or by 
other means.^^* The results are generally in good agreement with calculations 
based on realistic scattering models. For small systems, where the diffusion 
cooling effect is most significant, representation of neutron leakage by diffusion 
theory, i.e., with a DB'^ term as in equation (7.100), is, of course, not adequate. 
A more accurate treatment of the neutron transport problem is then required to 
yield reliable results. An example of such a calculation is given in Fig. 7.21.̂ ^® 
The experimental values of a, for small spherical light-water systems of various 
radii, are indicated by the points; these may be compared with the curves com­
puted using the ^4 approximation with 30 energy groups, based on either the 
Nelkin scattering model or an improved (anisotropic) model.̂ ^® The agreement 
is seen to be very good, especially in the latter case. 

Perturbation expressions, such as those embodied in equations (7.106) and 
(7.107), can be used in the treatment of other eigenvalue problems.^^'' For 
example, it is found in diffusion-length measurements that there is a "diffusion 
heating" effect analogous to the effect of diffusion cooling just considered, as 
observed in pulsed, die-away experiments. In the diffusion theory of the diffusion-
length experiment, the neutron flux would be assumed to be time independent 
and to vary as e""'' with distance x from the source. The equation for the eigen­
value would then be, according to equation (7.103), 

j £ ^ _ K^i)(^)]^(£) = q^(^E). (7.115) 

This differs from equation (7.103) in the respect that there is no ajv term and 
B^ has been replaced by — K^. For (T<,O = 0, equation (7.115) has a solution for 
K̂  = 0; then q<j>{E) = 0 and the flux has a Maxwellian distribution, according 
to equations (7.102) and (7.104). When ffao is finite, the neutron flux deviates 
from Maxwellian behavior and it is found experimentally that the distribution is 
shifted to higher energies; this is the effect referred to as diffusion heating and 
the neutron spectrum is said to be "hardened." The cause of diffusion heating is 
that neutrons of higher energies diffuse into a given volume element more readily 
than do those of lower energies. In diffusion cooling there is a net diffusion of 
neutrons out of any volume element, whereas in diffusion heating the net diffu­
sion is into the volume element. The neutron energy spectrum is determined by 
a balance between absorption occurring at a rate independent of energy in the 
presence of a Ijv absorber, and diffusion, which is energy dependent. Hence, 
when the neutrons of higher energy diffuse preferentially into a given volume 
element, the spectrum is shifted to higher energies. 
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In addition to diffusion heating, there is a form of spectrum hardening due to 
neutron absorption. It has been seen that, in an infinite medium, the Maxwell 
distribution remains a valid eigenfunction for the eigenvalue otQ, even when a 
l/z;-absorber is present. This means that long after a source pulse, the neutron 
spectrum in a large (infinite) medium will be Maxwellian. The situation is quite 
different in connection with the neutron energy distribution resulting from a 
steady source of fast neutrons, constant in time and space. A slowing-down 
spectrum will then join into the thermal distribution of neutrons, and the latter 
will be shifted to higher energies than for a Maxwellian distribution. Figure 7.22, 
for example, shows the spectrum for neutrons of low energy in water at 296°K 
containing a 1/u-absorber, with CT^ equal to 5.2 barns per hydrogen atom.^^^ 
Similar results are obtained for any finite concentration of an absorber with a 
cross section that is related inversely (or approximately so) to the neutron 
velocity. If, however, the absorber has resonances in the thermal region, the 
energy variation of the flux is different (§8.1f).̂ ^® 

In nuclear reactors, diffusion cooling, due to the leakage of fast neutrons, is 
relatively insignificant except in very small systems, but hardening of the spec­
trum as a result of the absorption of thermal neutrons is generally important in 
thermal reactors. In early treatments, the energy spectrum of thermal neutrons 
was often fitted, somewhat arbitrarily, to a Maxwellian distribution, with an 
empirical neutron temperature, Tj,, which was higher than the actual moderator 
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temperature, T^. Studies have been made of the variation of {T^ — Tm)lT„ with 
the concentration of absorber, and correlations of the form 

have been proposed,^^° where C is a constant and | is the average (free atom) 
logarithmic energy loss per collision (§4.7d). If CT^O is taken as the absorption 
cross section a^iE) at E = kT^, then C is approximately 1.6 for all moderators 
of interest, i.e., with small mass numbers. 

The representation of the thermal neutron spectrum by a Maxwell distribution 
shifted to a higher temperature than actually exists in the reactor is fairly 
satisfactory provided there is little absorption, e.g., for CTao/f<^so ~ 0.2. More 
generally, however, it is not accurate. Nevertheless, the treatment does point up 
the tendency for the thermal neutron spectrum to be hardened relative to the 
Maxwellian distribution at the temperature of the moderator, T„, and indicates 
the extent of the hardening in a qualitative manner. 

7.7 APPENDIX TO CHAPTER 7 

7.7a Source of Thermal Neutrons from Slowing Down 

The source, QiE), of neutrons which are slowed down into the thermal energy 
range can usually be derived from the following simple considerations. A neu­
tron energy, Eo, of the order of 1 eV, is selected and it is assumed that for higher 
energies a purely slowing-down spectrum is applicable (§7.la); that is, 

< (̂£) = ^ for E> Eo. 

The rate at which neutrons are scattered to energies below Eo can then be ob­
tained by using the appropriate scattering kernel as derived in the main part of 
this chapter. If Eo is sufficiently large, it is satisfactory, however, to employ the 
free-atom scattering kernel (§4.2b) 

oJ,iE'-^E)= " \ if aE' ^E^ E' 
(1 - a)h 

= 0 i f £• > £" or £• < aE\ 

where a is (.4 - \fj{A + 1)^. 
The source, Q{E), of neutrons scattered from energies E' above EQ to energies 

E < EQIS then 

Q{E) = r KE')oJXE' -> E) dE' 

^ Os<t>o f"^'" d E ^ 

1 - « J B „ (ET 
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Hence 

= 0 if £ < aEo. 

The expressions derived above are for slowing down in a medium consisting of 
a single atomic species; the results can be readily generalized to a moderator 
containing two or more types of atoms. 

When absorption or leakage is important during slowing down, as in heavily 
poisoned or small systems, the neutron flux above the energy Eo does not vary 
as 1/JE. Improved estimates can be made, however, by the use of age theory or 
slowing-down theory.^^^ If the spatial dependence of the source is required, it 
can usually be taken in some normal mode, e.g., e^^" (cf. §7.6d) for a reactor that 
is not too small. 

EXERCISES 

1. Derive equation (7.20) by considering the two transport equations satisfied by the 
two Green's functions, multiplying each equation by the appropriate M x G and 
integrating over all variables. 

2. Show that equation (7.26) satisfies the detailed balance equation (7.11). 
3. Use equation (7.52) to derive the monatomic gas scattering cross section in 

equation (7.26). 
4. Determine the scattering function S(a, j3) for the monatomic gas, i.e., from 

equation (7.26). 
5. Verify that for high temperatures, i.e., for kT » fiu>o, the harmonic oscillator 

scattering cross section, <JS, reduces to that for a monatomic gas. Try to do the 
same for Osfs-^^^ 

6. Show that equation (7.66) reduces to the equation for an Einstein oscillator if 
/(")) is a delta function. 

7. Simplify equation (7.30) for a "heavy gas" moderator, i.e., for A » 1 and 
E' » kT/A, and show that in these circumstances 

[ " ( £ ' - E)a,iE')UE' -^E)dE = ^2 (£ ' _ 2kT) 
Jo A 

i: (£ ' - EYas{E')fXE' -^E)dE = ^ E'kT. 
A 

8. Consider neutrons being moderated in an infinite medium consisting of a heavy 
gas. Show that the neutron flux, <i>{E), satisfies the differential equation 

o^mE) = ^ ° ^ [(£ - kT^iE) + EkT^-^\ 

(Introduce </>(£•) = (j>{E)jM{E, T) into the transport equation and in the integrand 
expand ^(E') in a Taylor series about E; then use the results of Exercise 7.̂ ^̂ ) 
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9. Show that in a finite medium the presence of a 1/y-absorber will not affect the 
eigenfunction associated with the fundamental a eigenvalue. F ind the effect of 
the absorber on a. If the absorpt ion cross section departs to a small extent from the 
l/v dependence, i.e., Oa = ("aoVo/v) + Sa(E), find a first-order expression for 
the change in a due to Sa. 
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8. RESONANCE 
ABSORPTION 

8.1 RESONANCE CROSS SECTIONS 

8.1a Introduction 

In the "resonance energy" region, from roughly 1 eV to 100 keV, the main 
absorption of neutrons by heavy nuclei takes place at relatively sharply defined 
resonance energies.* A typical example of the cross-section variation in the 
resonance region is provided by uranium-238; the widths of the resonance peaks 
for the («, y) reaction are of the order of 0.1 eV and their energy separation is 
about 20eV(Fig. 8.1). 

In all reactors, some of the neutrons will be absorbed in the resonance energy 
region and in the design of certain reactors, notably those using natural (or 
slightly enriched) uranium as the fuel, an accurate treatment of the resonance 
absorption is essential.^ Moreover, the resonance absorption changes with the 
temperature of the fuel, due to Doppler broadening of the resonances. The 
resultant temperature dependence of the reactivity is then often an important 
feature in the reactor control. For these reasons, consideration will be given in 
this chapter to the physical bases of the effects of resonance absorption on 
criticality and how these effects may be taken into account in reactor design 
studies. 

The pronounced resonance structure in the dependence of cross section on 
neutron energy leads to a corresponding fine structure in the neutron flux. In 

* There is some direct, nonresonance absorption, not involving the formation of a 
compound nucleus, in the resonance region. It appears to have no practical significance, 
although it is of theoretical interest.^ 
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FIG. 8.1 TOTAL CROSS SECTION OF URANIUM-238 VS NEUTRON ENERGY 
SHOWING RESONANCES (ADAPTED FROM BNL-325). 

general, there will be dips in the neutron flux at those energies (and locations) 
where there is strong resonance absorption or scattering. This fine structure 
must, of course, be taken into account in determining group cross sections for 
use in multigroup calculations as described in Chapter 4. 

The detailed energy-dependent cross sections which are required for com­
puting the energy-dependent flux and the group cross sections are not simply 
taken from experimental determinations. One reason is that when neutron cross 
sections are measured in the laboratory, the experimental energy resolution is 
not adequate to yield the required detailed variation of the cross sections with 
neutron energy except toward the lower-energy end of the resonance region. 

Even at sufficiently low energies, however, in what is known as the region of 
resolved resonances, the experimental results are usually expressed better in 
terms of a few resonance parameters, such as the energy of the resonance, its 
amplitude, and width, than as energy-dependent cross sections. Theory is then 
used to reconstruct the latter from the resonance parameters. In some cases, 
such as neutron absorption by uranium-238, this approach has a special ad­
vantage; the resonance parameters can be derived from experimental values of 
the total cross section and then theoretical methods can be used to obtain the 
(n, y) cross sections which are diflficult to measure directly. 

In practice, the region of resolved resonances will depend on the nature of 
nuclide under consideration. When the resonances are widely separated they 
can be resolved up to higher neutron energies than is possible for closely-
spaced resonances. At present, the region of resolved resonances extends up to 
a few kilo-electron volts for the fertile nuclei and to about 50 eV (or so) for the 
important fissile species. 

At higher neutron energies, it is not possible to achieve adequate resolution of 
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the individual resonances; the experimental cross sections then represent 
averages over several (or many) resonances. In this region of unresolved reso­
nances, theory must be used to deduce the probable details of the resonance 
structure. When neutron absorption in this region is important, as it is for fast 
reactors, the necessity for relying on theoretical considerations in deriving the 
cross sections has significant consequences (§8.2a et seq.). 

Another factor which makes it undesirable to use measured energy-dependent 
cross sections in the resonance region arises from the Doppler effect. The 
resonances are broadened as a result of the thermal motion of the nuclei; this 
motion depends on the temperature of the neutron-absorbing medium and on 
the binding of the nuclei. The considerations of Chapter 7 may be generalized to 
describe the thermal motion but, as will be seen in §8.Id, it is usually adequate 
to assume that the velocity distribution of the nuclei is Maxwellian. 

The Doppler broadening of resonances has an important influence on the 
reactivity of a system and, in particular, on its temperature coeflScient. Although 
it can be shown (§8.Id) that the area under a resonance peak is essentially 
independent of temperature, the broadening decreases the corresponding dip in 
the neutron flux. As a result, there is an increase in the product of the flux and 
the cross section, which determines the absorption probability and is involved 
in the group cross sections. This matter will be considered later in some detail 
(§8.3a), but for the present it may be noted that an increase in the temperature 
of the material containing neutron-absorbing nuclei always results in Doppler 
broadening of resonances and an increase in resonance absorption. 

In order to take into account the effect of Doppler broadening on reactivity 
or other reactor properties, the basic cross sections in the resonance region must 
be adjusted appropriately for the broadening before they are used in computing 
group constants. It is not feasible to measure the temperature dependence of 
cross sections, i.e., the actual Doppler broadening, but it is a relatively simple 
matter to take the broadening into account in cross sections which are derived 
from experimental or theoretical resonance parameters. 

In this chapter, the nature of the resonance cross sections will first be ex­
amined; in particular, consideration will be given to the expected energy de­
pendence of cross sections in the vicinity of a resonance. Next, the dependence 
of the neutron flux on the energy will be studied in a homogeneous medium with 
a resonance absorber. The objective is to derive the absorption and group 
constants for such a medium. Subsequently, resonance absorption in a hetero­
geneous medium will be treated. Finally, some applications to thermal and fast re­
actors will be considered and comparisons will be made with experimental results. 

8.1b The Single-Level Breit-Wigner Formula 

The resonances occurring in the neutron cross sections of heavy nuclei arise 
from the combination of a neutron and the target nucleus to yield a compound 
nucleus which may subsequently decay (§8.2b) in various ways, e.g., neutron 
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emission, gamma-ray emission, and sometimes fission. At the peak of a resonance, 
the neutron energy is such as to favor the formation of the compound nucleus 
in a definite quantum state, i.e., with a definite angular momentum (or spin) and 
parity. For the case of a single resonance which is well separated from other 
resonances corresponding to states of the same spin and parity, the variation of 
the cross section with energy can be expressed in a particularly simple form, 
namely, by the Breit-Wigner single-level formula.^ 

Suppose that a neutron, having a spin of ^, i.e., an intrinsic angular momen­
tum of ^H, and an orbital angular momentum of III combines with a target 
nucleus of spin /, where / is either an integer (or zero) or half integral, to form 
a compound state of spin J. According to the vector addition of angular 
momenta,* the spin J must satisfy the requirement that 

unless / > / -I- 1, in which case the lower limit is 0 or -J. 

Reaction Cross Sections 

In the vicinity of a resonance at energy EQ, the macroscopic cross section for a 
neutron of energy E undergoing a reaction of type x, for target nuclei at rest, 
i.e., no thermal motion, is then given by 

where A'̂  is the number of target nuclei per unit volume, required to make a^ 
a macroscopic cross section, A is the reduced de Broglie wavelength of the 
neutron, about which more will be said shortly, r„,r;„ and F are, respectively, 
the width for neutron emission, the width for the reaction x, and the total width 
of the resonance,* i.e., 

r = r„ + 2 r., 
X 

and g, a statistical factor which gives the probability that the particular com­
pound state is realized, is expressed by 

^ 2/-I- 1 
^ " 2(2/ -I- 1)' 

In many situations of interest, only ^-wave, i.e., 1 = 0, neutrons need to be 
considered; then g reduces to 

^ = K^ ± 27TT) 

* The "width" is a measure of the probability that the compound nucleus will decay in 
a specific manner; it is equal to h times the decay constant for the particular process. The 
latter is, in general, dependent on the energy (§8.2b); hence, the widths r„, F^, and T, may 
vary to some extent with energy within a given resonance. 
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unless 7 = 0 when g = I. In practice, the Breit-Wigner equation (8.1) is of 
greatest interest for radiative capture, i.e., x = y, and fission, i.e., x = f 
reactions. 

It should be noted that the Breit-Wigner formula is derived for the center-of-
mass system; hence for a neutron of velocity v, the value of A is given by 

A = A , 
IXV 

with /x the reduced mass of the neutron-nucleus system, i.e., 

Am 

where, as in preceding chapters, m is the mass of the neutron and Am is the mass 
of the target nucleus. The resonance parameters, such as the neutron energy and 
various widths, are then defined in the center-of-mass system. The cross sections 
can, of course, be transformed to the laboratory system, and A will have the same 
meaning as above. Usually, however, equation (8.1) is applied (incorrectly), with 
A = himv, to interpret experimental data in the laboratory system and to derive 
the tabulated resonance parameters.^ Consequently, when the latter are used in 
conjunction with equation (8.1), it is necessary that A be taken to be equal to 
h/mv. For neutron reactions with heavy nuclei, i.e., for A » m, the center-of-
mass and laboratory systems are nearly the same, i.e., fj. x m, so that these 
considerations are of little import. But they must not be overlooked when the 
Breit-Wigner formula is applied to reactions involving light nuclei.® 

Scattering Cross Sections 

The elastic scattering cross sections in the vicinity of a resonance are given by a 
formula similar to, but somewhat more compHcated than, equation (8.1). For 
the /th partial wave (§1.6c), it is 

<T,.,(£) = NnK^g ' r n _(_ ^2i6, _ 1 
E- Eo + iiT 

+ NTTX^II + 1 - g)\e'''' - 1|2, (8.2) 

where S, is the phase shift associated with the potential (or nonresonant) 
scattering.'' Of the two terms in equation (8.2), the first represents the elastic 
scattering for a compound nucleus with total spin J (and fixed parity); in addi­
tion to the resonant part of this scattering, which is proportional to r„, there is 
interference between the resonant and potential scattering. This point will be 
seen more clearly below. The second term in equation (8.2) gives the potential 
scattering where the total spin is not equal to J, and this does not intefere with 
the resonance scattering. 
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Upon working out the squares in equation (8.2) and utilizing the identity 

cos 28, = 1 — 2 sin^ S,, 
it is found that 

'̂ ».'(̂ ) = (^E-^EoY%ir^ f̂ " " ^^"^''"' '̂ + ^^"^^ ~ ^°^''''^^'^ 
-I- ANtT\\2l + 1) sin^ 8,. (8.3) 

In this expression, the first of the four terms on the right is the resonance scat­
tering, i.e., equation (8.1) with V^ = r„, and the last is the potential scattering; 
the two middle terms give the interference between the two types of scattering. 

Total Cross Sections 

By adding equation (8.3) for the scattering cross section to equation (8.1) for 
the reaction cross section, the total cross section for neutrons of angular 
momentum Ih, in the vicinity of a resonance, is then given by 

(E - Eo)" + ir^ ^ ai.,(£) = , ^ \ , , 2 ." iT̂ 2 [r - 2 r sin^ 8, + 2{E - Eo) sin 28,] 

+ 4N7rA\2l + 1) sin^ 8,. (8.4) 

To a good approximation, S, may be computed from a hard-sphere nuclear 
model ̂ ; the result is 

where/, and n, are the spherical Bessel and Neumann functions,* respectively, 
and R is the nuclear radius, approximately equal to 1.25̂ 4̂ '̂  x 10" '̂̂  cm. For 
/ = 0 (i-wave) neutrons, equation (8.5) becomes 

8o = j (8.6) 

and for / = 1 (/?-wave) neutrons, 

8i = | - t a n - i | . (8.7) 

The most important neutron absorption resonances, except possibly for fast 
reactors, where neutrons of high energy play a significant role (§8.2d), are those 
for which / = 0, so that 8, = 8o is equal to RjA. Furthermore, it may be assumed 
that RjX is small. For example, for uranium-238, 7? = 7.7 x 10" '̂̂  cm, and 

R 7.7 X 1 0 - " ^ ^ , -,, 
A = 4.55 X 10-^° ^ ( ^ ^ ^ 

= 1.7 X 10-3 A/£(eV). 
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Consequently, 7?/A is small for neutron energies less than 10 keV or so. In this 
event, it is possible to write 

sin 8o ~ 8o = -J-

If this value is used in equation (8.3) for the scattering cross section (for j-wave 
neutrons), it is found that 

'̂ .̂o(̂ ) = (£ -^Eo) + ir^ [̂ " + "^^"^^ ~ ^°^ j] + ''•">" (̂ -̂ ^ 

where a small interference term has been dropped and the potential scattering 
cross section for / = 0 neutrons, represented by (jpot and given by 

<Tpot = 4^7r7^^ (8.9) 

has been introduced. 
Attention will now be directed to the quantities in equations (8.1) and (8.8), 

namely. A, r„, and T, that depend on the neutron energy. Since A is inversely 
proportional to the neutron velocity, it follows that the dependence on energy 
can be written as 

j( _ * r^o 
'^ ~ ^oj - r ' 'V i i 

where AQ is the value of the reduced wavelength of the neutron at the resonance 
peak. 

According to the theory of nuclear reactions,^" the resonance width, T^, for a 
particular type of decay (or the corresponding decay constant) may be repre­
sented as the product of a "reduced width" (§8.2b), which is essentially inde­
pendent of energy within a given resonance, and a "penetration factor," which 
is a function of the neutron energy. If, in a particular decay process, a neutron 
of angular momentum Ih is emitted, the penetration factor is proportional to 
£•( + (1/2) fpj. p̂,g energy range of interest." For the emission of an .y-wave (/ = 0) 
neutron, for example, the width r„ will vary as VE'. Consequently, the depen­
dence of r„ on energy may be represented by 

r„ = r„(£,)y|, 

where r„(£'o) is the width of the resonance corresponding to the energy of the 
peak. 

For y-ray emission or fission, on the other hand, the "penetration factor" 
does not vary significantly with the neutron energy across the range spanned by 
the resonance. The reason is that the energy of the compound nucleus which is 
available for these reactions is always very large in comparison with the variation 
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of energy across a resonance. Hence, F^ may be taken to be independent of the 
neutron energy, so that 

X 

In most cases, the resonance energy Eo is large in comparison with the width F, 
and it has been shown ^̂  that it is then a good approximation to ignore the 
energy dependence of F and to write 

F = F„(£o) + 2 ^-
X 

where F„(£'o) is as defined above; this approximation will be used in the subse­
quent treatment, although allowance for the variation of F„ with energy will be 
made when this quantity appears alone. 

The peak value of the total resonance cross section, OTQ, i.e., the sum of the 
resonance absorption and scattering cross sections at Eo, is obtained by setting 
£ = £0 in equations (8.1) and (8.8) and adding; thus, 

ao = Am\lg^^- (8.10) 

Upon making this substitution, equations (8.1) and (8.8) become 

F [EO F^ 

"'''^^^^"'Y'^-EAiE-Eof + T" (8.11) 

and 

„ (F\ . /£o F^ [-F„ 4(£ - EQ) R-\ 

The total cross section for / = 0 neutrons, i.e., 

<^t.oiE) = CTs_o -I- 2_i "'" 
X 

is then given by 

„ (F\-n / ^ r^ r 4(£ - Eo) R-\ , ^ , „ , , . 
oUE) - 00 ^-E4iE~Eo)' + r^ V ^ f j \ + "-"'• (^-1^) 

The general nature of the variation of cr^{E) and (JS,O{E) in the vicinity of a 
resonance, in accordance with equations (8.11) and (8.12), is shown in Fig. 8.2. 
The dip in the scattering cross-section curve at energies just below that of the 
resonance peak and the general asymmetry of the curve are due to the inter­
ference term in the square brackets in equation (8.12). It is seen that this term is 
negative when E < Eo and positive when E > Eo. Consequently, there is a 
decrease in CTJO to the left of the resonance peak and an increase to the right 
which together lead to the asymmetry in the curve. 
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FIG. 8.2 REACTION AND SCATTERING CROSS SECTIONS VS NEUTRON ENERGY 
IN VICINITY OF A RESONANCE. 

Results analogous to the foregoing may be obtained for />-wave (/ = 1) 
scattering by using Sj, given by equation (8.7), in place of SQ. If 7?/A < 1, as it 
is usually, tan-^ 7?/A may be expanded in the form 

tan" 
R 
A 

R 
A (ir-Hr 

so that 

»-i(i)'-Hfr 
For fast reactors, /;-wave resonances are often important, particularly in de­

termining the temperature coefficient of reactivity due to the Doppler effect 
(§8.5b). The neutron energies making the major contribution to the ;?-waves in 
the evaluation of this Doppler coefficient are usually less than (or of the order 
of) lOkeV." For such energies, for heavy target nuclei. So = ^/^ ;S 0-17, as 
seen above for uranium-238, and Si < 2 x 10"^; hence Si is very small com­
pared to SQ. It follows, therefore, that in the energy region of about 10 keV or 
less, the effects of interference, which involve Si, etc., and of/7-wave potential 
scattering are very small relative to i-wave effects. Consequently, they are fre­
quently neglected. It should be understood that the total cross section for any 
nuclide will represent the sum of contributions over all / values, but for reso­
nance absorption the contributions only for / = 0 and / = 1 are important. 

So far it has been assumed that the single-level Breit-Wigner formula is 
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applicable. Situations in which corrections must be made will be considered in 
due course. 

8.1c Experimental Determination of Resonance Parameters 

Some brief comments may be made here concerning the experimental deter­
mination of the resonance parameters. It can be seen from equation (8.1) that 
if £ = £o ± ^F, the cross section at this energy would be half the cross section 
at the peak of the resonance (£ = £o)- It would appear, therefore, that in the 
plot of cross section versus neutron energy, the energy span (or width) of the 
curve at half the height of the peak is equal to the resonance width. 

Although use of the term "width" arose in this manner, it is not practical to 
determine the resonance width by simply plotting the measured cross sections 
as a function of neutron energy in the resonance region. In the first place, the 
resonance is broadened by the Doppler effect (§8.Id), whereas the required 
width, which applies to nuclei at rest, must not include the Doppler broadening. 
In addition, and perhaps more important, the neutrons used in cross-section 
determinations are not precisely monoenergetic nor can their energy always be 
measured exactly. Consequently, except at low energies, e.g., < 10 eV, the de­
tailed shape of a resonance cannot be obtained experimentally. On the other 
hand, the total area under the resonance, which is independent of the Doppler 
broadening (§8.Id), is relatively insensitive to the observational errors, and this 
forms the basis for most determinations of the resonance parameters. 

A theoretical expression for the area under a resonance is obtained by 
integration of equation (8.13) after making two simple approximations. First, 
VEOIE is taken to be unity throughout the resonance; this is permissible since, 
for the nuclides of interest, EQ is generally greater than 10 eV, whereas the range 
of £ across the resonance is usually of the order of 0.1 eV. For the same reason, 
£o/F » 1, and setting — £Q/F = — OO in the limit of the integral below consti­
tutes the second approximation. It is then found that the interference term 
integrates to zero, and if-v is defined as 2(£ — £o)/F, 

f°° f" dx 
Wt.oiE) - f̂ pot] dE = ^aoF -—-—2 = i^ffflF. 

J o J - CO I ~\~ X 

This result, which gives the area under a resonance, for the total minus the 
potential scattering cross section, is the same regardless of whether there is or is 
not any Doppler broadening [cf. equation (8.27)]. 

The area can be determined experimentally, using total cross sections obtained 
by the transmission method, with the given material for various neutron 
energies and the potential scattering cross section from equation (8.9) or, 
better, from the more-or-less constant measured cross sections between reso­
nances. If the result is set equal to T̂TCTQF, the quantity CTQF can be evaluated. 
According to equation (8.10), this can be simply related to fr„(£o) for i-wave 
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(/ = 0) neutrons, provided AQ is known. The latter requires a knowledge of Eg, 
the energy of the resonance peak, and this is readily obtained from the energy 
at which neutron transmission through the material is a minimum. For the 
fertile nuclides, uranium-238 and thorium-232, g is known to be 1 for i-wave 
neutrons, since 7 = 0 ; hence F„(£o) can be derived from the neutron transmis­
sion measurements. Thus, the two resonance parameters EQ and F„ can be 
evaluated. 

For the experimental determination by the transmission method of the area 
under a resonance, it is the usual practice to employ thin samples of material. 
The ratio of transmitted to incident neutron intensity (or flux), for a sample of 
thickness d, is ideally equal to exp (—aiod). For a thin sample, CT,_O<^ « 1, and 
hence the fraction of incident neutrons transmitted is essentially 1 — otod. The 
cross section (r,_o can thus be readily determined for neutrons of known energy £. 

If a thick sample is employed in a transmission experiment, so that essentially 
all the incident neutrons with energies near the resonance peak are removed, it is 
possible to calculate agF^ from the results. To see this, suppose that equation 
(8.13) for the total cross section in the vicinity of a resonance is simplified by 
neglecting the interference and potential scattering, i.e., 

"'•«(^) = , , 4 (£° - EQ)"' 
t -r p2 

(Essentially the same conclusion is reached by a more involved tfeatment in­
cluding the small neglected quantities.) The fraction of neutrons of energy E 
transmitted through a thick sample, which will be represented by T{E), is then 
equal to exp [—CTt,o(£)<̂ ], where ot.oiE) may be replaced by the expression given 
above. 

If T{E) for a thick sample is measured for monoenergetic neutrons of various 
energies in the vicinities of a resonance, the results fall on a curve like that in 
Fig. 8.3. The area. A, of the marked dip, due to almost zero transmission of 
neutrons with energies near £o is then 

A = l ; [1 - rm dE = J ; {l - exp [-i^4(/!"^^)2/r2]} dE. 

Since agd » 1 for a thick sample, the exponential becomes significant only 
when 4(£ - £o)^/F2 » 1; it is then possible to write 

4(£ - £o)^ ^ 4(£ - EQ)" 
1 -r p2 ~ p2 ' 

SO that 
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FIG. 8.3 
NANCE. 

NEUTRON TRANSMISSION OF THICK ABSORBER IN VICINITY OF A RESO-

Upon introducing the variable 

X = 
2(£ - Eo) 

it is found that 

where 
A = CV^d F = ^J-rrcod F, 

= \V (1 - e - i " ^ ' ) J j c = V^. 

The physical reason for this value of A is that the width of the dip in Fig. 8.3 is 
proportional to VCT^ F . 

The area A can be determined experimentally for a thick absorber of known 
thickness d, and from this "v/o^ F (or aoF^) can be obtained. Since a^ has been 
derived from transmission measurements with a thin sample, the resonance 
parameters oo and F can be evaluated. Hence, £o, CTQ, gF„, and F are available 
from the experiments. For the fertile nuclides, F = F„ -|- F„ at energies less 
than 1 MeV, and so F, can be obtained. Consequently, as indicated earlier, the 
CT,(£) cross sections in the vicinity of a resonance, as given by equation (8.11) 
with X = y, can be derived from transmission measurements based on the total 
cross section. 

For the fissile nuclei, the total width of the resonance includes the fission 
width F; and, moreover, g may not be known with certainty. Hence, F^ and F, 
must generally be determined by separate experiments. The fission and radiative 
capture cross sections are measured on thin samples by detection of the fission 
fragments and gamma rays, respectively. The area under a resonance, in the 
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plot of the appropriate cross section versus neutron energy, is then equal to 
^naoFf for fission and T̂TCTOF, for radiative capture Since UQ (and T) can be 
derived from transmission measurements with thin and thick samples, as de­
scribed above, F^ and F, can be evaluated, F„ can now be obtained without 
necessarily knowing g. 

The measurement of F, can often be avoided because it is known to be ap­
proximately the same for all resonances of a given nuclide (§8 2b) Hence, if it 
has been measured for one or a few resonances the same value may be assumed 
for other resonances. Moreover, in some instances F, for a given nuclide has 
been estimated from the values of adjacent nuclides. 

8.1 d Doppler Broadening 

It will be recalled that the expressions for the cross sections derived earlier refer 
to nuclei at rest in the laboratory system, i.e., with no thermal motion. When the 
nuclei are in thermal motion, the resonances will be broadened as a result of the 
Doppler effect. This motion can be taken into account by an extension of 
the considerations of the preceding chapter. For example, it has been shown ̂ * 
that the Doppler broadened cross section for a neutron reaction of type x 
can be written as 

a^(E) = iaoFF, | _ ^ [(£ _ Eo)- er + iF^ ' ^^'^^^ 

where CTQ, F , and F^ have the same significance as in the preceding section, p is 
the neutron momentum vector, i.e., p = VimE, and 5'(p, e) is the function 
defined in equation (7 36) with the neutron momentum, p, rather than the 
momentum change, Ax. Thus, any of the models developed in Chapter 7 could 
be used to compute 5'(p, e), and hence a^iE), as a function of temperature. 

A simpler approach is based on the finding that,^^ provided the temperature 
of the medium containing the absorbing nuclei is not "too low," it is a good 
approximation to assume a Maxwell distribution of the nuclear velocities at (or 
slightly above) the temperature of the medium. In particular, if the temperature 
exceeds the Debye temperature, 6^,* the approximation is a good one. At such 
temperatures, all the vibrational modes of a solid are excited with appreciable 
probability, the velocity distribution of the atoms (or nuclei) is then insensitive 
to the details of the binding. Hence, a Maxwellian distribution may be assumed. 

For metallic uranium and thorium, the Debye temperatures are less than 
200°K,^^ and so the approximation referred to above may be used at room (and 
higher) temperatures For materials with higher Debye temperatures, such as 
UsOg with 9D = 500°K, however, a better procedure at room temperature is to 

* The Debye temperature is equal to hv^^Jk, where >',„ax is the maximum vibration fre­
quency of the atoms in a solid and h and k are the Planck and Boltzmann constants, 
respectively 
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take the temperature of the Maxwellian distribution to be such that the average 
kinetic energy is the same as for the actual solid." 

The shape of the Doppler broadened resonance will now be derived based on 
the assumption that the nuclear velocity distribution can be approximated by a 
MaxweUian spectrum.^^ In equations (8.11), (8.12), and (8.13), which are valid 
for nuclei at rest, E represents the neutron energy in the laboratory system. It is 
convenient to write 

£ = \mv^, 
where Vr, the relative neutron-nucleus speed, is equal to v, the actual neutron 
speed, for nuclei at rest. Consider a neutron having a definite velocity v in the 
laboratory system but suppose the nuclei are moving with velocity V in the same 
system; the relative velocity is then 

Vr = V - V , 

and the neutron-nucleus interactions will take place with a cross section cT(£r), 
where 

Er = i«iy?. 

If ^(V) d\ is the probability that a nucleus has a velocity within d\ about V, 
the probability of reactions of type x with such nuclei is 

Probability of reaction x per sec = v^aJ^Er)P{y) d\. (8.15) 

Hence, the total probability of a reaction per second is found by integrating over 
all nuclear velocities, and the macroscopic cross section is obtained upon 
dividing by v; the result is 

a,(£) = ^ J z;,a,(£,)7'(V) d\. (8.16) 

This derivation is the same as that used in obtaining equation (7.22), except that 
it has been generalized in order to allow for the energy dependence of the cross 
sections in the integrand. 

In the present situation, the evaluation of the integral in equation (8.16) may 
be simplified by taking advantage of the fact that the neutron velocity is large 
compared with the nuclear velocities. The procedure is as follows. A coordinate 
system is chosen such that the z axis is in the direction of the neutron velocity; 
then 

£, = im{y - V)2 = > [ ( r - V,)' + K| + K|], (8.17) 

where K;̂ , Vy, and V^ are the components of V. The neutron speed is given by 

/2£ 
' = Jm 

and the most probable nuclear speed in a Maxwell distribution is 
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where M is the nuclear mass; hence, 

V ^ [EM 

V^.^.' 'JkTm' 

This ratio is generally large for neutrons with energies in the resonance region. 
For example, consider a 10-eV neutron, i.e., £ = 10 eV, and a temperature, T, 
of 1200°K, so that kT = OA eV; for a nucleus of A/ = 238, vlV^,^, is > 10 .̂ 
Hence, the terms F | , V^, and Kf in equation (8.17) may be neglected,^* with the 
result that 

Er Hi ^m(v^ - 2vV,). (8.18) 
Furthermore 

V. = y f • (8.19) 

In accordance with equation (7.23), the Maxwellian velocity distribution may 
be written as 

^^^^ "^^ = ( 2 ^ ) ' " ^"""""'^ dV, dV, dV,, (8.20) 

where the normalization 

I" 7'(V) d\ = 1 

is appropriate for a probability distribution. It is then found that 

L L (̂̂ ) '^^ '^^ = (2^)" ̂ "̂ '''̂ ^̂ ' '̂-̂ ^̂  
which is just the distribution for one velocity component. By using equations 
(8.11), (8.18), (8.19), and (8.21) in connection with equation (8.16), the latter 
gives oJiJL) as a function of temperature; thus, 

^xiE) = .0 ̂  y i {^) /_; e- i -^ 4(£. - Zr + F̂  '^^- («-22) 

The form of the integral in equation (8.22) may be simplified by defining the 
following quantities: 

X = ^ (£, - £0) 

Y^^(E-Eo) 
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and 

^ = A' 

where A is the ratio of the masses of the nucleus and a neutron. By making the 
substitutions in equation (8.22), the latter takes the form 

aAE) = ao^J^Ya,Y), (8.23) 

where T(^, Y) is a function defined by 

•"«•''' i ^ /". """-fy^r"" ""• (8.24) 
This Doppler function has been studied extensively and tabulated values have 
been published^"; several computer programs are also available for rapid de­
termination of *F({, Y).^'- The quantity A, called the Doppler width, is a measure 
of the width of the resonance due to thermal motion; it should be noted that A, 
and hence C, contains the effect of temperature on the shape of the resonance. 
Although a number of approximations have been made in deriving equation 
(8.23), it is sufficiently accurate for most practical applications.^^ 

The behavior of Y{1, Y) and a^{E) in the limiting situations of I large and ? 
small is of interest. At very low temperatures, the Doppler broadening is small 
so that I is large; in these circumstances, the integral in equation (8.24) is very 
small except when X ~ Y. Upon setting A' = F in the denominator, it is found 
that 

T(C, Y) ~ j - ^ , for large I (8.25) 

If this is inserted into equation (8.23), the result obtained is identical with 
equation (8.11) for the unbroadened resonance. 

For very high temperatures, i.e., extreme Doppler broadening, l is very small; 
the integral in equation (8.24) may then be approximated by the product of the 
integral of dXI(\ + X^) and the value of the exponential for A' = 0. It is thus 
found that 

Ya, y) ~ ̂  C exp ( - U" Y^) for small C, 

and equation (8.23) becomes 

,„ , r^ IToV^ \ {E - £o\ 
(8.26) 

This expression, which is valid near the resonance peak for suflftciently high 
temperature, i.e., ^ small and Y « I'", represents a Gaussian distribution curve 
with a maximum at £ = £o and a width (V2 x the standard deviation) of A; this 
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FIG. 8.4 DOPPLER BROADENING OF A RESONANCE WITH INCREASING TEMPERA­
TURE. 

is why A has been called the Doppler width. Furthermore, for large values of 
Y, when F » ^~", i.e., far out in the wings of the resonance, there exists an 
asymptotic expansion ̂ ^ 

\ + Y^l ^ CHi + YY J 
so that the cross-section curve recovers its natural shape far away from the 
resonance peak. 

Although the shape of a resonance is changed markedly by Doppler broaden­
ing, as may be seen from the typical curves in Fig. 8.4 derived from equation 
(8.23), it is found that the area under the curve does not change significantly. 
That is to say, it can be shown that the integral of <y^{E) dE over all energies is 
approximately constant. For the reason given in §8.1c, VEJE can be set equal 
to unity within a resonance, and so equation (8.23) can be written as 

J a,(£) dE=oo^ J J T(^, Y) dE 

= iaoF, Wa, Y) dY. 
J -co 

By using the definition of T(^, Y) in equation (8.24), and integrating over Y 
and X, in that order, it is found that 

Ya, Y) dY = TT, 
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and consequently, the area under the resonance, i.e., 

J a^(£) dE = ^aoV„ (8.27) 

is independent of temperature. By using more accurate expressions for the Dop­
pler broadening (see Exercises 1 and 2), it can be shown that the relative change 
in the area is proportional to kTjAEo, when the latter is small. In stars and 
nuclear explosions these changes may be significant,^* but in reactors they are 
usually negligible. 

Hence, in spite of Doppler broadening of the resonance by an increase in 
temperature, the area remains essentially unchanged. Nevertheless, the broad­
ening has an effect on reactivity because neutron reaction rates (and group cross 
sections) involve the products of cross sections and neutron flux. As a result of 
the less marked dips in the flux in a resonance, Doppler broadening increases 
neutron absorption (§8.3e). 

Expressions for the Doppler broadened scattering cross sections may be 
derived in a manner analogous to that given above for reaction cross sections. 
In equation (8.16) the expression for a^^o from equation (8.12) is substituted, 
instead of a^, and the same manipulations are performed as before. If v'£o/£ is 
set equal to unity as in the foregoing treatment, the result is 

OsAE) = Oo^ Y(^, Y) + aoj xa, Y) + a^ou (8.28) 

where the Doppler function xiL Y) is defined by 

(r v\- ^ r ^exp[-K^(X- Y)"] 

Tabulations and computer programs for obtaining xiL Y) are also available.^® 
In tracing back the second term on the right of equation (8.28), it will be seen 
that it arises from interference between resonance and potential scattering. The 
function x(^. Y) may thus be regarded as representing the extent of this inter­
ference. 

8.1 e Overlap and Interference of Resonances 

The Doppler broadened cross sections have been derived above for an isolated 
(single-level) Breit-Wigner resonance. In computing the neutron absorption in 
the resonance region, it is sometimes possible to sum the absorptions in a 
series of levels, each being treated as more or less independent of the others. 
There are certain circumstances, however, in which it is not adequate to take the 
resonances one at a time. 

The absorption in one resonance will obviously perturb the neutron flux in 
resonances of lower energy; this matter, which is not of great practical im­
portance, is best treated numerically and it will be discussed briefly in §8.3h. 
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For the present, three situations will be considered; they are (a) accidental over­
lap of adjacent resonances due to their proximity, (b) overlap due to Doppler 
broadening, and (c) level interference, i.e., failure of the Breit-Wigner single-
level formula. These effects will be examined in turn. 

In computing resonance absorption, account should, of course, be taken of all 
the materials present in the system. It may then happen that a few of the reso­
nances of different nuclides, e.g., uranium-235 and uranium-238, occur at 
energies that are very close to one another. In addition, it is possible for adjacent 
resonances for a single nuclide to differ so little in energy that there is significant 
overlap. This can arise because the sequences of resonances with different 
quantum numbers ( / and parity) are independent; consequently, resonances in 
different sequences may overlap.* 

In studying the energy dependence of the neutron flux in the resonances, the 
absorption in the combination of overlapping resonances should then be con­
sidered, rather than in one resonance at a time. In practice, however, the effects 
of accidental overlap on reactivity and its temperature coefficient are generally 
smalF^; there are nevertheless a few cases, e.g., the energy region around 
20 eV for tungsten, where they are significant.^'' 

The effect of overlap due to Doppler broadening is more important than the 
one just considered. According to the definition given above, the Doppler width, 
A, increases with the temperature, T, and the neutron energy. Eg, at the reso­
nance peak. For sufficiently high temperature and resonance energy, the Doppler 
width will become comparable with the spacing between resonances having the 
same quantum members (§8.3i). Adjacent resonances in the same sequence will 
then overlap at high temperatures or high neutron energies (or both). 

In uranium-235, for example, the average spacing of .y-wave resonances is 
about 1 eV. At a temperature of about 700° K, i.e., kT = 0.06 eV, and EQ = 
1 keV, the value of A is approximately 1 eV; for EQ = 10 keV, at the same tem­
perature, A is roughly 3 eV. Consequently, at a neutron energy in the vicinity of 
1 keV (or more) the 5-wave resonances of uranium-235 will exhibit strong over­
lap as a result of Doppler broadening. 

For uranium-238 the average spacing of s-wave resonances is about 20 eV 
(see Table 8.1), but the Doppler widths are similar to those for uranium-235. 
Hence, for uranium-238, overlap of i-wave resonances will not be significant 
until the neutron energy is more than 100 keV. It should be noted, however, that 
/>-wave resonances are important for uranium-238. The spacing between succes­
sive resonances of this type is about a third that of ^-wave resonances ̂ ^; thus, 
overlap between adjacent/7-wave resonances becomes effective at lower energies. 
At around 40 keV the spacing is about equal to the Doppler width. 

A theory of strongly overlapping resonances is given in §8.3i. For fast reac­
tors, overlap of an intermediate character is also important and special treatment 
is required.^^ 

* The spacing of resonances in one sequence is discussed in §8.2c. 
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Finally, there is the difficult problem arising from the failure of the single-
level Breit-Wigner formula.^" This occurs when the normal spacing between 
resonances in the same sequence is not large compared with the level widths, P. 
In these circumstances, the adjacent resonances do not contribute independently 
but interfere with one another. Unfortunately, such interference effects occur in 
the fission cross sections of the fissile nuclides, uranium-233 and -235 and 
plutonium-239 and -241.^^ Interference effects of this kind are much less im­
portant, however, for the (n, y) cross sections of the fissile nuclides and for the 
fertile nuclides, thorium-232 and uranium-238.^^ When there is interference of 
adjacent resonances, even at moderate temperatures and low neutron energies, 
a number of difficulties are encountered. In particular, it is presently not possible 
to derive from the measured cross sections of the fissile nuclides a unique set of 
physically significant resonance parameters which could be extrapolated to the 
region of unresolved resonances (§8.2b).^^ 

For the energy region where the resonances in the fissile nuclei have been 
resolved experimentally, namely, for neutron energies below about 50 eV, there 
are various practical ways of solving this problem. Thus, it is possible to fit the 
cross sections, to a reasonable extent, by a sum of single-level Breit-Wigner 
resonances; regardless of whether these resonances represent states of the com­
pound nucleus or not, they can be used as a basis for Doppler broadening 
calculations. 

A more satisfactory approach, however, is based on the observation that, even 
when interference effects are important, the cross sections can be expressed as a 
sum of asymmetric quasiresonances.^^ Thus, the (unbroadened) reaction and 
total cross sections for nuclei at rest can be represented by 

„ r F ^ - ^ V jr.G., + (£. - E)H,t 

'̂ '(̂ ^ ~VE^ (E - E,r + ivf + "^"^ (̂ -̂ ^̂  

and the scattering cross sections are given by the difference 

a^{E) = at - 2_^ <J^. 
X 

In these expressions, C is a constant, £, is the energy of the i'th quasiresonance 
and P, is its width; G,x, G,t, H,x, and Hu are energy-independent parameters 
chosen to fit the experimental data. 

Other methods have been proposed for fitting the experimental cross sec-
tions,'^^ but the procedure described above has the advantage that the Doppler 
broadening can be obtained by using the functions T(C, Y) and xil, Y) of the 
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preceding section. With a Doppler broadening due to a Maxwellian distribution 
of velocities, for example, it is found that 

ax(E) = -^^^[IC^nCi, Yd - H,,xiL Y,)]. (8.32) 

Some effects of these interference phenomena and the associated uncertainties 
will be considered in §8.3i. 

8.1 f Resonance Absorption at Low Energies 

Several nuclides which are important in the operation of a reactor have promi­
nent resonances at relatively low energies, i.e., below about 1 eV. Examples are 
the fissile species plutonium-239 and -241,* the fertile nuclide plutonium-240, 
and the fission products rhodium-103, xenon-135, and samarium-149. The varia­
tion of the cross sections of some of these nuclides with energy at low neutron 

* Uranium-235 has a resonance at an energy of 0.28 eV, but it is a weak one. 

0 001 0 0 1 0 1 

NEUTRON ENERGY, eV 

FIG. 8.5 EXAMPLES OF RESONANCES AT NEUTRON ENERGIES BELOW 1 eV 
(ADAPTED FROM BNL-325). 
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energies are shown in Fig. 8.5. For such well-resolved, low-energy resonances, 
the resonance parameters are known. 

In thermal reactors containing appreciable amounts of the aforementioned 
species, i.e., in amounts sufficient to perturb the thermal flux, the low-energy 
resonances should be taken into account explicitly. In particular, when calcu­
lating the thermal neutron spectrum using a thermalization model and a multi-
group representation of this spectrum, as described in Chapter 7, the detailed 
resonance absorption cross sections should be included. As a result of the low-
energy resonances, the relative reaction rates for fission and absorption will 
depend on the reactor (moderator) temperature. Hence these resonances will 
influence the temperature dependence of the reactivity. 

8.2 THE UNRESOLVED RESONANCE PARAMETERS 

8.2a Introduction 

It has been seen that experimentally derived resonance parameters, i.e., £0, 
P„, and P^, are available for characterizing measured cross sections for suffi­
ciently low energies, e.g., less than about 4 keV for fertile nuclides and less than 
some 50 eV for fissile species. At higher energies, i.e., in the region of unresolved 
resonances, experimental resonance parameters are not available. It is then 
necessary to use theoretical considerations to infer the probable resonance 
structure underlying the measured cross sections as a function of neutron 
energy. This is particularly important for fast reactors since many of the neutrons 
have energies in the region of unresolved resonances. 

To some extent the procedure used amounts to extrapolating to higher ener­
gies the parameters of the resolved resonances measured at the lower energies. 
Moreover, the theory is sometimes useful for determining resonance parameters, 
especially P,, which are difficult to measure at low energies. The treatment is 
based on a study of the systematic variations of resonance parameters, especially 
their dependence on the neutron energy. This involves two aspects: first, the 
expected distribution about their average values of the resonance parameters, in 
particular the widths P„ and P̂ ^ and the energy separation between adjacent 
resonances, and second, the dependence of the average values on neutron 
energy and properties of the reacting nucleus, such as spin and parity. 

With the foregoing information available, it is possible to construct a hypo­
thetical sequence of resonances having the required properties. This sequence 
may then be used to represent a region of unresolved resonances in calculations 
of the Doppler effect on reactivity, and so on.^^ In many cases, as will be seen 
in §8.2d, such an explicit sequence is not required and a knowledge of the 
average resonance parameters and their distribution with energy is sufficient. 

It should be noted at the outset that there is no quantitative theory which can 
be relied upon to predict the variations in the resonance parameters. Neverthe-
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less, the combination of qualitative theoretical considerations with measure­
ments at low neutron energies permits useful estimates to be made. In the next 
section, attention will be directed to the distributions of resonance widths about 
their average values. 

8.2b Decay Channels and Level Width Distribution 

It was mentioned earlier that the resonances under consideration correspond to 
especially favorable energies (and spin and parity) for the neutron and target 
nucleus to form a particular quantum state of a compound nucleus. This state 
is formed with several million electron volts of excitation energy, made up of 
the binding energy of the neutron in the compound nucleus and of the kinetic 
energy in the center-of-mass system. The state may decay, i.e., lose its excitation 
energy, in various ways, including always neutron reemission and gamma-ray 
emission and sometimes fission. An energy level diagram depicting these possi­
bilities is shown in Fig. 8.6, where the zero of energy is taken to be that of the 
target nucleus plus the unbound neutron at rest. 

Each particular mode of deexcitation is called a decay channel. Thus, in Fig. 
8.6, neutron reemission is one channel, the emission of a gamma ray yi (of a 
particular energy) is a second channel, of yg (of another energy) is a third 
channel, and so on. The point that is being brought out is that there is only one 

FISSION 

COMPOUND 
NUCLEUS 

FIG. 8.6 ENERGY-LEVEL DIAGRAM INDICATING DECAY CHANNELS FOR A COM­
POUND NUCLEUS OF ENERGY fo AND OCCURRENCE OF RESONANCES. 
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channel for neutron reemission but several channels for gamma-ray emission. 
According to current views, there are a few (typically two or three) channels 
available (or open) for fission.^'' 

If the number of open channels for a given kind of decay is known, it is pos­
sible to estimate how the corresponding resonance width P̂ ^ varies for a set of 
equivalent resonances By using the arguments of the theory of nuclear reac­
tions. It has been shown ^̂  that if n equally probable channels are available for 
a given type, x, of decay of the compound nucleus, e.g., gamma-ray emission, 
then the corresponding reduced partial width,* represented by r°, will have a 
"chi-square" probability distribution with n degrees of freedom. 

This means that if x is defined by 
pO 

^ X 

where P" is the average value of P° over all the resonances for states with the 
same spin and parity, the probability Pnix) dx that x will he between x and 
X + dxis, given by 

Plx) dx = ^ ^ ( f j " " " " ^ exp ( - f ) dx, (8.33) 

where V{\n) in the denominator of the first factor on the right side represents a 
gamma function. It can be shown that 

/"CO T o o 

PJix) dx = xP^ix) dx = 1 
Jo jo 

C" {x - xyp„{x) dx = f °° (x - If Pnix) dx = -• (8.34) 
Jo Jo n 

It follows from equation (8.34) that the deviation from the mean of a chi-square 
distribution decreases with increasing n. Some of these distributions are indicated 
in Fig. 8.7.3^ 

The applicability of the foregoing conclusions to experimental resonance 
widths has been amply confirmed *° Consider, first, neutron reemission at 
energies low enough for inelastic scattering and / > 0 channels to be ignored. 
Then only one channel, reemission of a neutron with / = 0, is open. It was noted 
in §8.lb that, for this case, the neutron width is equal to the product of a re­
duced width and a penetration factor proportional to Vf . This led to the con­
clusion that P„ varies as V^ over a single resonance. The same penetration 
factor applies to all the / = 0 neutron widths, hence, the reduced neutron width, 
r°, the distribution of which is under consideration, is obtained by dividing the 

and that 

* The relationship of the reduced width, which was referred to in §8 lb, to the actual (or 
measured) resonance width is discussed in subsequent paragraphs 
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FIG. 8.7 CHI-SQUARE DISTRIBUTIONS (AFTER C. E. PORTER AND R. G. THOMAS, 
REF. 38). 

experimental width P„ by v T . In general, for the ith resonance, P", = T^lVW^, 
where P„ and £, are usually expressed in electron volts. 

The data on reduced neutron widths are quite consistent with P°,/P° satisfying 
the chi-square distribution for one degree of freedom, i.e., equation (8.33) with 
n = 1; thus, 

Pi(x) dx = - ^ J- e-^'2 dx. (8.35) 

This is often called the Porter-Thomas distribution.*^ In a region of unresolved 
resonances, neutron widths are generally assumed to have the same probability 
distribution. To determine this distribution, all that need be known is the average 
width, P„, for the resonances in the unresolved region. When values of / higher 
than / = 0 are present, however, there are some instances where the use of 
« = 2 in equation (8.33) is appropriate.''^ 

For radiative capture reactions, i.e., deexcitation of the compound nucleus by 
gamma-ray emission, many channels are open and a large number are more or 
less equally probable, as may be judged from the complexity of the spectra of 
the gamma rays accompanying radiative capture of neutrons by heavy nuclei. 
Moreover, the penetration factors for radiative capture (and also for fission), 
unlike those for neutron reemission, vary only slowly with neutron energy; they 
may, therefore, be taken to be constant over the energy range of a few kilo-
electron volts. The reason is that the quantity analogous to a penetration factor 
is given by the total gamma-ray energy raised to some integral power; since this 
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energy is in the vicinity of one or more million electron volts, a variation of a 
few kilo-electron volts in the neutron energy has no significant effect.*^ The 
experimental widths for radiative capture, P^, may thus be used in place of the 
reduced widths for the present purpose. 

In view of the existence of many channels which are more or less equally 
probable, it is to be expected, therefore, that the P, distribution will lie within a 
narrow range; that is to say, the value of « in equation (8.33) will be very large. 
Since it is difficult to detect experimentally any significant variations of P, 
among resonances for a given nuclide, it is generally assumed that P, is constant, 
i.e., it is the same for all resonances of the nuclide. This (see Fig. 8.7) corre­
sponds to setting « equal to infinity in equation (8.33). From measurements of 
Ty for 62 resonances of uranium-238, the distribution was found to be consistent 
with n = 44 ± 8.** 

Fission of the common fissile nuclides by neutrons of low energy is believed 
to involve only a few decay channels. In the curve in Fig. 8.8 representing the 
potential energy of the compound nucleus versus the deformation in the fission 
process, the few (three) channels corresponding to definite states of the com­
pound nucleus are shown at the potential energy maximum. These are states of 
the compound nucleus with definite quantum numbers through which fission 
can take place.*^ It is to be expected, therefore, that P//P/ would be distributed in 
accordance with equation (8.33) with n ~ 2 or 3. For comparison with experi­
ment, actual widths, rather than reduced widths, may be used because the 
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FIG. 8.8 SCHEMATIC POTENTIAL ENERGY DIAGRAM (AND NUCLEAR SHAPES) 
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penetration factors do not vary much in the relatively narrow energy range in 
which the resolved resonances occur. 

To some extent, this expectation has been confirmed experimentally,*^ but 
there are some reservations. First, the various fission channels are not equally 
likely, 1 e , they are not open to the same extent, and second, it is difficult to be 
sure that the values of F; derived from the experiments are meaningful because 
of the overlap effects of adjacent resonances mentioned earlier. Consequently, 
although the fission widths are qualitatively in agreement with the treatment 
based on the chi-square distribution, it is difficult to draw precise conclusions 
from the results. Various procedures have, therefore, been tried for predicting 
fission widths in the unresolved region. Generally, a chi-square distribution with 
n ~ 2 IS employed, but it is also possible to generate hypothetical fission cross 
sections which include a reasonable allowance for overlap effects.*'' 

It IS of interest to mention that a double-humped fission barrier, such as that 
shown by the dashed curve in Fig. 8.8, has been indicated both by experiment*^ 
and theory.*^ This may be responsible for a periodic modulation of average 
fission cross sections, with periods of the order of a few kilo-electron volts.^° It 
is not yet known, however, if such effects are of any significance for reactor 
physics. 

8.2c Resonance Peak (or Level) Spacings 

It has been found that adjacent resonances for states with the same spin and 
parity tend to be fairly well separated in energy. The suggestion was made^^ 
that the spacing D between adjacent resonance peaks (or energy levels in the 
compound nucleus) could be represented by 

P{z) c/z = ^ exp ( - i7rz2)z dz (8.36) 

with 
D 

where D is the average spacing in the sequence. It is evident that 

['^ P{z)dz = r zP(z)dz = 1. 
Jo Jo 

Further theoretical analysis has confirmed the reasonable nature of this distri­
bution and it has been found to be in agreement with experiment.^^ It will be 
noted that equation (8 36) predicts only a few levels with very small spacings, 
because for small z the distribution varies as z dz. 

For making calculations, the distributions given by equation (8.33) are some­
what easier to work with than those from equation (8.36). Consequently, DjD is 
sometimes assumed to be distributed in accordance with equation (8.33) with 
« = 8 or 10, and the results are quite similar to those given by equation (8.36). 
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As already mentioned, the spacings under consideration apply to adjacent 
levels in a given sequence. Levels of the compound nucleus with different 
quantum numbers or levels of different nuclei are independent of one another. 
Hence there is no correlation between the energy values of such resonances. 

The probability P{z) in equation (8.36) is defined in terms of the spacing be­
tween adjacent but distinct levels (or resonance peaks). For situations involving 
overlapping resonances, the probability is also of interest that there is a level 
within the distance (in energy) zD of a given level without regard to the number 
of intervening levels. Let D(z) dz be the probability that a level lies in the energy 
range between zD and (z + dz)D of the given level in the same sequence. This 
function is probably very complicated, but if it is assumed that the correlation 
between level positions in general is due only to the correlation of adjacent 
levels,^^ then 0(z) may be derived in terms of i'(z). 

The probability, Q(z) satisfies the integral equation 

Q.{z) = P(z) + r P(z - z')O(z') dz', (8.37) 

as may be seen in the following manner. Either the level in dz is adjacent to the 
given level (at z = 0) or there is another level at z' (0 ^ z' < z) which is adjacent 
to the level at z. The probability of adjacent levels separated by z is i'(z), the 
first term in equation (8.37). The probability of another level at z' is ti(z'), so 
that the second term in the equation is the sum of probabilities that there is a 
level at z' with an adjacent level at z. Thus, the sum of the two terms gives the 
probability of there being a level between zD and (z + dz)D. 

Equation (8.37) may be solved for i^(z) either approximately or exactly for 
some choices of/"(z).^* For example, ifP{z) is obtained from equation (8.33) with 
« = 8, it is found that 

Q(z) = 1 - 2(sin 4z)e-*^ - e'^'. (8.38) 

It follows from equation (8.38) that Q(z) approaches unity for large z. This is, in 
fact, a general property of 0(z), as may be deduced from equation (8.37). When 
z is large, P{z) approaches zero and hence, if D(z) is unity for large z, equation 
(8.37) would require that 

1 = (' P{z - z')dz', 

which is the normalization condition satisfied by P{z). 
The significance of the conclusion that fl(z) approaches unity for large z is 

that at a large distance (in energy) from the reference resonance, which is at 
z = 0, it is equally probable that a resonance will be found anywhere. Thus, the 
expected number of resonances is unity for a unit interval in z, which corre­
sponds to the interval D in energy. 
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8.2d Average Resonance Parameters 

The average (or mean) values of the resonance parameters are required in order 
to apply the results of the preceding section in making predictions of the 
resonance structure of the energy region of unresolved resonances. The quanti­
ties of interest are F„ F„ (or F°), F̂ ,̂ and D. Of these, F, is obtained from the 
known (resolved) resonances at low energies and, as already implied, it may be 
assumed to be the same at all energies. In addition, it is a fairly good approxi­
mation to take r , to be constant for all resonances of a given nuclide. It has 
also been seen that, for / = 0 resonances, r„ (or rather F„) is proportional to 
V ^ . Furthermore, it has been found that over a limited energy range, e.g., up 
to about 1 keV, F; and D do not vary very much for resonances with the same / 
value. Some average resonance parameters based on the foregoing considerations 
are given in Table 8.1.^'' (The quantities 5*0 and S^ are described below.) For 
higher energies, the energy dependence of F^ has been estimated from channel 
theories of fission,^'^ but experimental results on "subthreshold" fission may 
lead to some revision of these theories.^^ 

It is thus apparent that as long as / = 0 resonances predominate, it is possible 
to predict the average values of the resonance parameters fairly well up to 
moderately high neutron energies. At higher energies, where / = 1 resonances 
are important, a more general approach, which is also useful at low energies, 
may be employed. This is based on the requirement that the average resonance 
parameters should yield average cross sections which are in agreement with 
experiment. Thus, in the energy region of unresolved resonances, there are 
usually available measurements of cross sections for which the individual 
resonances are not resolved but have been averaged over. These average 
resonance parameters must be consistent with the measured cross sections. 

Consider a sequence of resonances having the same values of / and of /. 
According to equation (8.27), the area under a given resonance is 

a,{E) dE = iT^aoF, = î raoo ^ F„(£o), (8.39) 
/ 

TABLE 8.1. AVERAGE PARAMETERS FOR RESOLVED RESONANCES^^ 

r „ meV 
r , (.f-waves), meV 

T° (i-wave), meV 

A e V 

So 

s. 

Uranium-23S 

19 
— 

1.9 

21 

0.9 X 10-* 
2.5 X lO-" 

Uranium-235 

45 
53 

0.1 

1.0 

0.91 X 10-* 
2.0 X 10-* 

Plutomum-139 

39 
4 1 ( 7 = 1+) 

1 5 0 0 ( 7 = 0 + ) 
0 . 3 ( 7 = 1+) 
0.9 (7 = 0 + ) 
3 . 1 ( 7 = r ) 
8 .8(7 = 0^-) 
1.07 X 10-* 
2.5 X 10-* 
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where CTQ is given by equation (8.10) and CTOO is defined by 

CToo = 'iNnl^lg, 

so that 

r„(£o) 
"•Q — ° 'oo j=i 

Suppose the average cross section is being sought over an energy interval AE 
which contains many resonances and is, therefore, large in comparison with the 
average resonance spacing, D. The interval must not be so large, however, that 
the average resonance parameters will change much within A£. The expected 
number of resonances within the interval A£ will then be Af/D. 

The average cross section may now be found by taking the average contribu­
tion of a single resonance, averaged over the distribution of resonance widths, 
divided by D; thus, using equation (8.39), 

where the subscripts J, I indicate that a particular sequence of resonances is 
under consideration. Such quantities as D and F„ will depend on J and /. The 
brackets < > imply that an average is being taken over all the resonance partial 
widths. 

For example, for uranium-238, F = F„ + F,; it will be assumed that F, is 
constant, whereas x = F°/r° is distributed in accordance with equation (8.35). 
It is then found that 

Such quantities have been computed and are available in graphical form.^^ 
For a fissile nuclide, for which y = F^/F^ has a distribution given by equation 

(8.33) with n~l, 

<'•'" <r. 'f;. r,> ' r / : J. :%\ r/'W -̂'̂ '"-"̂  
whereas 

The important ratio of the average of neutron captures to fissions would then be 
the ratio of the two integrals given above. Although the resulting quantity is 
quite complicated, it can be computed readily. 
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The average value of the scattering cross section may be expressed in a 
form similar to equation (8.40), using equation (8.28) for a^; for a sequence of 
resonance it is found that 

<' 

where use has been made of the fact that the integral of the resonance interference 
function is zero. 

To compute the average cross section for comparison with experiment, the 
foregoing expressions must be summed over all contributing sequences of 
resonances, i.e., over all / and / values which are important; thus, 

and 

X 

When experimental values of the average cross sections are available and the 
number of contributing J and / values is small, the results derived above are 
useful for determining the average resonance parameters. For example, at low 
neutron energies, i.e., up to about (or less than) 1 to 10 keV, depending on the 
particular nuclide, only / = 0 resonances need be considered. If / = 0 for the 
target nucleus, then J = \ and there is only a single sequence of resonances. 
If / / 0, then y = / + ^, so that two sequences are involved. 
- At higher energies / = 1 resonances become significant and further sequences 
must be included. In these circumstances, nuclear models may be used to suggest 
the relative values of some of the parameters. Thus, the dependence of D on 
spin can be obtained from models of the nuclear level densities,^^ and for values 
of / which are not too large it can be assumed that 

Djoz (2J + l ) - i . 

Moreover, values of F„/Z) may be estimated from calculations of neutron 
strength functions.^° 

In particular, the i-wave (/ = 0) strength function is usually defined by 

and the/?-wave (/ = 1) strength function is given by 

where R and A have the same significance as before. In equations (8.42) and 
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(8.43) the values of F„ and D are appropriate to the sequence of / = 0 and / = 1 
resonances, respectively, under consideration. 

Strength functions, which are of the order of 10"* (see Table 8.1), can be 
calculated within a factor of about two for most nuclei from optical models of 
the nucleus. They can often be estimated more accurately, however, from the 
known values for adjacent nuclei.^^ From the strength functions, F„/£) can be 
derived by means of equations (8.42) and (8.43) and then used for determining 
average cross sections. For example, suppose that F^ in equation (8.40) is large 
compared to F„; then F^F^/F is approximately equal to F„. Under these 
conditions, it follows that 

/ \ ~ "'''00 Tn 

^ ""-̂  2 D 
Hence, for .s-wave neutrons, (^a^} is proportional to the strength function, ^o, 
times VE. 

A possible method for making use of the foregoing procedures is to fix most 
of the average resonance parameters and leave a few adjustable to fit the 
measured average cross sections. It is not proposed to consider further details 
here. Suffice it to say that, by using these and similar combinations of theory and 
experiment, it is possible to deduce many properties of the average resonance 
parameters. However, especially at higher neutron energies, there will remain a 
degree of uncertainty in the unresolved resonances for which allowance must be 
made. This uncertainty is not important for thermal reactors, for which the 
unresolved resonances play a minor role, but it is significant for fast reactors.''^ 

It has now been seen how cross sections are to be represented in the resonance 
regions, i.e., by Doppler broadened shape functions, as in equations (8.23) and 
(8.28), with resonance parameters determined from experiment or from com­
binations of experiment and theory. Given such cross sections, it would be 
possible to use them in a general (numerical) scheme for generating multigroup 
constants, such as that given in §4.5a. Certain approximations have been found 
to be useful, both for avoiding some of the effort which would be involved in 
such a general approach and for providing physical insight into the results. 
More important, special treatments must be developed for obtaining multigroup 
constants in lattice geometry. A method based on collision probabilities will be 
described in §8.4a et seq. 

Some insight into the problems and terminology of resonance absorption may 
be obtained by considering first the simplest situation, namely, a homogeneous 
system. This will be done in the following section. 

8.3 RESONANCE ABSORPTION IN HOMOGENEOUS SYSTEMS 

8.3a Effective Resonance Integral 

In every nuclear reactor, some neutrons are slowed down into the energy region 
where resonances occur and they are absorbed. Consideration will now be given 



RESONANCE ABSORPTION IN HOMOGENEOUS SYSTEMS 421 

to resonance absorption in an idealized case which will serve to illustrate the 
essential physical features. The system to be treated consists of a homogeneous 
mixture of a moderator and a material with cross-section resonances in which 
neutrons are absorbed. It is assumed that a source, independent of space and 
time, is supplying neutrons, e.g., by fission, which are being slowed down into 
the resonance region. 

For evaluating the resonance absorption in such a homogeneous medium 
with known (measured or assumed) resonances, the only problem is to determine 
the energy dependence of the neutron flux; the product of the absorption cross 
section and the flux then gives the absorption. In principle (and in practice) the 
flux can be computed to any desired degree of accuracy by numerical solution 
of the slowing down integral equations. But a number of fairly accurate approxi­
mations reduce the effort involved and also clarify the physical situation. 

Before attempting to determine the neutron flux, it is convenient to consider 
what use will be made of the results and to introduce a way of summarizing 
them. Suppose, for the moment, that the flux <t>{E) is sought in the vicinity of a 
single resonance with a peak atE = E, and let the flux be normalized so that the 
asymptotic value, i.e., the flux unperturbed by resonances, at energies just above 
E, is given by 

'f'UE) = ^-

The reaction rate within a resonance for the flux based on this normalization is 
then 

Reaction rate per cm^ per sec = ax,iE)<j>{E) dE, (8.44) 

where a^, denotes the cross section for reactions of type x in the vicinity of the 
resonance at E,. The quantity in equation (8.44) is called the effective resonance 
integral and is represented by Ix„ i.e., 

4 . = J (7,.,̂  dE, (8.45) 

where <l> = 1/E above the resonance. 
The contribution of the resonance to a flux-weighted multigroup cross section, 

as in equation (4.26), is conventionally stated in terms of an effective group 
cross section, of, where, for example, 

- = J, <'^''t> dE ^ 4 , 

Eg 

In obtaining the last form of equation (8.46) it is assumed that ^ 
nearly all the energy range of the group g (§4.5b). 

(8.46) 

\jE over 
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It is also useful to determine the probability that the neutrons are absorbed in 
the resonance, rather than being moderated to lower energies. For this purpose 
the competition between absorptions and slowing down must be assessed. When 
the asymptotic flux is l/E, the corresponding slowing down density, i.e., the 
number of neutrons per cm^ per sec which are moderated to energies below E, 
may be written ®̂  as 

= Z ̂ "^• q = 

where f is, as usual, the average logarithmic energy decrement per collision; the 
sum is taken over all scattering nuclei. If the scattering cross section of the 
moderator is a^ and the off-resonance (or potential) scattering cross section of 
the absorbing nucleus is o-pot, then 

? = ^m'̂ m + la<^pot, 

where f̂  and fa refer to the moderator and absorber, respectively. 
The probability of absorption in the resonance / is now given by 

I a„,<l> d E T 
^abs.. = ^-^^ = J ^ 5 •• (8.47) 

The corresponding escape (or noncapture) probability is then 

p — 1 _ p 
-* esc.t ^ ^ abs.i ' 

For a group of resonances, assuming the flux to be proportional to \jE in the 
absence of the resonances, 

=n<' :,.)• (8.48) 

If all the individual absorption probabilities are small, as is usually the case, 
equation (8.48) may be approximated by 

Peso ^ exp / - y p^^A = exp r - y -—^f-—" • (8.49) 
\ ^ J V I Sa<̂ potJ 

The quantity 2 hi is then frequently called the total effective resonance integral. 

8.3b Evaluation of Neutron Flux 

Suppose the neutron energies are low enough for i-wave scattering by the 
moderator and .y-wave scattering plus absorption by the absorber nuclei to be 
the only important kinds of collisions. If the neutron flux is independent of 
space and time and the scattering is .?-wave only, so that a/'is given by equation 
(4.5), the transport equation takes the form of a slowing down equation 

a{E)<i>{E)=\ J- ^^L^,^(^E')dE'+\ '^''> <f>iE')dE', (8.50) 
JE (I - o:ni)is JE (1 - aJE 
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where a is the quantity defined in §4.2b; the scattering cross section, a^, of 
the moderator is assumed to be independent of energy, but that of the absorber, 
(Ts, is not. The total cross section on the left of equation (8.50) is given by 

a(£) = c^ + a,{E) + a,{E) 

= <̂m + '^siE) + 2 <^-(^)-
X 

Equation (8.50) could be solved numerically to any desired degree of accuracy. 
Thus, 4iE) can be assumed to be known at high energies, e.g., ^ = \jE for 
E > fmax. where £max represents some energy beyond the resonance. Then the 
integrals in equation (8.50) can be evaluated and the equation can be solved for 
the flux at £n,ax — f, with e small. The procedure could then be repeated using 
this flux to obtain the solution <I>{E) for E ^ fmax- In practice, equation (8.50) 
would normally be expressed with the neutron lethargy rather than energy as 
the independent variable (cf. §8.4c). 

There would be no difficulty in including the scattering of neutrons with 
higher angular momenta (/ ^ 1), e.g., p-wave scattering, in such a numerical 
approach. The scattering kernels would be different, but they are known (§4.2b). 
As noted in §8.lb, however, the effects of/?-wave scattering are less important 
than for .y-waves; most of the effect can be taken into account by including 
/7-wave scattering in (T(£') on the left side of equation (8.50). 

Multigroup cross sections could be determined by means of the fluxes derived 
in this manner using purely numerical methods; the required cross sections are 
taken as detailed functions of the neutron energy. In many cases, however, the 
required group cross sections can be derived from the resonance parameters 
(and temperature) by making some approximations in order to evaluate the 
integrals in equation (8.50). These approximate procedures, described below, 
are nearly always adequate for preliminary calculations and they provide useful 
insight into the physical situation. Attention will first be paid to resonances 
which are not Doppler broadened and for which simple results can be obtained. 
The complications due to Doppler broadening will then be examined. In 
practical problems of resonance absorption by heavy nuclei, Doppler broadening 
must always be taken into account. 

8.3c The Narrow Resonance Approximation 

Suppose that a solution is being sought for the flux ^(£) in the vicinity of a 
narrow resonance at £,. A better condition for narrowness will be given below, 
but for the present it may be supposed that a narrow resonance is defined by the 
width being less than the neutron energy loss per collision. Since the energy loss 
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per collision with a heavy absorber nucleus is less than with a moderator nucleus, 
the condition for a narrow resonance* may be written 

F « (1 - aa)£i. 

For E ~ El, such a resonance will have very little effect on the integrals in 
equation (8.50). In other words, the integrals will be dominated by contributions 
which are far enough from the resonance in question so that the flux is not 
significantly perturbed by it. Neglect of the effect of a resonance on the flux in 
the integrals of equation (8.50) is known as the narrow resonance (NR) approxi­
mation. In this approximation, OsiE') is set equal to apot so that the contribution 
of the resonance is not included in the scattering integral, i.e., the second 
integral in equation (8.50). 

Since 1 — «„ is much larger than 1 — a^, the NR approximation is nearly 
always a good one for the moderator and so it is generally used in evaluating 
the first integral in equation (8.50). In some cases, however, it is not applicable 
to the absorber; this situation will be discussed later. For the present it is as­
sumed that the NR approximation is good for the absorber, as well as for the 
moderator, and so it will be utilized here for both integrals in equation (8.50). 

If the resonances are well separated, it is reasonable to assume that other 
resonances do not affect the integral very much. Neglect of the effect of these 
other resonances is referred to as the flux recovery approximation, because it 
implies that the flux "recovers" to an asymptotic value between resonances. 
Under certain conditions of resonance spacing this approximation may be 
poor,^* but on the whole it has been found to be quite satisfactory.^^ 

With the two approximations just described, the flux in the integrals may be 
expressed by an asymptotic form. The integrals can then be evaluated and 
equation (8.50) can be solved for <!>{£). Thus, if in the integrals 

4>{E') = <̂ as = VE' 

and CTs(£") is set equal to cxpot, as mentioned above, equation (8.50) becomes 

a(£)^(£) = ^ H L ^ ^ t 

or, solving for ^(£), 

KE)-'--^\- (8.51) 

It is evident, therefore, that since the numerator is constant, the flux will have a 
pronounced dip at the energy corresponding to a resonance (Fig. 8.9). 

Equation (8.51) expresses the NR approximation to the neutron flux. It is 
valid for all sufficiently high energies and for the narrow resonances associated 

* For a Doppler broadened resonance, a comparable criterion would be 

Vr^ + A^ « (1 - a^)Eu 
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FIG. 8.9 CROSS SECTIONS AND NEUTRON FLUX IN VICINITY OF A NARROW 
RESONANCE. 

with absorption by heavy (fissile and fertile) elements. For example, consider a 
resonance at £, = 1 keV; the maximum energy loss accompanying the collision 
of a neutron of this energy with a uranium-238 nucleus is given by 

For collision with an oxygen nucleus, on the other hand, it is 220 eV. Both of 
these energy losses are large compared to resonance widths and so the narrow 
resonance approximation can be justified at energies above 1 keV (or even less). 

An alternative (and better) condition for the self-consistency and validity of 
the NR approximation can be derived in the following manner. According to 
equation (8.51), the flux <f>(E) will depart from its asymptotic value in the 
neighborhood of the resonance. But, the flux was assumed to be asymptotic in 
the integrals. Consequently, for the approximation to be consistent, the con­
tribution to the integrals must be small from regions where ^(£) departs from 
its asymptotic value. 

Consider, in particular, the energies at which ^ = l/2£ (or E(f> = ^), so that 
the NR flux is half the asymptotic value. This usually turns out to be far out on 
the wing of a resonance where the natural shape of the cross-section curve is 
valid. If, for simplicity, the interference between potential and resonance 
scattering is ignored and, furthermore, V^EJE is taken as unity, equation (8.13) 
reduces to 

2 CT F^ 
'''̂ ^^^ = 4(£ - E,r + r^ "̂  "•""• 
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Then, if E<f> = i , with ^ given by equation (8.51) and noting that a(£) = a^ + 
(̂ s -(- Z o'xiE), it follows that Wni + ''pot is one-half of the total cross section,i.e.. 

+ <̂ POt = i r^m + '̂ pot + = ^Y'n 4(£ - Elf + F^ 

or 
/___CTo__ 

'V (Tm -I- CTp 0̂̂ 111 + ''pot 

The energy interval 2|£ — £,|, over which the flux is so perturbed as to be half 
the asymptotic value (or less), is called the practical width of the resonance, and is 
represented by Fp. For cases of interest, CTQ » ''m + ''pot and hence the practical 
width may be defined by 

Tp = r / 2 • (8.52) 
^"111 + "pot 

A better condition for the NR approximation than the one given earlier would 
then be 

Fp « (1 - aa)£,. 

Approximations which can be used when this condition is not weU satisfied are 
discussed later (§8.3g). 

For Doppler broadened resonances, Tp is, in principle, a function of tem­
perature. As noted earlier, however, in most cases of importance the practical 
width is determined by the wings of the resonance where Doppler broadening 
does not affect the shape. Hence, Tp is essentially independent of temperature 
and is equal to the value in equation (8.52). 

If the flux is represented by equation (8.51), then the number of reactions per 
cm'̂  per sec, i.e., the effective resonance integral, is obtained from equation 
(8.45) as 

rE2 
Reaction rate per cm^ per sec = I^i = axi{E)j>{E) dE 

JE^ 

r^2 „^{E) dE 
= (' ' . + <^po t ) J^^^ (^^ . (8.53) 

where £1 and £2 are energy limits chosen to include the resonance of interest 
at £j. In the NR approximation, the effective cross section, defined by equation 
(8.46), is then 

^'-<JxiE)dE 
hi __ jEi c{E) E ,g ^^, 

\ll<i>iE)dE r ^ _ L ^ ' 
JEI O{E) E 
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in which the constant factor {a^ + crpot) has been cancelled in numerator and 
denominator. 

Further simplifications, which are often quite accurate, can be made to 
equation (8.54). In the numerator of this equation, the main contribution to the 
integral is from £ ~ £ ' , and so l /£ can be set equal to l/£,. Then, in the 
denominator, l/cr(£) ~ 1/(CT„ + <Tpot) over most of the energy range, whereas 
near the resonance the former is smaller; hence l/o-(£) may be replaced by the 
constant l/(CTm + "pot)- Then equation (8.54) becomes 

^xi — /r+/;°%r^j£. (8.55) 
£, l n ( £ 2 / £ i ) j £ j a (£ ) 

If £i and £2 represent the energy boundaries of a group in multigroup theory, 
then CT^„ given by equation (8.55), would represent the contribution of the 
resonance at £, to the group cross section for reactions of type x. 

8.3d Absorption Probability in the NR Approximation 

As in equation (8.47), the probability of absorption, P^bs.i, is equal to the given 
resonance integral, i.e., hi as represented by equation (8.53), divided by the 
slowing down density; thus, 

_l_F-<^aiE)dE^ 1 F'<^a(E) . 

where, as before, o-n(£), is the sum of all the reaction cross sections of the 
absorber, and ^ is defined by 

7 _ Sm^m -|- ga^pot 

"m -i- 0-pot 

The resonance escape probability for a group of resonances is now obtained 
from equation (8.48) as 

T-r / 1 C^t a,(E) dE\ 

1 * 

where £," is an energy between £,_i and £„ and E^ is between £, and £, + 1. 
The product may be represented to a good approximation by an exponential, 
so that 

where £^10 is typically chosen as around the cadmium cutoff energy, approxi­
mately 0.4 eV, whereas £max is some large energy beyond the resonances, e.g., 
around 100 keV. Equation (8.57) is the expression for the resonance escape 
probability in a homogeneous system as given by the NR approximation. 
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If the absorber is very dilute, then o-pot and a^ in equation (8.53) can be 
neglected in comparison with a^^, and the total resonance integral at infinite 
dilution, / „ , may be written as 

(TaiE) dE f / E-N dE r <T,(£) dE _ r dE 
7(£) 

where Ua, for all reactions, has replaced a^ and a has been set equal to a^ in 
obtaining the final result. The corresponding integral at finite dilutions is 

h = ("m + "pot) J -^F^ -gT (8.58) 

and hence equation (8.57) becomes 

Peso ~ e x p [ - j - ^ - 1 . ( 8 . 5 9 ) 
L ?(CTm -I- CTpot)j 

The resonance escape probability can be measured"" and then the total 
effective resonance integral may be derived from equation (8.59). Thus, the 
effective resonance integral provides a convenient device for summarizing 
experimental data."'' 

For fertile nuclides, the experimental resonance integrals do not agree well 
with the values derived from equation (8.58) using experimental resonance 
parameters, primarily because the NR approximation is not valid for the largest 
low-energy resonances."* Comparisons of experimental and calculated resonance 
integrals are given in §8.5a. 

The integrals involved in the resonance absorption will now be examined and 
in the process an assessment can be made of the accuracy of the NR approxi­
mation. Suppose it is required to evaluate an integral such as the one in equation 
(8.53), with l /£ replaced by l/£„ or the one in equation (8.58), i.e., 

r _ "m + O'pot f <^xiE) j^-^dE. (8.60) 
E, J a(£) 

In the absence of Doppler broadening and assuming the single-level Breit-Wigner 
formula to be applicable, CT^(£) can be taken from equation (8.11) and a(£), 
the total cross section, from equation (8.13) with apot replaced by a^ -i- apot to 
take into account potential scattering by both moderator and absorber. In 
addition, £, is substituted for EQ. Since it is usually adequate to set VEJE = 1, 
the expression for hi becomes 

, ^ '̂ m + <̂pot f̂^ <'or:./F 

"I — r — j \ ^ " '̂"-' F^—I 

dE. 

(8.61) 
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As in §8. Id, Y is defined by 

F = p (£ - £.), 

and £i and £2 are taken such that |£i — £,| and (£2 — £,| are both much 
greater than the total resonance width F; equation (8.61) may then be written as 

r _ "m -I- gpot f" dY _ -^(gm + gpot) (c. zr̂ -, 

'"'- £. j-.aY^ + bY+c~ E.Vac-ib^' ^^ ^ 
where 

a s 

aY^ + bY+c E,Vac - ib^ 

2(gm + gpot) 

O'O^X 

2 
c = a + r^ 

Thus, the resonance integral, and hence the effective cross section a^„ can be 
expressed in terms of the resonance parameters. 

The absorption probability for a single reaction, as given by equation (8.56) 
with a^ replacing a ,̂ now becomes 

S a 4a^ 
Upon substituting the expressions given above for a, b, and c, and using equa­
tions (8.9) and (8.10) for the potential scattering and peak resonance cross 
sections, respectively, to evaluate b'^jAa^, equation (8.63) takes the form 

-* abs XI ^^ ~ p~~^^^^^^^^^^^^^~~~~~~^^^^^^^^-^~~^^ * (8.64) 
i{"m + o-pot)£'. / j ^ aq L _ g F „ gpot \ 

V "m + "pot \ r (T„ + CTpot/ 

The physical significance of the terms of this expression can be understood 
by writing it as 

^abs ,« = ^ / . ^ ' (8.65) 
V1 + BC 

where 

^ ^ b^^'o^x 
i(<^m + <^pot)Ei 

B^ "" 
"m + "pot 

o-l 

c=\-
g^n gpot 

r "m + "p 
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If the absorber is infinitely dilute, then a{E) in equation (8.60) is equal to 
"m + "pot ~ "m and hence, writing /„,^, for the effective resonance integral at 
infinite dilution, 

/oo.jc, = £ J <'x{E)dE 

^—ET' 
where equation (8.27) has been used for the integral. If I^^^t is divided by the 
slowing down density, ^{a^ + Wpot), the result, which is identical with the term 
A, is the resonance absorption probability at infinite dilution. This result is 
obtained in the absence of flux depression by the resonance. 

If interference between resonance and potential scattering were neglected, 
the quantity b in equation (8.62) would be zero, and equation (8.65) would 
become 

^abs xi = A , (no interference). 
V\ + B 

Thus, the infinitely dilute resonance absorption is decreased by the factor 
l/v'(l + B) because of the flux depression at the resonance. The quantity, B, 
i.e., ool(aj„ + ffpot), is the ratio of the peak value of the resonance cross section 
to the cross section away from the peak (Fig. 8.10). 

Finally, the term C in equation (8.60) represents the increase in the resonance 
absorption due to interference between resonance and potential scattering. 

O-Q + 0-„ + o-pot 

1 / \ 
1 / \ 
1 / \ 

1 / \ 
1 / \ 

i 1 / \ 

1 0̂ 
1 1 

0-m + O-pof 

£—-• 

FIG. 8.10 CROSS SECTIONS IN TH€ VICimTY OF A RESONANCE. 
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For most resonances, the effect is small although there are some significant 
exceptions."*' 

8.3e Doppler Broadening in the NR Approximation 

When Doppler broadening of the resonances is taken into account, the equations 
for the NR approximation become somewhat more complicated. Thus, the 
cross sections for single levels may be taken from equations (8.23) and (8.28). 
When interference between resonance and potential scattering is negligible, the 
results may be expressed in terms of the tabulated function'"' J{C, j8), defined by 

"(̂ '̂ )-̂ JlmVI/̂ ' (8.66) 
where ^ is a function of cross sections (and sometimes also resonance widths) 
to be derived below, and I = F/A as before. 

In particular, if VEJEQ is set equal to unity, it is found that 

J " ( £ ) J E J " o ^ ( t , Y) + a^ + apot 

= r,y/s,22L±ZE2tj. (8.67) 

Thus, for a single resonance, the effective cross section from equation (8.55) 
becomes 

- _ "m + "pot ^Xl J (y "m -^ "po t \ 

''^' ln(£2/£,) £ / l ^ ' ao } 

and from equation (8.56), 

p _ ^ XI J ( y "m + "po t \ 

f£, \ "0 / 

For a series of resonances, the total effective resonance integral for reaction x is 
obtained from equation (8.58) as 

/. = (". +"pot) 2 %^(^..Hr^)-

The general behavior of y(^, ^) as /3 varies is shown in Fig. 8.11.''^ It is seen 
that when p is large, J is independent of ^ and, hence, of the temperature. The 
reason is that for large ^, i.e., when {a^ + CTP)/<TO is large, the flux depression 
by the resonance is small. Hence, the denominator of equation (8.67) is close to 
"m + "pot and the numerator | (j^iE) dE, which is the area under the resonance, 
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FIG. 8.11 THE FUNCTION J (^,^) VS / , WHERE p = 2' x i o - = (AFTER L. DRESNER, 
REF. 71). 

is essentially independent of temperature and, therefore, of C; hence, when j8 is 
large, / is also independent of l (and of temperature). 

For small values of j8. Fig. 8.11 shows that / is again independent of I, at 
least unless C is very small, i.e., T is very large. This arises because when j8 is 
small, aoT(^, Y) » CTn, + apot until Y becomes large, i.e., at energies some 
distance from (on the wings of) the resonance. On the wings, the cross-section 
curve has its natural shape (§8.Id) unless Tis very large, so tha t / i s independent 

on. 
At low temperatures, i.e., for ^ » 1, / is independent of I and thus of tem­

perature. The reason is that when C is large, the resonance has its natural, un-
broadened shape. 

It is also seen from Fig. 8.11 that, for any value of j8, the function J increases 
or remains constant as ^ is decreased, i.e., with increasing temperature. In other 
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words, the resonance absorption must increase (or be unchanged) when the 
temperature is increased. This result is found to be quite general and not limited 
to the NR approximation. The physical basis is that when a resonance is 
broadened by the Doppler effect, the neutron flux depression is decreased (Fig. 
8.12) whereas the area under the cross section curve is essentially constant. 
Hence, the absorption, i.e., the product of the flux and the cross section, 
increases with increasing temperature. 

The effect of Doppler broadening in increasing absorption is most marked 
when J{^, P) varies significantly with i, at a given (8. This is seen from Fig. 8.11 
to occur particularly in the range 10"^ ~ (8 < 1.* Consequently, such resonances 
are likely to be the ones which contribute to the temperature coefficient of 
reactivity (§8.4e). In the NR approximation, this coefficient would include a 
term proportional to dJjdT, and in view of the definition of ^ (and of A), it 
foflows that 

dj _ _]_^dj 
8T~ ITdi 

Hence, resonances with values of j8 and l such that djjdi, is large will make 
important contributions to the temperature coefficient of reactivity. 

When the interference between resonance and potential scattering cannot be 
ignored in the Doppler broadened cross sections or when the resonance cross 
sections cannot be represented by a single-level Breit-Wigner formula, the 
results cannot be summarized in terms of 7 functions. Nevertheless, the qualita­
tive effects of Doppler broadening are the same as those derived above. 

* This corresponds approximately to 7 < y < 16 in Fig. 8.11. 

LOW TEMPERATURE 

FIG. 8.12 INCREASE OF RESONANCE ABSORPTION WITH INCREASING TEMPERA­
TURE. 

HIGH TEMPERATURE 
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8.3f The NRIM Approximation 

It will be recalled that the condition for the NR approximation is that the 
(maximum) energy loss in an elastic scattering collision with an absorber 
nucleus, i.e., (1 — cx.^)E^, in the vicinity of a resonance should be much greater 
than the practical width, Tp, of the resonance. There are instances, especially 
for some of the strong, low-energy resonances of uranium-238, for which CTQ IS 
large and £, small, where this NR condition does not hold. For example, for 
the 6.67-eV resonance of uranium-238 in a 1:1 mixture with hydrogen as 
moderator, Tp is approximately 1 eV, whereas (1 — a^)E, is around 0.1 eV. 

Under such conditions, when (1 — a^)E, « Fp, the NR approximation fails 
for the second integral in equation (8.50), although it is usually satisfactory for 
the first (moderator) integral. A better and equally simple approach is then to 
assume that the resonance is narrow (NR) for collisions with the moderator, 
but It IS so wide for the heavy absorber nuclei that the latter may be assumed to 
have infinite mass (IM). Thus, energy loss in collisions with absorber nuclei are 
neglected. This leads to what is called the NRIM (or sometimes NRIA, where A 
refers to the mass of the absorber atom) approximation. The NRIM approxi­
mation IS applicable only to a few of the low-energy resonances of the fertile 
nuclei, but these few resonances may account for a large fraction of the resonance 
absorption in a thermal reactor.''^ 

In the NRIM approximation, the second integral in equation (8.50) becomes 

hm r "^ "fp'i'^^J dE' = olE)4>(E). (8.68) 
a^- l jE (1 - a^)t 

The first integral is the same as before, since the NR approximation is retained 
for moderator collisions, i.e., <y-mlE, and hence it is found from equation (8.50) 
that 

"m + "a(£) £ 

Since a(£) = a^ -i- a^E) + <Ja(E). By comparison with equation (8.51), it is seen 
that scattering by the absorber nuclei now has no effect on the flux. This is, of 
course, to be expected since scattering from an infinitely heavy nucleus, i.e., 
without energy loss, would have no influence on the competition between 
moderation and absorption. 

If equation (8.69) is used for the flux in deriving expressions for reaction rates, 
absorption probabilities, etc., the only difference from the NR results will be 
the elimination of ap t̂, the replacement of CT(£) by a^ -i- Oa,(E), and of f by l^-
For example, instead of equation (8.56), the NRIM approximation would give 

1 |-g2 a^(£) dE 

^"'•^ imEjE,0^ + a,{E) E' 
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For an unbroadened single-level resonance, the resonance integral would be, in 
terms of resonance parameters. 

= ^ f -
Ei J ", 

~ £E f 
~ EJ 

OxiE) dE 

a,(E) E 

"orjF 
(F - FJ 

"o fi 1- "m 1 + 
4 ( £ - Ejf 

p2 

dE 

'"J •n " O 

The absorption probability is then 

p 

-• abs.xt 

TTaoTx 

^m"m-£'. y - r - r„ ao 
(8.70) 

which may be compared with equation (8.64) for the NR approximation. 
Expressions analogous to those given in the preceding section may be obtained 

for Doppler broadened resonances. The quantity p in J{1, p) is now expressed by 

i8 = "o(r - F„) 

In the third and fourth columns of Table 8.2, the values of Pabs are given for 
individual unbroadened resonances of uranium-238, in a 1:1 atomic mixture 
with hydrogen, for both NR and NRIM approximations.'^^ (The values in the 
last two columns will be discussed in the next section.) It is seen from the results 

TABLE 8.2. CALCULATED RESONANCE ABSORPTION PROBABILITIES.''^ 

Ei,eV 

66.3 
81.3 
90 

103.5 
117.5 
146 
166 
192 

T,eV 

0.050 
0.0271 
0.0251 
0.092* 
0.040 
0.0259 
0.029 
0.165* 

NR 

0.0224 
0.00652 
0.00114 
0.0139 
0.00826 
0.00178 
0.00298 
0.00596 

NRIM 

0.0260 
0.00556 
0.00097 
0.0217 
0.00856 
0.00150 
0.00263 
0.01245 

Iterated Values 

NR 

0.0261 
0.00630 
0.00113 
0.0214 
0.00836 
0.00176 
0.00294 
0.00914 

NRIM 

0.0253 
0.00627 
0.00113 
0.0202 
0.00840 
0.00177 
0.00294 
0.01043 

* Strong resonances. 
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in the table that the NRIM approximations often gives more absorption in a 
resonance, especially a strong one, than does the NR approximation. 

8.3g Improved and Intermediate Approximations 

For resonances which are neither narrow nor wide, it is possible to improve 
upon the NR and NRIM approximations without the necessity for an excessive 
amount of numerical work. Two such improvements are the iterative method''* 
and the quite successful intermediate resonance absorption treatment.''® Since 
the NR approximation is usually a good one for neutron collisions with the 
moderator, although not necessarily with heavy absorber nuclei, it wiU be 
assumed to apply to the moderator only. This is, however, by no means the most 
general situation for which iterative and intermediate methods have been 
devised.''" 

With the NR approximation for the moderator, equation (8.50) becomes 

which can be written in the form 

a(£)^(£) = J + K ,̂ (8.72) 

where K is the integral operator in equation (8.71). 
Consider the iterative sequence defined by 

a(£)f '"(£) = ^ + K^<"-". (8.73) 
£ 

The first guess, <f>'-^\ for the flux may be taken as the NR approximation, i.e., 
equation (8.51), which is 

^(i)(£) = "'^ + '"p°t 1 (NR approximation) 
"m + "s + "a £ 

or from the NRIM approximation of equation (8.69), 

^<i)(£) = — ^ 2 _ 1 (NRIM approximation) 
"m + "a £ 

or in the intermediate form 

"m + '\"pot 1 ^(i)(£) = "•" ' ""P°^ i; (intermediate) (8.74) 
"m -I- -̂ "8 + "a £ 

where A, which lies in the range 0 < A < 1, is to be determined. 
It will now be shown in a heuristic manner that the sequence defined by 

equation (8.73) converges to the true flux, i.e.. 



RESONANCE ABSORPTION IN HOMOGENEOUS SYSTEMS 437 

Let 

^O) = <f, + £<"', 

then from equations (8.72) and (8.73), 

a(£)e"'> = K£<"-». 

According to the definition of the operator K, it contains only scatterings from 
heavy (absorber) nuclei; consequently, e"" may be interpreted as the flux of 
neutrons arising from scattering collisions of neutrons in the flux e'"-!' with 
heavy nuclei. All other collisions of £"•-!> neutrons will not contribute to e'"'; 
that is to say, they will result in absorption. Hence, the neutrons in e*"' will have 
n — 1 scattering collisions with the heavy nuclei, and no other coUisions, 
starting from 6<". For a large n, this is a very unlikely situation, the probability 
of which approaches zero as n approaches infinity; hence, 

£<"> " - " > 0 , 

and ^"" converges to the true flux. 
The performance of the iterations in equation (8.73) rapidly becomes com­

plicated as n increases. For the NR and NRIM approximations, starting with 
the <̂ <" values given above, it is not difficult to obtain ^< '̂ for unbroadened 
resonances. The corresponding absorption probabilities in some of the uranium-
238 resonances are given in the last two columns of Table 8.2. It is of interest to 
note that the iterated NR and NRIM results are in much closer agreement than 
are those for the uniterated approximations. Iterations beyond </>*̂' become 
impractical. 

In the intermediate resonance (IR) absorption method,'''' the value of ^<" 
is obtained from equation (8.74) with an arbitrary value of A, and cj)'^^^ is com­
puted from equation (8.73). The resonance absorption is then calculated using 
both ^* '̂ and ^* '̂ and A is adjusted so that the two absorptions are equal. The 
justification for this procedure is as follows. If ^* '̂ were exact, i.e., ^'^' = <j>, 
then comparison of equations (8.72) and (8.73) shows that <j>'-^'' = 4> also. Thus, 
the resonance absorption would not vary with iteration if <̂<̂* = <j>. Hence, *̂̂ * 
is chosen so that the absorption is not affected by iteration until <̂ *̂ '. In practice, 
the value of A obtained in this way turns out to be reasonable; for example, 
A -^ 1 for narrow resonances and A -> 0 for wide resonances, and the results 
are in good agreement with those obtained by Monte Carlo methods''" or by 
numerical integration of equation (8.50). 

For unbroadened single resonances, with interference between resonance and 
potential scattering being neglected, A can be derived in closed form. But for a 
broadened single resonance, the problem becomes much more difficult. It has 
been found, however, that use of the value for A computed for the unbroadened 
resonance together with the shape of the broadened resonance gives good 
results.''^ 
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The variational method (Chapter 6) has also been used to determine A. The 
values are much the same as those obtained by the procedures described above. 
Since the variational method is more complicated the iterative techniques are to 
be preferred.^" 

If the cross sections cannot be expressed in a simple manner, e.g., if the 
single-level Breit-Wigner formula fails to represent Oa or a due to overlap or 
interference effects, or if the NR approximation is not applicable to the modera­
tor, some progress can be made by using analytic methods. For practical 
purposes, however, it would appear that direct numerical solution of equation 
(8.50), using the experimental cross sections, is the most efficient procedure. 
Codes have been written for obtaining the required solutions."^ As a general 
rule, the NR approximation is made for the moderator, so that equation (8.71) 
is the one that is solved. With a fast digital computer, these numerical solutions 
can be obtained so rapidly that such procedures have largely replaced analytical 
methods for detailed reactor design studies. The numerical computation of 
resonance integrals is described in §8.4c. 

8.3h Resonances and Multigroup Constants 

The main effect of resonances on the effective multiplication factor (or reactivity) 
or other eigenvalues arises from neutron absorption, both radiative capture and 
fission. Apart from the energy regions near resonance peaks, such absorption 
has relatively little effect on neutron transport. Hence, in estimating multigroup 
cross sections in equations (4.26) and (4.27), for example, it is vital that proper 
account be taken of resonance absorption in ao,,. In the CT„ ,, values for « > 1, 
which are involved in the transport equation, however, less care is required 
with the resonances, and in the transfer cross sections, "n.g'-s, they may be 
ignored except for g' = g. 

It has been seen that the experimental data on resonances can be conveniently 
(and reliably) expressed in terms of resonance parameters. Furthermore, methods 
have been developed for determining analytically the fine structure of the flux, 
i.e., <i>o{E), in the neighborhood of a single resonance. The reaction rate for a 
given resonance was thus evaluated, e.g., by equation (8.53). The effective cross 
section due to a series of well-separated (or isolated) resonances can then be 
found as the sum of contributions from each resonance in a given energy group, 
e.g., from equation (8.55). These procedures have been found to be fairly 
accurate in treating resonance absorption in thorium-232 and uranium-238, at 
least in the region of unresolved resonances.^^ 

Although no allowance would have been made for attenuation of the asymp­
totic (between resonance) flux within the group due to leakage and (nonreso-
nance) absorption, such effects could be included in a straightforward manner. 
For example, the actual rapidly varying cross section, aJ^E), which includes the 
resonances, could be replaced by a slowly varying effective cross section a^(£). 
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as in §8.3a, which is then used in a standard Bf, calculation (§4.5c). The replace­
ment of (Jx by Ox takes into account the resonance structure of the energy 
dependence of the flux, whereas the B^ approximation then follows the gross 
depletion of the flux with energy due to leakage and absorption. 

When resolved resonances overlap, as a result of the Doppler effect (or 
because of the near coincidence of the resonance energies), it is possible to 
obtain Doppler broadened cross sections and to determine the required reaction 
rates using values of the flux computed by numerical solution"^ of the integral 
equations (8.50) or (8.71) or by Monte Carlo methods.^* The contribution of 
the («, y) and («,/) reactions to ao,g would then be equal to the corresponding 
reaction rates, for neutrons in the group g, divided by the flux in that group. 
The contribution of resonance scattering to ao,g and also to ao.̂ ^g can be 
obtained in the same way and a small allowance could be put into ao,g^g+i. 
When the resonance parameters are not known, e.g., in the unresolved reson­
ances, they must be generated using mean values and the probability distribution 
in the manner discussed earlier. Once an acceptable sequence has been generated, 
it may be used with various temperatures to determine the dependence of 
resonance absorption on temperature."^ 

8.3i Strongly Overlapping Resonances 

At high neutron energies, the resonances for a given nuclide generally overlap 
strongly. This is largely due to Doppler broadening because, in accordance with 
its definition, the Doppler width varies as the square root of the resonance 
energy. Thus, the resonances are bound to be broad at high energies, so that 
overlapping is favored. Furthermore, the resonances are more closely spaced at 

t 
b 

FIG. 8.13 OVERLAPPING RESONANCES AT HIGH NEUTRON ENERGIES. 
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high than at low energies, mainly because more J and / values are represented. 
At high energies, therefore, it is expected that the resonance peaks will protrude 
only slightly above a more-or-less constant cross-section background,^^ as in 
Fig. 8.13. These peaks cannot be resolved in measured cross sections but must be 
inferred from the systematics of the resonance parameters as described in §8.2c. 
Such energy regions are important for fast reactors and they may be treated in a 
particularly simple manner. 

At high neutron energies, the NR approximation must be valid because Ei is 
so large. It is then useful to define an effective cross section, 5^, as the ratio of 
reaction rate to flux averaged over an energy interval Af, so that there are many 
resonances in this interval, but the variation in the average resonance parameters 
is assumed to be small. By using the NR approximation for the flux, as in 
equation (8.51), neglecting the variations in E over the interval Af, and writing 

where CT^ includes all the resonances and the potential scattering, 

c a,{E, 
JAB f'm + "r' 

"^^^^ dE 
{£)' 

\ 2 r-̂ ^ 
JAE (7^ + aX 

(8.75) 

r(£) 

Let 

and 

^riE) = d, + 8ar,{E), 
where a^ and d^ are the local (over A£) energy averages of a^ and a„ i.e.. 

"̂ =̂ L'̂ ^̂ ^̂ '̂ ^ 
and 

Hence, the integrals of Sa^ and SCT̂  over A£ vanish; thus, 

f 8(7^{E) dE = { ha,{E) dE = 0. 
JAB JAB 

The essential assumption of strong overlap is now made, namely, that ha^ 
and hor are small compared to d^ and CT^. With this assumption, 
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where a s. a^ + d„ and then equation (8.75) becomes 

| ^^ (a , + Sa,)(l -^-^)dE 

'̂ ^ '̂  f ( l-^)i 
JAB \ (J I 

Since the integrals of SCT̂  and Ba, are zero, it follows that 

^x= ^x - - {^Ox So-r), (8.76) 

where 

^°x 5<Tr = ; ^ J ^ ^ ^<^x{E) 8a,{E) dE. 

By using the definitions of (^^{E) and ar{E) given above, equation (8.76) may 
be written as 

^x = ^x - - ("xf^r - ^x^r), (SJl) 
a 

where 

°''''^' " A£ JAB ""^^^'^'^^^ ^^• 

In computing the energy averaged quantities in equation (8.77), account must 
be taken of all the sequences of resonances, i.e., all the / and /values. Since the 
overlap of resonances is strong only at suflSciently high neutron energies, e.g., 
£• > 100 keV for the fertile nuclides and more than a few kilo-electron volts 
for fissile nuclides, /)-wave resonances will be important; hence / = 0 and / = 1 
and J ^ I + ^ values must be included. Within each sequence of resonances 
the averages must be taken over the distributions of resonance parameters. In 
the evaluation of d^ and d^, each sequence contributes an average cross section 
as in equations (8.40) and (8.41). Alternatively, a^ and d^ can be derived from 
experimental cross sections if they are available.lt may be noted that d^ and d, 
are independent of temperature; the temperature dependence is included in 
a^o^ (o r 8aX Scr). 

The quantity Sa^ 8(j„ which is required to derive a^ from d^ by equation 
(8.76), can be readily computed for a particular sequence of resonances,^'' but 
when several sequences are involved, including />-wave resonances, the situation 
is more complicated.^^ Moreover, in either case there will be some uncertainties 
in the resonance parameters in the unresolved resonance region. This difficulty is 
particularly acute for the fissile nuclides (§8.2b).^^ Qualitatively, however, the 
results can be understood in a simple way. First, it is to be expected that 8oxiE) 
and 8a^{E) will exhibit similar behavior as functions of E. For example, both 
will tend to be positive if there are an unusually large number of resonances or a 

http://available.lt
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few unusually strong resonances near energy E. Hence, Sa^ 80, will be a positive 
quantity and, from equation (8.76), dx < ^x-

An estimate of 8<T;̂  Scr̂  can be made in the following manner. At an energy E 
where there is a strong overlap of resonances, the Doppler width. A, must be 
large compared with the average spacing, D, between resonances of all kinds, 
i.e., A/5 » 1; it should be noted that D refers to all the important resonances 
and not merely to those of one sequence as in §8.2c. In addition, for such 
resonances A » F, so that the effective width of the resonance may be taken as 
the Doppler width. 

The number, rir, of resonances which make important contributions to the 
cross section at energy E will be roughly those lying within the energy interval 
2A about E, i.e., «r s; 2A/5. As E is varied through a range AE, this number 
may be expected to vary by amounts of the order of + Vn^; hence, the fractional 
variation is given by 

1 

Because of the change in the number of contributing resonances, there will be 
corresponding variations in Ox of the same order of magnitude, so that 

18a,(£)| 

It is to be expected, therefore, that 

or 

SCT̂  S(Tr = Ca^ar 2 ^ ' (8.78) 

where C is a number of the order of magnitude of unity. 
Equation (8.78) has been confirmed by more detailed analysis for a single 

sequence of levels, in which case D = D^°; in addition, it is found that C is 
quite insensitive to the temperature. Hence, the temperature dependence of d^ 
is primarily due to the Doppler width in equation (8.78). Upon combining this 
equation with equation (8.76), it is found that 

dSx _ Cd^dr D 3,2 

dT~ d 4TA ^ • 

Such expressions would be used in determining the temperature coefficient of 
reactivity of a reactor. 

Once the effective reaction cross section a^ has been obtained, it may be used, 
for most purposes, in place of a^ in generating multigroup constants. It is 
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evident that 5^ will be a slowly varying function of neutron energy whereas a^ 
contains all the resonance structure. The replacement of a;<. by 5^ could, however, 
lead to some errors in determining transport effects, but such errors are generally 
small, especially as at high energies a^ and d^ do not differ greatly. Although the 
absolute differences between these quantities are not important, their variations 
with temperature are significant in determining the safety of fast reactors 
(§8.4e). 

The procedures described above are applicable at high neutron energies 
where the resonance Doppler width. A, is large compared to the mean spacing, 
D. At lower energies, e.g., in the vicinity of 10 keV for the fertile nuclides, where 
A and D are comparable, the overlap of resonances is significant, but there does 
not appear to be any simple way to determine it. The best approach in this 
region is a purely numerical one. Thus, a sequence of resonances may be con­
structed by sampling from the expected distribution of resonance parameters.^^ 
A Doppler broadened cross section is thus obtained and it may be used to 
evaluate the effective cross sections and their variation with temperature. This 
must be done for a number of independent sequences, to make sure that the 
results are not sensitive to the precise sequence selected. 

8.4 RESONANCE ABSORPTION IN HETEROGENEOUS 
SYSTEMS 

8.4a Method of Collision Probabilities 

In most reactors and in many critical experiments, the absorbing material, e.g., 
fuel rods or foils, is arranged heterogeneously within the bulk of the moderator. 
Such heterogeneous systems have been of interest since the earliest reactor 
studies indicated that, in order to achieve criticahty with natural uranium fuel 
and a graphite moderator, it was necessary to have the uranium in lumps or 
rods. As a result of such a heterogeneous arrangement, the resonance absorption 
in uranium-238, which caused a loss of neutrons, was significantly less than in a 
homogeneous system of the same over-all composition. 

In the first theories to be developed for resonance absorption in heterogeneous 
systems,^^ the absorption was divided into separate contributions from the 
surface of the fuel rod and from its volume Good resonance parameters were 
not available for quantitative comparison with experimental data, but the 
qualitative features of the theory seemed to agree with the early experiments. 
Some years later, a different theoretical treatment of resonance absorption was 
reported from the U.S.S.R.^^ and efforts were made to understand and reconcile 
the two alternative approaches. In the course of these studies, the collision 
probability method for determining resonance absorption in heterogeneous 
systems was developed.^* It is this method which will be described here. It will 
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be seen that, as for a homogeneous medium, the problem is to find the fine 
structure of the neutron flux, but now it must be known as a function of space 
as well as of energy. 

Consider a two-region system having the absorbing material plus some 
admixed moderator in region F with volume V^, and the main external moderator 
in region M, volume V^ (Fig. 8.14). The moderator in region F may be different 
from that in region M. The respective regions may be complex geometrically, e.g., 
region F might be a periodic array of cruciform fuel rods, but within each region 
the densities and compositions are assumed to be uniform. The macroscopic 
scattering cross sections of the moderator, a^y in region F and CT^M in region M, 
are taken to be constant or slowly varying with energy, whereas the cross sec­
tions of the absorber (heavy) nuclei in region F, i.e., CafiE) and OspiE), have 
resonances. A time-independent neutron flux is assumed to exist in both regions, 
supplied by moderation from a fission source at higher energies. 

The collision probabilities P^ and P^ that will be used are defined in the 
following manner. Let Pi{E) be the probability that a neutron originating in 
region / with an energy E will make its next colhsion in the other region; for 
example, if region F is an isolated rod, then P^ will be an escape probability 
(§2.7b). In addition, let </>F(£') and ^M(£^) be the volume-averaged neutron fluxes 
in the two regions. 

Consider the total collision rate of neutrons of energy E in region F. If the 
total cross section in this region is denoted by CTJ^, where 

<̂ tF = CTaF + <^SF + CTiBF, ( 8 . 7 9 ) 

then the total collision rate will be 

Colhsion rate in region F = F],CTJF(£)'^P(£')- (8.80) 

Some of the neutrons of energy £ will have had their last collisions in region M ; 

FIG. 8.14 ABSORBER (F) AND MODERATOR (M) REGIONS. 
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that is to say, they will have arrived at energy E by making a collision in region 
M and will make their next collision in region F. Hence, 

Colhsion rate in region F due CEiamM ajnM4>M.{E') , , , 
to neutrons from region M " ^'^^^'^"^ J^ (1 - a^^E' ' ^^'^^' 

where the integral multiplied by KM is the rate at which neutrons reach E in 
region M and PM is the probabihty that they will make their next collision in 
region F. 

Similarly, the collision rate in region F due to neutrons which have arrived at 
energy E by making a colhsion in the same region is 

CoUision rate in region F due ^ _ 11-«. . . <^^.UE'l ^^, 
to neutrons from region F •• '̂̂  ^^ ^\]E {I — a^)E 

H. r ^ ^ ^ i ^ , E \ , (8.82) 
JE (1 - ajE J 

where the first integral represents the scatterings from the admixed moderator 
in region F and the second those from the absorber nuclei. The sum of equations 
(8.81) and (8.82) must equal equation (8.80); hence. 

This is the fundamental balance equation for computing resonance absorption 
in heterogeneous assemblies. It will be observed that if there is only one region, 
namely, region F, so that Pp = 0 and V^ = 0, then equation (8.83) reduces to 
equation (8.50) for a homogeneous system. 

Although equation (8.83) is exact, some approximations must be made in 
deriving the collision probabilities. In most heterogeneous systems, the spatial 
distribution of neutrons, at least for those with energies not near a resonance 
peak, is largely independent of position in each region. Consequently, the 
reasonable postulate, called iht flat source {or flat flux) approximation, is made 
for deriving Py and P^. In this approximation, Py{E) and PJ^E) are obtained 
for uniform, i.e., spatially constant, sources of neutrons in regions F and M. 
It is evident, therefore, that Py{E) and P^iE) are the quantities discussed in 
§§2.8b,c. In the present case, every collision removes a neutron from energy E, 
because it is either absorbed or its energy is changed by scattering. Thus, in 
treating the neutrons at energy £ as a one-speed problem, both media appear to 
be purely absorbing. Hence, Py in the present treatment is equivalent to PF-.M 
of §2.8c, and Pj, is equivalent to PM-F-
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The general reciprocity relation, i.e., equation (2.101), may now be written as 

*^mM ^M-* M ^^ ^fF 'F^¥j 

and if this is used to eliminate PM from equation (8.83), the result is 

+ P.<'t. n ^" ^p, dE'. (8.84) 
JB (1 - a-mmjE 

In order to proceed further, the narrow resonance approximation may be 
made for both the moderator integrals in equation (8.84). Thus, in the first and 
third integrals, the flux may be replaced by an asymptotic value normalized so 
that 

<^F = "^M = • ^ • 

The integrals can then be evaluated to give 

a,y4,y = (1 - Py) [^ ^^ -^^E^^ (IE' + [o^y + P^{0,y + O,y)] ~ (8.85) 
JE U — a^)t t 

As before, for a homogeneous system Py would be zero, and this equation would 
reduce to equation (8 71). 

Values of Py may be derived from the considerations of §2 8c, and equation 
(8.85) can be solved numerically (§8.4c) to yield the flux, <i>y{E). From the flux, 
the reaction rates J (Jx<i>y dE and the effective cross sections can be computed.^^ 
It will now be shown, however, that if a rational approximation is used for Py 
(§2.8b), the solution to equation (8.85) is equivalent to that for a particular 
homogeneous system For many practical calculations, the rational (and 
equivalence) relations are sufficiently accurate 

8.4b Equivalence Relations 

On the basis of the various rational approximations considered in §2.8b et seq., 
the escape probability, Py (or P^^M), can be written in the general form 

PAE) = 
"tAE) + CTe 

where the quantity (J^ IS a reciprocal length and therefore has the dimensions of 
a macroscopic cross section As will soon be seen, a^ may be regarded as an 
effective moderator scattering cross section representing the effects of hetero­
geneity on the resonance absorption. For the particular case of an isolated fuel 
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rod, Py = Peso in the terminology of §2.8b, and equation (2.114) gives the 
rational approximation for which 

1 

Ry 

where Ry is the average chord length in region F, as defined in §2.8b. According 
to equation (2.112), Ry is related to the volume Vy and to A, the area of the 
surface common to the two regions, by 

When the absorbing region is more complicated, e.g., a periodic array, then 
Py is not just the escape probability, but PP-M for which the rational approxi­
mation is given by equation (2.122). In this case, 

1 - C 
Ry 

where C is the Dancoff correction (§2.8c). When C is computed for a "black" 
absorber, i.e., one which absorbs all neutrons entering region F, it is found to be 
independent of energy. Consequently, a^ then has the feature of being energy 
independent, which is desirable if it is to be equivalent to a moderator scattering 
cross section. 

If the fully rational approximation of equation (2.123) is used for Py, then 

1 

Ry 

where Ry, the effective chord length in region F, defined by equation (2.124), 
in the present notation is 

R^ = R^ 1 + <̂mMPM̂  (8 86) 

where PM is the mean chord length in region M. For well-separated fuel regions, 
o'niM̂ M » 1 and then Ry = Ry and â  = \\Ry, as obtained above for an isolated 
fuel rod. 

Upon inserting the rational approximation for Py into equation (8.85) and 
multiplying by (a^y + a^\o^y, it follows that 

(PIY + <^e)ME) = J^ (1 - a )E' ^^' "̂  ^"""' "̂  ""^ E' (8.87) 

Since (T,F = a^y + OSF + <̂mF, it is seen that in equation (8.87) the admixed 
moderator cross section a^y always appears added to a^. Moreover, by com­
parison with equation (8.71), it is evident that, for heterogeneous assembhes, 
o'mF + (^e plays the same role as CT„ does for a homogeneous system. Hence, as 
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stated above, a^ represents the contribution of heterogeneity to the moderator 
(scattering) cross section. 

Furthermore, it is to be expected that for very closely-spaced fuel regions, the 
admixed moderator in region F would have the same effectiveness as the outside 
moderator in region M. This can be shown by considering the fully rational 
approximation. For closely-spaced fuel regions, m̂M̂ M « 1; then equation 
(8.86) gives 

K P F J O'IIIMPM 
P F = = - a n d CT, = — = — • 

But since P( = 4VJA, where A is the common boundary between the fuel region 
F and the moderator region M, 

V^ 

and hence, 

Vy 
<^mF I < ê — " m F "i i , " m M -

Since, according to equation (8.87), CT^F + ^^e determines the effect of the 
moderator on the flux, the result just derived shows that, for closely-spaced 
fuel elements, a moderator nucleus has the same effect regardless of whether it 
is in the fuel region or in the bulk moderator. 

From the fact that a^p + ê in a heterogeneous system is equivalent to o^ in 
a homogeneous system, it appears that the ratio of a^^y + a^ to the absorber 
cross sections a^y + o^y will determine the energy-dependence of the neutron 
flux. This conclusion can be cast in the form of a useful equivalence relation. 
Suppose there are a number of systems, possibly with different moderators, 
which have the same ratios of various kinds of heavy absorbing nuclei, e.g., the 
same ratio of uranium-235 to uranium-238, and are at the same temperature. 
Then, for all these systems a^y and a^y will be the same, except for a constant 
factor equal to N^, the total number of heavy nuclei per unit volume. If equation 
(8.87) is divided by Â a, the result can be written as 

/Za^+p. ^ -_m£_+^)^^,(£) = r'"^ ^,"'''''\^, dE' + ^ 2 ^ ^ 1- (8.88) 
\ N^ N^ r^ JE Afa(l - a^)E N^ E ^ ' 

The value of {u^y + (JSF)!^^. is the same for all the systems under consideration 
and so all systems having the same values of (CT̂ F + ''e)/^a wiU have the same 
flux (relative to the asymptotic flux) and the same reaction rates and resonance 
integrals (per heavy nucleus). 

The result derived above may be stated as an equivalence principle: hetero­
geneous systems having the same values of (<TniF + °•e)/̂ a^ regardless of the 
nature of the moderator, will have the same resonance integrals, and a hetero­
geneous system will have the same resonance integral as a homogeneous system 
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with a^jN^ equal to (a^p -I- (J^)IN^. The equivalence applies also to reaction 
rates but not to the probabilities of reaction, since the latter depend on the 
competition between reaction and slowing down. The slowing down is deter­
mined by ImM and o•n,M̂  and these quantities will depend on the particular 
moderator in each assembly. 

The expected equivalence has been confirmed experimentally in the com­
parison of heterogeneous systems with either uranium metal or uranium dioxide 
(UO2) as the fuel.̂ ^ In general, the equivalence principle is accurate enough to 
be very useful, particularly in comparing similar systems, although where high 
precision is desirable the rational approximation to Pp should not be used. 
Other possibilities are then to solve equation (8.85) numerically (§8.4c) or to 
utihze some adjusted rational approximations for Pp.^'' 

When the rational approximation to Pp is employed, so that equation (8.87) 
is to be solved for the flux, there is no fundamental difference between the 
treatment for homogeneous and heterogeneous systems. Any of the methods 
already described for homogeneous systems may be used. For example, the 
integral in equation (8.87) may be evaluated by the NR or NRIM approximation 
or by means of an intermediate theory. All the results obtained previously for 
reaction rates and group cross sections hold when (CT̂ F + <̂ e)/-̂ a for the hetero­
geneous assembly is equal to a^jN^ for the homogeneous system. The situation 
is most easily stated in terms of microscopic cross sections. The quantity 
((T„F -h CTj)/A^a is similar to a microscopic cross section per absorber nucleus, and 
this must remain unchanged in the equivalent homogeneous system if the group 
microscopic cross sections are to be preserved. The quantity {a^y + <yg)jN^ is 
frequently denoted by (J„, an effective microscopic cross section. 

In the foregoing theoretical development using collision probabilities, three 
important approximations were made. In reverse order, they were {a) a rational 
approximation for Pp, {b) the NR approximation for moderator collisions, and 
(c) the flat source approximation. These will be considered in turn. 

The main reason for using the rational approximation to Pp is that it leads to 
the equivalence relations. Methods developed for homogeneous systems can then 
be applied directly to heterogeneous systems and experimental results may be 
compared for a variety of configurations. As seen in §2.8b, however, the rational 
approximation is of limited accuracy. Moreover, if equation (8.85) is solved 
numerically, accurate values of Pp may be used instead of a rational approxi­
mation. 

As far as the NR approximation is concerned, it is not required, in principle, 
since numerical solution of equation (8.84) is possible just as it is for equation 
(8.85). But the NR approximation for moderator collisions does permit a sub­
stantial simplification which is usually accurate enough for practical purposes. 

The crucial feature of the method of collision probabilities is the use of the 
flat source approximation to determine Pp and P^. If this approximation is not 
used, then it becomes necessary to determine the spatial dependence of the flux 
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by Monte Carlo methods,^^ by multigroup calculations with a fine energy 
structure,^^ or in other ways.-'"" The problem is most troublesome for large fuel 
lumps and for resonances with much scattering, as is the case for some of the 
stronger, low-energy resonances in tungsten for which r „ / r is the order of ten ^°* 
and for the principal resonances in manganese and cobalt^°^ which are often 
used as neutron flux detectors. 

8.4c Numerical Computation of Resonance Integrals 

A number of instances have been mentioned in preceding sections in which 
numerical methods must be used to evaluate resonance absorption, e.g., when 
resonances overlap either as a result of Doppler broadening (with A x D) oi 
because of accidental near coincidence of resonance energies (§8.1e) or when 
accurate collision probabilities are used for a heterogeneous system. The same 
general procedure may be used in all these situations provided the collision 
probabilities may be regarded as known; in practice this means that they are 
computed using the flat-source approximation. Such a general approach is 
described below ^°^; with the available computer codes, it can be used con­
veniently even when simpler approximations would be adequate. 

Suppose, for example, that it is desired to solve equation (8.85) for the neutron 
flux; the cross sections and collision probability, Pp, are to be regarded as 
known (calculated or given) functions of neutron energy. Once the flux is known, 
resonance integrals and effective cross sections may be evaluated by using the 
equations in §8.3a. 

For numerical work, it is convenient to transform from the flux to the 
collision density as the fundamental unknown, because the latter is a much 
smoother function of the energy. For example, in the NR approximation the 
collision density shows no fine structure in the vicinity of a resonance. Further­
more, it is convenient to use the lethargy, u, in place of the neutron energy as 
the independent variable (§4.7a); thus, 

F 
U = fn —|p-> 

E 

where f^ax is some energy above which the flux has its asymptotic form, i.e., 
it is proportional to !/£. 

Let the volume averaged collision density in the fuel region F at lethargy u be 
denoted by F{u), so that 

F{u) = a,yUE), (8.89) 

where aiy is the total fuel cross section, as given by equation (8.79). It should be 
noted that although F{u) is expressed as a function of lethargy, it is actually the 
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collision density per unit energy."* By using equation (8.89) and converting the 
variable from energy to lethargy, equation (8.85) becomes 

F(u) = [1 - Py(u)] r F{u') ,. "''^'f\.. du' + [a„F + Py{o.y + â p)] - ^ , 

(8.90) 
where 

A „ s l n l . 
«a 

Equation (8.90) may be solved by approximating the integral by a sum, 
using a numerical quadrature formula, such as Simpson's rule. The solution is 
first sought for M = n AM, where n = 1, 2, 3 , . . . , until the desired range in u 
has been covered. A number of computer codes have been written to carry out 
this program or its equivalent."^ They include the computation of a^y{E) and 
CTSF(£') from input resonance parameters and temperature; they contain colhsion 
probabilities for various geometries, and as output they give the resonance 
integrals or effective cross sections, as desired. For example, the resonance 
integral for absorption is given by 

/ = ^max J F{u) ^ e - " du. (8.91) 

The codes are employed extensively for generating resonance absorption cross 
sections for use in multigroup calculations. The results obtained in this manner 
may be expected to be reliable provided that the input resonance parameters are 
accurate and the flat-source approximation is adequate for the Py computation. 

In a numerical procedure such as the one just outlined, there is evidently no 
need to use a NR approximation for the moderator integral, since it too could 
be evaluated numerically. Furthermore, homogeneous and various hetero­
geneous geometries can be treated in the same program. 

8.4d Approximate Dependence on Geometry 

The approximate dependence of resonance integrals on the geometry of a 
heterogeneous system may be derived in the following manner. The rational 
approximation for Pp is made, so that the equivalence relation can be employed 
and the NR approximation is used for all collisions. Incidentally, the results 
obtained also hold for the NRIM approximation. 

For a homogeneous system with a single unbroadened resonance, the 
resonance integral may be derived from equation (8.64) for the resonance 
absorption; if the interference term is neglected, the result is 

/., = ^7^- , ^ = /.... , ^ (8.92) 
^- / i + - ^ ^ - I + — ^ 
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where /co.xt is the resonance integral for infinite dilution, i.e., with <̂  = !/£•, 
throughout the resonance. For the equivalent heterogeneous system, CT^ must be 
replaced by a^y + CT^. In addition, for the most important resonances, 

''O » <̂ mF + f^e + O'pot; 

hence, equation (8.92) can be written as 

/ . . ~ /oo. . . / ""- + """̂  ^ - (8.93) 

For a single resonance, (a^y + CTpot)/CTo is a constant and all the geometrical 
dependence is contained in a .̂ For an isolated fuel region, it was seen earlier 
that (7e = 1/̂ p = -^I^^FI hence, 

where M, the mass of the fuel region, is equal to Vypy, with py the density.* 
Hence, from equation (8.93) it appears that expressions of the form 

4. ~ Ja + b^ ^a' + b'J^ (8.94) 

may be approximately valid. This approximate dependence of the resonance 
integral on the geometry, i.e., area and mass, of the fuel region was first sug­
gested by Russian physicists^"® and it has been confirmed by experiment, as will 
be seen in the next section. However, in view of the many approximations 
made in deriving equation (8.94) it would not be expected to be a very precise 
relationship. 

In some reactors, the geometrical complexity of the fuel elements in a hetero­
geneous array may be quite considerable, e.g., fuel rods may be grouped in 
clusters so that different rods have different Pp values. For survey calculations, 
the rational approximation may be generalized, but for greater accuracy it is 
necessary to resort to Monte Carlo methods.^"'' Once Monte Carlo or experi­
mental experience has been gained with a particular configuration, it may be 
possible to use adjusted collision probabilities to give reliable results. 

In the foregoing treatment Doppler broadening has been ignored. It is of 
interest, of course, to know how the resonance integrals in a heterogeneous 
system will change with temperature. From the discussion of the J{^, P) function 
in §8.3e, it would appear that the effect of temperature will be quite complicated. 
Both detailed calculations and experiment, however, have indicated that the 
approximate relationship 

/ = /o(l + ^Vf), (8.95) 

where Tis the absolute temperature and |S is roughly constant, is obeyed.^"* 

* Conventionally, the surface area of the fuel region is represented by S; the symbol A 
is used here, however, for consistency with other parts of the book. 
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A special problem may arise when the temperature in a fuel rod is markedly 
nonuniform. In such cases, an "effective temperature" is used in determining 
the Doppler broadening of the resonances."^ 

8.4e The Doppler Effect in Fast Reactors 

The Doppler effect and its influence on the temperature coefficient of reactivity 
are of considerable importance in connection with fast-reactor safety. Con­
sequently, this aspect of the resonance problem has received much attention. 
Nevertheless, because of the uncertainties and complexities involved, the 
theoretical treatment is not in a very satisfactory state. The following discussion 
will therefore be restricted to some qualitative comments and references to the 
literature.^" 

In a fast (breeder) reactor, the fissile material would be largely plutonium-239 
with some plutonium-241; the fertile material, uranium-238 (and some pluto-
nium-240) acts as a neutron absorber. The low-energy part of the neutron spec­
trum, below about 10 keV, will be markedly affected by the presence of elements 
of relatively low mass number, such as carbon, oxygen, and sodium. 

As already seen, resonances at sufficiently high neutron energies overlap 
strongly, and hence Doppler broadening produces little change. On the other 
hand, at sufficiently low energies there are very few neutrons since most have 
been absorbed during the moderation process. Consequently, in practice there 
will be an intermediate energy region from which the contribution of Doppler 
broadening to reactivity is most important (Fig. 8.15). This energy range is 
frequently in the neighborhood of 1 keV, although for a very fast system it 
could be above 10 keV. 

For uranium-238, it is clear that Doppler broadening will increase the 
resonance absorption (§8.3e) and decrease the reactivity. This effect can be 

EFFECT OF DOPPLER 
BROADENING PER UNIT FLUX FLUX, <f> i£) 

EFFECT OF DOPPLER 
BROADENING ON * 

NEUTRON ENERGY »-

FIG. 8.15 DOPPLER EFFECT ON REACTIVITY AS FUNCTION OF ENERGY. 
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calculated with a considerable degree of confidence. For fissile materials, such as 
plutonium-239, Doppler broadening increases the effective cross sections for 
both fission and radiative capture, and since the resonances are resolved only 
up to neutron energies of about 50 eV, substantially all of the reactivity effects 
in a fast system arise from the broadening of unresolved resonances. Here 
doubts concerning the resonance parameters, including mean values, distribu­
tions, and correct forms, make the calculations highly uncertain. 

Moreover, there is some cancellation of the effects due to increases in both the 
(n, y) and («,/) cross sections. It is likely that the effective capture cross section 
increases more rapidly with temperature than does the effective fission cross 
section because the resonances which are important for fission tend to have 
larger widths than those which are important for neutron capture. Hence, it is 
not clear, in principle, whether the Doppler broadening of the resonances in the 
fissile material will increase or decrease the reactivity of a fast-neutron system. 

Experimental efforts to study the Doppler effects for capture and fission in 
fissile materials have not clarified the situation, except in showing that the net 
effect is small."^ Consequently, if there is sufficient uranium-238 present, e.g., 
about three times as much as the fissile species, the over-all result of the Doppler 
broadening is to produce a negative temperature coefficient of reactivity. The 
calculations indicate that BkjdT (or (AA:/A:)/Ar) ranges from about —10"® per 
°K up to perhaps —10"^ per °K; although these values are quite small, they 
nevertheless appear to be important for fast reactor safety. 

8.5 COMPARISON OF THEORY AND EXPERIMENT 

8.5a Thermal Reactors 

In most thermal reactors, the neutron flux in the resonance region varies very 
nearly as l/£, with the fine structure due to individual resonances superimposed. 
Hence, the quantity of interest for resonance absorption is the resonance integral 
over all the resonances. Moreover, the situation of greatest practical importance 
is one in which fuel rods of natural uranium or uranium of low enrichment in 
uranium-235 are arranged as a lattice, i.e., a periodic array of rods, in a 
moderator. The resonance absorption under these conditions has been studied 
extensively, both experimentally and theoretically. In general, good agreement 
has been obtained between theory and observation. 

In a series of experiments, resonance absorption was measured in lattices of 
rods of uranium metal and of uranium oxide with heavy water as moderator.*^^* 
The values of the resonance integrals have been expressed by fitting the results 
to relationships of the form of equation (8.94). In terms of the microscopic 

* Methods used for determining resonance integrals experimentally are described in 
Ref. 113. 
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resonance integral, with dimensions of barns, the data, with AjM in cm^/g, are 
well represented by 

/(barns) = 2.95 + 25.8 /— for uranium metal 

and 

/(barns) = 4 45 + 26.6 /— for uranium dioxide. 

In Table 8 3, the values of the resonance integrals of uranium-238 in rods of 
natural uranium metal and uranium dioxide of different radii, as derived from 
these expressions, are compared with the results obtained by calculation.^'* In 
this calculation, equation (8.85) was solved numerically using exact values for 
PF-"^ The line labeled "unresolved" refers to unresolved ^-wave resonances for 
which the average resonance parameters can be derived with a fair degree of 
confidence from the experimental values at lower energies The /7-wave reso­
nances are included only to the extent of adding a constant estimated value of 
1.6 barns. The "oxygen correction" for uranium dioxide, in the lower part of 
the table, represents the difference between the NR approximation for the 
admixed oxygen in the fuel, as in equation (8 85), and the results obtained 

TABLE 8 3 COMPARISON OF CALCULATED AND EXPERIMENTAL 
RESONANCE INTEGRALS OF URANIUM-238 AT 300°K i ' * 

Uranium Metal, Density 18 7 g/cm^ 

Rod Radius (cm) 

AIM (cm^/g) 
Resolved (barns) 
Unresolved (barns) 
Total + 1 6 barns 
2 95 + 25 SVAIM 

0 1055 

1 013 
25 29 

196 
28 85 
28 91 

0211 

0 507 
18 04 

167 
21 31 
21 28 

0 422 

0 254 
12 91 

1 40 
15 91 
15 95 

0 844 

0 127 
9 31 
1 18 

12 09 
12 18 

169 

0 0634 
6 75 
103 
9 38 
9 45 

Uranium Dioxide, Density 10 2 glcm'' 

Rod Radius (cm) 0 125 0 25 0 50 1 0 2 0 

AIM (cm^/g) 
Resolved (barns) 
Unresolved (barns) 
Oxygen Correction 
Total + 1 6 barns 
4 45 + 26 6VAIM 

1 570 
34 40 

2 21 
- 0 08 
38 13 
37 76 

0 785 
24 62 

1 94 
- 0 14 
28 02 
27 95 

0 393 
18 01 

1 68 
- 0 25 
21 04 
21 10 

0 196 
13 59 

146 
- 0 43 
16 22 
16 23 

0 098 
10 74 

1 30 
- 0 68 
12 96 
12 76 
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by numerical solution of the slowing down integral for the oxygen, i.e., using 
equation (8.84). This correction is significant only for the few resonances of 
lowest energy. 

The agreement between the theoretical and observed resonance integrals in 
Table 8.3 is perhaps better than would be expected. In fact, in other experiments, 
values differing by up to 5 percent from those recorded here, with corresponding 
differences in the quantities a' and b' in equation (8.94), have been reported.'" 
Nevertheless, it appears that an equation of this form does represent the ex­
perimental resonance integrals in heterogeneous systems and that the calculated 
values are in general agreement with those observed. Furthermore, the infinitely 
dilute resonance integral of 270 barns for uranium-238, derived from the 
resonance parameters (§8.3d), agrees with the experimental value of about 280 
barns determined directly.-'^'' 

Measurements have also been made of the temperature dependence of the 
resonance integrals.''^ Both theoretical and experimental results have been 
expressed in the form of a relationship similar to equation (8.95), namely, 

I{T) = /(300°K)[1 + i3(vT - Vm)]. 

Some of the experimental values of /3 are compared with those derived from 
theory''^ in Table 8.4. Again, the agreement between observed and calculated 
results is good. 

A detailed examination of the calculations'^" shows that the most important 
resonances for determining the resonance integrals and their temperature 

TABLE 8.4. COMPARISON OF CALCULATED 
AND EXPERIMENTAL TEMPERATURE COEFFI­
CIENTS OF RESONANCE INTEGRALS OF 
URANIUM-238."« 

Uranium Metal 

Rod Radius (cm) 0.4 1.4 

i3 X 10^: Calculated 0.62 0.55 
Observed 0.64 0.55 

Uranium Dioxide 

Rod Radius (cm) 0.4 0.85 1.4 

jS X 10^: Calculated 0.81 0.67 0.61 
Observed 0.84 0.69 0.63 
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coefficients are those of lowest energy. Nevertheless, it can be seen from Table 
8.3 that the unresolved resonances, with which the /7-wave resonances must be 
included, may contribute as much as 20% (or more) to the total resonance 
integral. 

Resonance absorption has also been determined experimentally for thorium-
232 in heterogeneous assembhes, and again satisfactory agreement has been 
found between theory and experiment.'^' It is to be concluded, therefore, that 
there is a good theoretical basis for calculating resonance absorption in thermal 
reactor lattices. 

8.5b Fast Reactors 

For fast reactors, comparison of theoretical and experimental results is difficult 
for various reasons. The NR approximation is valid for all scatterings and 
heterogeneity may be largely ignored because of the small spacing between the 
fuel elements. But there are complications which are less significant in calcula­
tions for thermal systems. First, the fast-reactor fuel contains a substantial pro­
portion of a fissile nuclide and both capture and fission in the resonances of this 
material must be computed. Then, unresolved and/j-wave resonances are impor­
tant because of the high neutron energies; also, under these conditions, strong 
overlap will occur. At sufficiently high energies the treatment in §8.3i can be used 
for the latter, and at low energies the resonances are well separated. In between, 
however, there is the difficult region of intermediate overlap. 

Finally, since the over-all spectrum of a fast reactor is highly dependent on the 
detailed composition, there is no simple way of reporting and comparing reson­
ance absorption except for specific systems. In making calculations, a common 
procedure is to replace rapidly-varying actual cross sections by slowly-varying 
effective cross sections which are computed by taking the fine structure of the 
flux into account. These effective cross sections are used in multigroup calcula­
tions in the usual manner for the given system. 

On the experimental side, there is no clear way to measure the resonance 
absorption and attention has been focused on trying to determine the variation 
of the absorption with temperature. To this end, measurements are made of 
the variation of reactivity with temperature; contributions from thermal 
expansion and from other less obvious effects are subtracted to obtain the 
temperature coefficient due to the Doppler broadening of the resonances. 

An example of this type of comparison between experimental and theoretical 
results is provided by a study of the fertile nuclides in a fast-reactor neutron 
spectrum. In an experiment with the zero-power fast reactor assembly ZPR-III 
45, the temperature of a uranium-238 rod 1-inch in diameter was raised from 
500 to 1100°K and the resulting decrease in reactivity was measured; in this 
particular case, ts.kjk was found to be —26.8 x 10"* .̂'̂ ^ For the calculations, 
the effective (multigroup) cross sections, the reactor flux, and the adjoint were 
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computed and AkJk evaluated by means of equation (6.71). The best value 
determined in this manner was —26.4 x 10"®. 

In this case, the agreement between the observed reactivity change with 
temperature and that computed on the basis of the expected Doppler effect is 
excellent. Although the agreement is not always so impressive, it is generally 
found to be good for the fertile nuclides.'^^ For the fissile species, on the other 
hand, there is considerable uncertainty in both experimental and calculated 
effects of Doppler broadening. The agreement between observed and computed 
reactivity changes with temperature obtained so far is not good.'^* In the design 
of fast reactors, the uncertainty in the temperature coefficient is taken into 
consideration, so that such reactors can operate just as safely as thermal reactors. 

EXERCISES 

1. By starting from equations (8.16) and (8.20), show that the Doppler broadened 
cross section is given without approximation by 

i^Vra(Er)(.e-^ - e-^)dEr 
VaJE) = 

j-{e-''-e-^)dE. 

where 

X^^(VE- VEr)^ and Y ^-^{VE + Vl,)=. 

(Hint: First choose Ki (= VVx + Vy), Vz, and the azimuthal angle, <p, as 
variables of integration, and integrate over y. Then change to the variables V^ 
and Ej and integrate over V^.) Show that the expression given above reduces to 
equation (8.22) when EjkT is large.'^^ 

2. By using the expression in the preceding exercise, show that the relative variation 
with temperature of the area under a resonance is proportional to kTjAEo for 
small values of kTIAEo.^^" 

3. Verify the properties of the chi-square distribution in §8.2b, especially equation 
(8.34). 

4. Compute the average 5-wave neutron capture cross section for uranium-238 as a 
function of neutron energy in the range from 1 to 100 keV. Assume that the 
strength function ^o = 10"*, that D = 20 eV, and r^ = 0.020 eV, independent 
of energy. The neutron widths may be assumed to have a Porter-Thomas dis­
tribution. Values of the function 

/ r„r, \ 

r„ + r, 

may be taken from Fig. 4 in Ref. 127. Compare the results with the experimental 
values '^° and suggest a reason for the discrepancy. 
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5 Consider a sequence of resonances in which both capture and fission are possible 
Derive the ratio of average capture to average fission cross section as a function 
of FylFf, for values of the latter between 0 01 and 1 The following assumptions 
are to be made r , is the same for all the resonances, r̂ ^ has a chi-square dis­
tribution with two degrees of freedom, and r „ « r Show what the result would 
be for r „ » r , -f- f̂  12̂  

6 Derive the limiting form for low temperatures of the function / ( { , fi), defined by 
equation (8 66) 

7 Compute the resonance integrals for T = 300°, 600°, and 1200°K for a uranium-
238 resonance, with £0 = 66 3 eV, 1% = 0 020 eV, and T = 0 050 eV, assuming 
"pot + Cm = 10,10^, 10^, and infinity barns per uranium atom Use the NR approx­
imation and Ignore interference between resonance and potential scattering Discuss 
the results obtained (For the validity of the NR approximation and neglect of 
interference effects, see Ref 130) 

8 Show that under such conditions that the NR approximation is valid, the 
difference between 0" ' and *̂̂ *, given by equation (8 73), is small when the NR 
form of 0" ' IS used 

REFERENCES 

1 Pnce,D h, et al ,Nucl Phys ,Ani, 630 (196S), J E Lynn, "The Theory of Neutron 
Resonance Reactions," Oxford University Press, 1968, pp 333 et seq 

2 See, for example, A M Weinberg and E P Wigner, "The Physical Theory of Neutron 
Chain Reactors," University of Chicago Press, 1958, Chap XIX, J R Lamarsh, 
"Introduction to Nuclear Reactor Theory," Addison-Wesley Publishing Co , Inc , 
1966, Section 11-3 

3 Breit, G , and E P Wigner, Phys Rev , 49, 519 (1936), see also, J E Lynn, Ref 1, 
pp 56 et seq 

4 Blatt, J M , and V F Weisskopf, "Theoretical Nuclear Physics," John Wiley and 
Sons, Inc , 1952, pp 423 et seq , and Appendix A-5 

5 "Neutron Cross Sections," Brookhaven National Laboratory Report BNL-325 and 
supplements 

6 Devaney, J J , L O Bardwell, and R E Anderson, "Thorium Cross Sections and 
their Temperature Dependence," Los Alamos Scientific Laboratory Report LA-2525 
(1961), also G W Hmman and J B Sampson, "A Rigorous Determination of 
Doppler Broadening of Nuclear Resonances for a Maxwellian Gas Absorber," 
General Atomic Report GA-3603 (1962) 

7 Blatt, J M , and V F Weisskopf, Ref 4, pp 328 et seq , and p 393 
8 Blatt, J M , and V F Weisskopf, Ref 4, pp 329 et seq ,J E Lynn, Ref 1, p 44 
9 Abramowitz, M , and I Stegun, eds , "Handbook of Mathematical Functions," 

Dover Publications, Inc , 1965 
10 Blatt, J M , and V F Weisskopf, Ref 4, pp 383 et seq , and p 557, also A M Lane 

and R G Thomas, «ey Mod Phys ,M, 151 (\95%), i E Lynn, Ref 1, p 58 
11 Blatt, J M , and V F Weisskopf, Ref 4, p 361, J E Lynn, Ref 1, p 43 
12 Hinman, G V/ , et al, Nucl Sci Eng , 16, 202 (1963), J J Devaney, "The Approxi­

mate Doppler Broadening of Isolated Nuclear Resonances," Los Alamos Scientific 
Laboratory Report LA-3315 (1965) 

13 Nordheim, L W , "The Doppler Coefficient," Chap 4 in "The Technology of Nuclear 
Reactor Safety " T J Thompson and J G Beckerley, eds , The M I T Press, Vol I, 
1964, R B Nicholson and E A Fischer, "The Doppler Effect in Fast Reactors," 
in Adv Nucl Sci Tech , 4, 109 (1968) 

14 Nelkin, M S , and D E Parks, Phys Rev , 119, 1060 (1960) 
15 Nelkin, M S , and D E Parks, Ref 14, also W E hzmb, Phys Rev ,55,\90(\939) 



460 RESONANCE ABSORPTION 

16. American Institute of Physics Handbook, 2nd ed., 1963, p. 4-61. 
17. Nelkin, M. S., and D. E. Parks, Ref. 14. For an example of peculiar resonance shapes 

when T « 9^, see C. Lajeunesse, et al.. Trans. Am. Nucl. Sac, 11, 183 (1968). 
18. See, for example, H. Margenau and G. M. Murphy, "Mathematics of Physics and 

Chemistry," D. Van Nostrand Co., Inc., 1943, Section 12.7. 
19. Bethe, H. A., and G. Placzek, Phys. Rev., 51, 462 (1937). 
20. A short tabulation is given by T. D. Beynon and I. S. Grant, Nucl. Sci. Eng., 17, 

547 (1963); for more complete tabulations, see K. K. Seth and R. H. Tabony, "A 
Tabulation of the Doppler Integrals ij>{x, t) and 4>(x, t)," U.S. AEC Report TID-21304 
(1964); and especially Y. Dandeu, et al., Centre d'Etudes Nucleaires, CEA, Saclay 
(France) Report CEA-R-2824 (1965). 

21. O'Shea, D. M., and H. C. Thacher, Trans. Am. Nucl. Soc, 6, 36 (1963); E. M. Gelbard, 
ibid., 6, 257 (1963). 

22. Hinman, G. W., et al., Ref. 12; Y. Ishiguro, Nucl. Sci. Eng., 24, 375 (1966). 
23. See, for example, M. Born, "Optik," Springer Verlag, 1933, p. 486. 
24. Canfield, E., Trans. Am. Nucl. Soc, 11, 185 (1968). 
25. See citations in Refs. 20 and 21. 
26. Nicholson, R. B., and E. A. Fischer, Ref. 13. 
27. Shook, D. F., and D. Bogart, Nucl. Sci. Eng., 31, 415 (1968). 
28. Gilbert, A., and A. G. W. Cameron, Canad. J. Phys., 43, 1446 (1965). 
29. Nicholson, R. B., and E. A. Fischer, Ref. 13. 
30. Lane, A. M., and R. G. Thomas, Ref. 10; R. E. Lynn, Ref. 1, Chap. 2. 
31. Lynn, R. E., Ref. I, pp. 365 et seq. 
32. Lynn, R. E., Ref. 1, pp. 342 et seq. 
33. Lynn, R. E., Ref. I, pp. 399 et seq. 
34. Adler, F. T., and D. B. Adler, in "Reactor Physics in the Resonance and Thermal 

Regions," A. J. Goodjohn and G. C. Pomraning, eds.. The M.I.T. Press, 1966, Vol. 
II, p. 47. 

35. Lynn, R. E., Ref. 1, pp. 366 et seq. 
36. Dyos, M. W., Nucl. Sci. Eng., 34, 181 (1968); C. R. Adkins, T. E. Murley, and M. W. 

Dyos, ibid., 36, 336 (1969); Y. Ishiguro, et al., ibid., 40, 25 (1970). 
37. Bohr, A., Proc. Second U.N. Conf. on Peaceful Uses of At. Energy, 2, 151 (1958); 

J. A. Wheeler, in "Fast Neutron Physics," J. B. Marion and J. L. Fowler, eds., 
Interscience Publishers, Inc., 1963, Vol. II, p. 2051; A. Michaudon, in Proc. Conf. on 
Neutron Cross Sections and Technology, National Bureau of Standards Special 
Publication, No. 299 (1968), Vol. I, p. 427. 

38. Porter, C. E., and R. G. Thomas, Phys. Rev., 104, 483 (1956). 
39. Porter, C. E., and R. G. Thomas, Ref. 38. 
40. Garrison, J. D., Ann. Phys., 30, 269 (1964); J. E. Lynn, Ref. 1, pp. 219 et seq., and 

pp. 301 et seq. 
41. Porter, C. E., and R. G. Thomas, Ref. 38. 
42. Nicholson, R. B., and E. A. Fischer, Ref. 13. 
43. Lynn, J. E., Ref. 1, pp. 321 et seq. 
44. Glass, N., et al., in Proc. Conf. on Neutron Cross Sections and Technology, Ref. 37, 

Vol. I, p. 573. 
45. Bohr, A., Ref. 37; J. A. Wheeler, Ref. 37. 
46. Michaudon, A., Ref. 37; J. E. Lynn, Ref. 1, pp. 391 et seq. 
47. Lynn, J. E., Ref. 1, pp. 388 et seq.; M. S. Moore and D. D. Simpson, "Measurement 

and Analysis of Cross Sections of Fissile Nuclides," in Proc. Conf. on Neutron Cross 
Section Technology, CONF-660303 (1966), Vol. II, p . 840. 

48. Lynn, J. E., Ref. 1, p. 459; G. D. James, Nucl. Phys., A123, 24 (1969). 
49. Strutinsky, V. M., Nucl. Phys., A95, 420 (1967); S. Bjornholm and V. M. Strutinsky, 

ibid., A136, 1 (1969). 
50. Schmidt, J. J., in Ref. 34, Vol. II, p. 223. 
51. Wigner, E. P. in Proc. Gatlinburg Conference, Oak Ridge National Laboratory 

Publication ORNL-2309 (1956), p . 59; J. E. Lynn, Ref. 1, p . 177. 
52. Lynn, J. E., Ref. 1, Chap. V. 



REFERENCES 461 

53. Lynn, J. E., Ref. 1, pp. 197 et seq, especially p. 202. 
54. Hwang, R. N., Nucl. Sci. Eng., 21, 523 (1965). 
55. Schmidt, J. J., Ref. 50; A. Michaudon, Ref. 37; N. Glass, et al., Ref. 44; J. E. Lynn, 

Ref. I, pp. 391 et seq. 
56. Wheeler, J. A., Ref. 37. 
57. James, G. D., Ref. 48. 
58. Lane, A. M., and J. E. Lynn, Proc. Phys. Soc. (Lond.), A70, 557 (1957). 
59. Gilbert, A., and A. G. W. Cameron, Ref. 28. 
60. Thomas, R. G., Phys. Rev., 97, 224 (1955); A. M. Lane and R. G. Thomas, Ref. 10. 
61. Lynn, R. E., Ref. 1, pp. 236, 286. 
62. Nordheim, L. W., Ref. 13; R. B. Nicholson and E. A. Fischer, Ref. 13. 
63. See, for example, S. Glasstone and M. C. Edlund, "The Elements of Nuclear Reactor 

Theory," D. Van Nostrand Co., Inc., 1952, §§6.69 et seq. 
64. Weinberg, A. M.,andE. P. Wigner, Ref. 2,p. 304; L.Dresner, "Resonance Absorption 

in Nuclear Reactors," Pergamon Press, 1960, p. 100. 
65. Nordheim, L. W., Ref. 13. 
66. Weinberg, A. M., and E. P. Wigner, Ref. 2, p. 675; L. Dresner, Ref. 64, Chap. 8. 
67. Dresner, L., Ref. 64, Chap. 8; "Reactor Physics Constants," Argonne National 

Laboratory Report ANL-5800 (1963), pp. 163 et seq. 
68. Chernick, J., and A. R. Vernon, Nucl. Sci. Eng., 4, 649 (1958). 
69. Rothenstein, W., and J. Chernick, Nucl. Sci. Eng., 7, 454 (1960); G. I. Bell, ibid., 

9, 409 (1961). 
70. "Reactor Physics Constants," Ref. 67, Section 3.6.4; L. Dresner, Ref. 64, p. 42; 

V. W. Nather and L. W. Nordheim, "Extended Tables for Computation of the 
Volume Term of the Resonance Integral," General Atomic Report GA-2460 (1961). 
The function may also be computed rapidly if desired, cf., J. Helholtz, A. Z. Livolsi, 
and D. H. Roy, Trans. Am. Nucl. Soc, 11, 312 (1968) and N. M. Steen, Nucl. Sci. Eng., 
38, 244 (1969). 

71. Dresner, L., Ref. 64, p. 43. 
72. Chernick, J., and A. R. Vernon, Ref. 68. 
73. Chernick, J., and A. R. Vernon, Ref. 68. 
74. Dresner, L., Ref. 64, p. 50; J. Chernick and A. R. Vernon, Ref. 68; M. W. Dyos and 

A. Keane, Nucl. Sci. Eng., 26, 530 (1966). 
75. Goldstein, R., and E. R. Cohen, Nucl. Sci. Eng., 13, 132 (1962); R. Goldstein, ibid., 

22, 387 (1965). 
76. See, for example, Y. Ishiguro and H. Takano, Nucl. Sci. Eng., 31, 388 (1968) or J. 

Mikkelson, ibid., 39, 403 (1970). 
77. Goldstein, R., and E. R. Cohen, Ref. 75. 
78. Goldstein, R., in Ref. 34, Vol. II, p. 37. 
79. Goldstein, R., Ref. 78. 
80. Goldstein, R., and E. R. Cohen, Ref. 75. 
81. Kuncir, G. F., "A Program for the Calculation of Resonance Integrals," General 

Atomic Report GA-2525 (1961); C. A. Stevens and C. V. Smith, "GAROL, A 
Computer Program for Evaluating Resonance Absorption Including Resonance 
Overlap." General Atomic Report GA-6637 (1965). 

82. Chernick, J., and A. R. Vernon, Ref. 68; L. Dresner, Ref. 64; Chap. 8; F. T. Adler, 
G. W. Hinman, and L. W. Nordheim, Proc. Second U.N. Conf. on Peaceful Uses of 
At. Energy, 16, 155 (1958); L. W. Nordheim, Ref. 13. 

83. Nordheim, L. W., and G. F. Kuncir, "A Program of Research and Calculations of 
Resonance Absorption," General Atomic Report GA-2527 (1961). 

84. Levine, M. M., in Ref. 34, Vol. II, p. 85. 
85. Citations in Ref. 36. 
86. Feshbach, H., G. Goertzel, and H. Yamauchi, Nucl. Sci. Eng., 1, 4 (1956). 
87. Feshbach, H., et al., Ref. 86. 
88. Nordheim, L. W., Ref. 13; R. B. Nicholson and E. A. Fischer, Ref. 13. 
89. Hwang, R. R , Nucl. Sci. Eng., 36, 67, 82 (1969); 39, 32 (1970). 
90. Nordheim, L. W., Ref. 13. 



462 RESONANCE ABSORPTION 

91. Citations in Ref 36, see also R N Hwang, Ref 89. 
92 Dancoff, S M , and M Ginsburg, "Surface Resonance Absorption in a Close-Packed 

Lattice," Manhattan Project Report CP-2157 (1944), E Cruetz, et al, J Appl Phys , 
26, 257 et seq (1955) 

93 Gurevich, I I , and I Y Pomeranchuk, Proc First U N Conf on Peaceful Uses of 
At Energy, 5, 466 (1955) 

94 Chernick, J , Proc First U N Conf on Peaceful Uses of At Energy, 5, 215 (1955) 
95 Kuncir, G F , Ref 81 , C A Stevens and C V Smith, Ref 81 
96 Dresner, L , Ref 64, Chap 8 
97 Bell, G I , "Theory of Effective Cross Sections," Los Alamos Scientific Laboratory 

Report LA-2322 (1959), Y Ishiguro and H Takano, Ref 76 and citations therein, 
J P P lummerandR G Palmer, Trani Am Nucl Soc , 12, 625 (1969), E M Gelbard 
and N M Steen,/6/rf, 12, 626 (1969) 

98 Levine, M M , Ref 84 
99 Roach, W H , Nucl Sci Eng , 34, 331 (1968) 

100 Van Binnebeek, J J , Nucl Sci Eng , 36, 47 (1968) 
101 Shook, D F , a n d D Bogart, iVwc/ Sci Eng ,31, 4\5 (196S), C P Pierce and D F 

Shook, (6 /^ ,31 ,431 (1968) 
102 Roach, W H , Ref 99 
103 Nordheim, L W , and G F Kuncir, Ref 83 
104 Glasstone, S , and M C Edlund, Ref 63, §§6 30 et seq 
105 Kuncir, G F , Ref 81 , C A Stevens and C V Smith, Ref 81 
106 Gurevich, I I , and I Y Pomeranchuk, Ref 93, see also A M Weinberg and E P 

Wigner, Ref 2, p 683 
107 Levine, M M , Ref 84 
108 Nordheim, L W , Ref 13 
109 Dresner, L , Nucl Sci Eng , 11, 39 (1961), see also J J Van Binnebeek, Ref 100 
110 Nordheim, L W , Ref 13, R B Nicholson and E A Fischer, Ref 13, R N Hwang, 

Ref 89 
111 Greebler, P , and G R Pflasterer, in Ref 34, Vol II, p 343, F C Schoenig, F A 

White, and F Feiner, Nucl Sci Eng , 37, 66 (1969) 
112 Hellstrand, E , and C Lundgren, Nuc/ Sci Eng , 12, 4i5 (\962) 
113 Weinberg, A M , and E P Wigner, Ref 2, p 675, E Hellstrand, in Ref 34, Vol II, 

p 151 
114 Nordheim, L W , Ref 13 
115 Case, K M , F de Hoffmann, and G Placzek, "Introduction to the Theory of Neutron 

Diffusion," Vol I, U S AEC Report 1953, Table 4 
116 Hellstrand, E , Ref 113 
117 Drake, M K , Nucleonics, 24, No 8, 108 (1966) 
118 Hellstrand, E , P Blomberg, and S Horner, TVuc/ Sci Eng , S, 491 (\960) 
119 Nordheim, L W , Ref 13 
120 Nordheim, L W , Ref 13 
121 Nordheim, L W , J. Hardy, Jr , and B L Palowitch, Nucl Sci Eng , 29 , H I (1967) 
122 Fischer, G i , et al, Nucl Sci Eng , 25, 37 (1966) 
123 Greebler, P , and G R Pflasterer, Ref 111 
124 Fischer, G J , « a / , Ref 122, P Greebler and G R Pflasterer, Ref 111 
125 Hinman, G W , et al, Nucl Sci Eng , 16, 202 (1963), 18, 531 (1964) 
126 Canfield, E , Ref 24 
127 Lane, A M , and J E Lynn, Ref 58 
128 Stehn, J R , et al, "Neutron Cross Sections," Vol III, Z = 88 to 98, Brookhaven 

National Laboratory Report BNL-325, 2nd ed , Suppl 2 
129 Oleksa, S , J Nucl Energy, A5, 16 (1957), G I Bell, Phys Rev , 158, 1127 (1967) 
130 Chernick, J , and A R Wemon, Nucl Sci Eng , 4, 656 (195S), G I Bell,/6/d, 9, 409 

(1961) 



9. REACTOR DYNAMICS: 
THE POINT REACTOR 
AND RELATED MODELS 

9.1 INTRODUCTION 

9.1a Time-Dependent Problems 

Attention thus far has been largely confined to time-independent problems in 
the physics of nuclear reactors. In particular, in the earlier chapters of the book 
various methods were described for solving the transport equation for steady-
state systems. By using these methods, it was possible to predict critical con­
figurations, the spatial distribution of the neutron flux (or reactor power), 
nuclear reaction rates, and so on. 

Consideration will now be given to situations in which the neutron flux varies 
with time. Such time-dependent problems always arise, for example, in the 
startup and shutdown of a reactor. They are also of fundamental practical 
importance in investigating the stability and controllability of a reactor, both 
under normal operating conditions and as the result of an accidental increase 
(or excursion) in reactivity, the failure of a coolant pump, or other abnormal 
situation. Furthermore, several time-dependent experiments have been used to 
determine quantities of interest, such as the reactivity of a chain-reacting system 
and also its diffusion and thermalization properties. There are many time-
dependent problems that may be included under the heading of reactor 
dynamics,* but only a limited selection, which appear to be of special interest, 
will be discussed here. 

* The term reactor dynamics, as used here, includes the time dependence of the neutron 
population and related quantities in a reactor (kinetics) and the factors which are responsible 
for this dependence. 

463 
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The present chapter is primarily concerned with approaches in which the 
space and energy dependences of the neutron flux are treated in a very approxi­
mate manner. In particular, emphasis will be placed on the so-called "point 
reactor" model (§9.2c) and to relatively straightforward generalizations of this 
model. In Chapter 10, attention will be given to methods for solving various 
space-dependent problems. 

It will be seen in due course that problems in reactor dynamics are relatively 
straightforward provided they are restricted to linearized point models. When 
space dependence or a full treatment of a nonlinear system of equations (or 
both) must be taken into account, the situations become much more complicated. 
In many such cases it is not yet possible to carry out a quantitative treatment, 
although qualitative conclusions can be drawn. 

The first step in the solution of time-dependent problems is to have a method 
for determining the manner in which a neutron population varies with time, for 
example, in a subcritical or supercritical system or in a critical system in which 
a neutron source or cross sections change with time. In the treatment of these 
problems, it is frequently necessary to include the delayed neutrons, since their 
decay constants will often determine the time behavior of the neutron population. 
Consequently, the time-dependent neutron transport equation, derived in 
Chapter 1, will be supplemented with an appropriate allowance for the delayed 
neutrons. 

It is important to recognize, however, that the times involved in the appearance 
of the delayed neutrons, namely, of the order of seconds, are very long compared 
to any times associated with the diffusion or reaction of neutrons. For this 
reason, the time scales in reactor kinetics problems usually fall into one of two 
categories: (a) very short times in which the neutron populations can change 
significantly but the delayed-neutron sources can not, and (b) longer times in 
which the sources of delayed neutron can change to a significant extent. Use will 
be made in the present chapter of this natural separation of time scales. 

9.1 b The Transport Equation with Delayed Neutrons 

It is well known that the emission of some of the neutrons accompanying fission 
is delayed by times ranging from less than a second to a minute or so. These 
delayed neutrons result when the beta decay of a fission product leads to such a 
highly excited state in the daughter nucleus that neutron emission is energetically 
possible. Several fission products are precursors of the delayed-neutron emitters, 
but for practical purposes it has been found possible to divide them into six 
groups. In each group, the precursors decay exponentially with a characteristic 
half-life, which determines the rate of emission of the delayed fission neutrons. 
The relative and absolute abundances of the delayed-neutron precursors are 
functions of the kind of fission, i.e., nature of the nuclide and energy of the 
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neutron inducing fission, in which they are produced, and so also are the decay 
constants to a slight extent.^ 

The expected density of precursors in the7th group is represented by C/r, /) 
and the corresponding decay constant is Â , where7 = 1, 2 , . . . , 6. The expected 
rate of emission of delayed neutrons is then XjC,, and these neutrons will have a 
normalized energy spectrum represented by xX-^)- For simplicity, and because 
it is essentially true under the conditions in a reactor, it will be assumed here 
that \j and Xi are independent of the kind of fission in which the delayed 
neutrons are produced. Moreover, to simplify the notation, the normalized 
spectrum of prompt neutrons will be indicated by XP{E). 

Let v{r, E) be the expected total number of neutrons emitted per fission at r 
caused by a neutron of energy E, and ^,ir, E) the fraction of this total that comes 
from theyth group of precursors. Then ^/r , E)V{T, E) is the expected number of 
precursors created by a fission at r due to a neutron of energy E. If /3(r, E) is 
defined by 

1 

then [1 — (8(r, E)]V{T, E) is the expected number of prompt neutrons resulting 
from a fission at r by a neutron of energy E. 

Consequently, if a fission at r at time zero is caused by a neutron of energy 
£", the probable emission of neutrons per unit time as a function of time, t, 
and emerging energy E, will be 

XP(£)[1 - ^(r, E')]v{r, E') S(0 + ^ xAE^^A^, E')e-¥, 
i 

where 8{t) is a Dirac function. For reactors with stationary fuel,* this expression, 
with t — t' substituted for ?, may be inserted in the time-dependent transport 
equation (1.14); the result is 

1 a<D(r, SI, E, t) ^ „ ^ 
V Bt 

X*! 

+ Q(t, Si, E, 0 + £ ^ jj <̂ /(r, E', t')^{T, SI', E', t') 

X [XP(1 - P)v 8{t - ?') + 2 xAA,.e-V'-''>] dSl' dE' dt', (9.1) 

* In a reactor with moving (fluid) fuel, a fission at one point will lead to the emission of 
delayed neutrons at other points. Even when the fuel is stationary, some of the precursors 
which are volatile, e.g., isotopes of bromine and iodine, are not stationary. Such effects 
cannot be formulated accurately in a conventional neutron transport equation and they will 
be ignored here; they have, however, been treated approximately in some cases.^ 
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where x/4'r, the neutron emission per unit solid angle, has been replaced by x-
The time-dependent transport equation (9.1) with delayed neutrons is given 
here because it is sometimes used in theoretical studies of reactor dynamics. 
For the present purposes, it is more convenient, and often useful for under­
standing the physical situation, to introduce the precursor densities directly into 
the transport equation; thus, 

- ^ - | - £ 2 V < D + (j(D= f | ' 2 ''Jx^' dSl' dE' + f (" Xj,(l - ^)vci<^' dSl' dE' 

+ 2 >^iCAr, t)xi + Q (9.2) 
xi^r 

and 

where 

gC,(r, /) 
dt 

+ Xfi, = {{^,v<y,^' dSl' dE', (9.3) 

a = a(r, E, t) 
a^ = CT;t(r, £", t) for X T^ f 
a, = a,{r, E', t) 
f,^Ur;Sl',E'^Si.,E;t) 
<D' = <D(r, SI', E', t) 

V = v{r, £") 
Q = e(r, SI, E, t), 

and ^ and p, refer to energy E' and x,, and Xi to energy E. If equation (9.3) were 
solved for C, in terms of O' and the result inserted in equation (9.2), the transport 
equation (9.1) would be obtained. 

For equations (9.1), (9.2), and (9.3), the various cross sections, a, a^fx, and Of, 
have been indicated above as explicit functions of time; the purpose is to take 
into account such changes as may arise from the motion of control rods and 
from various feedback effects (§9.1c) and from fuel burnup (§10.2b). The 
quantities connected with fission, e.g., v, Xp, and Xj, could also be regarded as 
functions of time, but for simplicity such time dependence has not been written 
out. 

Equation (9.1) or equations (9.2) and (9.3) provide an exact formulation of 
the variation of the neutron angular flux with time taking into account the 
delayed neutrons. In principle, these equations can be solved by straight­
forward numerical methods, i.e., by replacing derivatives by differences, and in 
practice solutions have been obtained in this way for a number of problems 
involving simple geometries and diffusion theory.'^ Even in these cases, however, 
the numerical calculations are quite lengthy and are, therefore, expensive in 
computer time. For problems with more complicated geometry and feedback 
effects, the direct numerical methods are so difficult that gross simplifications 
are usually made before solutions are attempted. 
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In many problems, for example, a separation can be made of the space and 
energy dependence of the flux, on the one hand, from its time dependence in the 
point reactor, on the other hand. This method and some generalizations will be 
developed in §9.2a, et seq. Alternative methods are based on the expansion of 
the neutron flux in modes whereby the spatial dependence may be retained 
in approximate form in the time-dependent equations. Such approaches to 
solving the transport equation with delayed neutrons will be described in 
Chapter 10. 

Delayed fission neutrons play a role in all reactors, but in some there may be 
another source (or sources) of delayed neutrons. If the reactor contains deute­
rium, e.g., as heavy water, or beryllium, gamma rays of relatively low energy, 
emitted by the fission products, can cause neutrons to be released by the (y, n) 
reaction. The thresholds for these photoneutron reactions are 1.67 and 2.23 MeV 
for beryllium and deuterium, respectively. In thermal reactors with large 
amounts of heavy water or beryllium as moderator, these photoneutrons may 
be comparable in importance with the delayed neutrons from fission. Although 
the photoneutrons may be less abundant by an order of magnitude, they have 
much longer decay times than the delayed fission neutrons and may thus com­
pletely dominate the time behavior of a reactor very near critical. For reactors 
with moderators of heavy water or beryllium, the photoneutrons can be approxi­
mated in the point-reactor model as one or more additional groups of delayed 
neutrons.* 

Even in reactors in which ordinary water is the moderator (and coolant), 
there is always some deuterium present in the water. The delayed photoneutrons 
from this deuterium may act as a strong neutron source after the reactor has 
been shut down. Such a source may, indeed, frequently be stronger than an 
imposed neutron source.^ However, it does not affect the reactor dynamics 
significantly under operating conditions. 

9.1c Feedback Effects 

The equations given above allow for the influence of delayed neutrons on the 
time behavior of a reactor, but they do not take into consideration certain other 
effects which may be important in reactor dynamics. For a reactor operating at 
any substantial power, for example, account must be taken of the effect of the 
neutron population and the power level on the criticality (or reactivity) of the 
system. In particular, the power level will affect the temperature and changes in 
temperature will alter the criticality by causing changes in geometry, density, 
neutron spectrum, and microscopic cross sections. Allowance must be made for 
these feedback mechanisms, i.e., mechanisms whereby the reactor operating 
conditions affect the criticality, in treating time-dependent problems of a reactor 
operating at power. 

Several of the feedback effects are included in the equations of reactor 
dynamics in a relatively crude manner by the use of "lumped" parameters. 
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such as "fuel temperature," "moderator temperature," etc. (§9.4a). Detailed 
calculations of heat transfer, fluid flow, and so on, are nevertheless required for 
the determination of these parameters. In spite of this simplification, the resulting 
equations are nonlinear and a full analysis of any but the more tractable models 
is difficult even for a point reactor. For small departures from critical, however, 
the equations can be linearized by making some approximations, and then they 
can be solved readily, as will be seen in due course. 

9.2 THE POINT REACTOR 

9.2a The Amplitude and Shape Factors 

The space and energy dependence could be eliminated from equations (9.2) and 
(9.3) by integrating over r, SI, and E. But the time derivatives would then appear 
as small differences between large numbers, so that this approach is not practical. 
It has been found better to consider differences between the actual system and 
some just critical (time-independent) reference system. Moreover, by intro­
ducing an adjoint function for the critical system, expressions for the reactivity 
can be obtained which are insensitive to errors in the ffux, as in §6.3c. The time-
independent adjoint equation [cf equation (6.69)] for such a system may be 
written as 

- n - V O J + aoOJ = J j [ 2 {<^-o/.o(r; SI, E^ SI, E')} + X(E'XT, £)a,o(r, E)] 
x^f 

X OUr, SI', E') dSl' dE', (9.4) 

where the zero subscript indicates values of the various quantities in the (critical) 
reference state. In practice <1>̂  could be found by the methods described in 
Chapters 4 and 5 for the calculation of the k eigenfunction; the number of 
neutrons per fission is varied until the condition for criticality is found. As 
usual, <I>o is assumed to satisfy the boundary condition of zero outgoing im­
portance, whereas for O it is assumed there are no incoming neutrons. For later 
use, <1)J is normalized in some definite but arbitrary way. 

For the point-reactor treatment^ of a time-dependent problem, <I>(r, Si., E, t) 
is first written as the product of an amplitude factor P{t), which is dependent on 
time only, and a shape factor (or shape function) ip{T, Si, E, t); thus, 

(l)(r. Si, E, t) = P{t)<l>{r, Si, E, t). (9.5) 

It will be seen in §9.2c that the point-reactor model is obtained when the time 
dependence of the shape function is ignored, i.e., when ip is taken to be indepen­
dent of time. For the present, however, the time dependence will be retained in 
the shape function so that various improvements on the point-reactor treatment 
can be developed. In writing the angular neutron flux as the product of the two 
factors in equation (9.5), the intent is that the amplitude factor, P{t), should 
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describe most of the time dependence whereas the shape factor, ^, will change 
very little with time. 

The shape factor is normalized so that 

d_ 
dt 

\ \ \ \ \ ^o^' ' " ' •^)^('"' ^^E,t) dV dSidE^ = 0, (9.6) 

where v is the neutron velocity. The volume integral is taken over the interior 
of the convex surface on which the boundary conditions are imposed. The 
purpose of the normalization in equation (9.6) is to satisfy the requirement that 

SS\ I *̂° ^ "^^ ̂ ^ ̂ ^=^^ III \ '^''^ "^^ "̂^ "̂̂ ^ ^^•''^ 
Such a normalization can always be made in principle and other normalizations 
are possible.'' 

The determination of the appropriate shape function, ^, may sometimes, e.g., 
for severe space-dependent reactivity transients, be so difficult as to render the 
approach of doubtful value. But when the system is disturbed only slightly from 
its initial state, a time-independent value of ^ can be found to a good approxima­
tion. In these circumstances, the point-reactor treatment has been found to be 
useful for solving the problems involved. The shape function will be discussed in 
more detail in §9.2c. 

Although OJ has been normalized above, equation (9.6) does not determine 
any normalization on ^ and P. Hence, P(t) may be normalized independently in 
any convenient manner. In particular, P(to) may be set equal to the reactor 
power at some time to. This will then fix the normalization of the shape function 
ip at t = to, and from equation (9.6) the normalization will be determined at all 
other times. However, P{t) will still be nearly equal to the reactor power at all 
times t for which the shape function does not differ greatly from that at f = tg, 
as can be seen from the following considerations. 

The reactor power may be represented by 

Power = € / [ [ [ o-/(r, E)<biT, Si, E, t) dVdSi dE 

= P(t)ef (({ Ufir, E)4<ir, Si, E, t) dVdSi dE, 

where e/ is the average energy release per fission and the fission cross section is, 
for simplicity, taken to be independent of time. If, then, aX t = to, the power is 
set equal to P{to), it follows that 

€f[{{ a,{T, E)4>{r, Si, E, to) dVdSidE= 1. 

If at other times t, the shape factor iji is not very different, this relationship will 
remain essentially correct, and the power wiU be approximately equal to P{t) 
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at such times. When the flux shape changes significantly, however, it may not 
be possible to identify P{t) with the reactor power even approximately. 

Alternatively, the amplitude factor P(t) may be normalized so that P(to) is 
equal to the neutron population, i.e., the total number of neutrons present, at 
time to- Again, P{t) will then represent the neutron population at any other time, 
t, provided the shape factor does not change very much. In most instances, 
however, normalization to the power is more convenient; this is especially true 
when feedback effects are considered, since they are affected by the power level 
of the reactor. 

9.2b The Reactor Kinetics Equations 

In deriving the equations for the time-dependent behavior (or kinetics) of a 
point reactor, the procedure is somewhat similar to that used in several instances 
in Chapter 6. First, equation (9.2) is multiplied by <I>o and equation (9.4) by <[>; 
the results are then subtracted and integrated over volume, angle, and energy, 
with equation (9.7) being used in the term containing SO/Sf. The gradient terms 
are eliminated by utilizing the divergence theorem and boundary conditions, as 
in §6.1c. The final result consists of the source and precursor terms and some 
terms involving differences, e.g., between a and CTQ, of bilinear weighted cross 
sections (§6.4h); it may be written as 

^ = Tf-^^« +2^X0+6(0, (9.8) 
i 

where the quantities p(t), ^,{t), ^{t), A(f), Cj(t), and Q{t) are defined below. 
Furthermore, if equation (9.3) is multiplied by x,{E)^% and integrated over all 
variables, it is found that 

^ = AIT) ̂ '̂̂  ~ ^''^^'^ y = 1, 2 , . . . , 6. (9.9) 

Equations (9.8) and (9.9) describe the kinetic behavior of a reactor. The 
parameter p{t) is given by 

Pit) = ; ^ { | • • •{ A [ 2 ojxit; Si', E' -> Si, E; t) + x{E)va,{r, E', o ] 

X 4̂(r, Si', E', t)^l{x. Si, E) dVdSi dEdSi' dE' 

- f j" f Aa(r, E, t)<}s{T, Si, E, 0<l>S(r, Si, E) dVdSi dE\, (9.10) 

where the A's represent the differences between the respective quantities, cr/and 
a, in the time-varying state and in the time-independent (critical) reference 
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state, e.g., Aa = u —OQ. The other parameters in equations (9.8) and (9.9) are 
given by 

^XO ^fl'j UE)Pj-ar(r, E')^(r, Si', E', t) 

X <I>J(r, Si, E) dVdSi dEdSi' dE' (9.11) 

,8(0 s 2)8X0 (9.12) 

A(0 = j \ \ \ \ ^(r, Si, E, 04>S(r, Si, E) dVdSi dE (9.13) 

c,(t) = ^jjj xAE)Q(r, t)<t>l(i, SI, E) dV dSi dE (9.14) 

and 

2(0 ^ ^jjj Q(r, Si, E, /)<5S(r, Si, E) dV dSi dE. (9.15) 

The factor 1/Fin the foregoing definitions is more or less arbitrary. It has no 
effect on the solutions to equations (9.8) and (9.9) since it always cancels in the 
numerator and denominator of each term. In practice, however, F is chosen so 
that the various parameters have a physical interpretation for simple situations. 
A reasonable choice for F in this respect is 

F{t) ={•••{ xiE)va,{T, E')4.{T, Si', E', 0<I>S(r, SI, E) dVdSi dEdSi' dE'. (9.16) 

With this value for F, it will be seen below that the quantities in equation (9.8) 
can be given a physical interpretation. 

It is important to realize that the individual parameters defined above are to 
some extent arbitrary; first, because OJ is not completely determined, i.e., the 
reference critical system is somewhat arbitrary, and, second, because of the 
choice in the value oi F. Nevertheless, the various parameters are related, so that 
care must be taken to define them consistently. Once a consistent choice has 
been made, however, such as that given above, the parameters are quite definite. 

Consider, for example, equation (9.10) for p{t). With F given by equation 
(9.16), the expression for p is very similar to that for the relative change in the 
effective multiplication factor, k, i.e., Akjk*, in equation (6.71) produced by 
changes in the cross section. In fact, if the shape function, ip, has the same 
dependence on r, £2, and E as the fundamental angular flux eigenfunction 
4)(r, Si, E) for the reference critical system, equation (9.10) would be identical 
with equation (6.71), and then 

P = ^ - (9.17) 
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This is the relation used to define the reactivity in elementary treatments of 
reactor kinetics*; hence, the quantity represented by equations (9.10) and (9.16) 
is here called the reactivity. 

In general, the shape function will not vary with r, Si, and E in the same way 
as does the eigenfunction of k in the critical state. Under these conditions, p is 
not simply related to the static multiplication constant, k. Instead, equation 
(9.10) represents a generalization to dynamics problems, and it may be used to 
define a dynamic multiplication factor, k^, by writing 

k^- 1 

' = ~kr' 
but ka would be related only indirectly to k for a static problem. Nevertheless, 
in many instances, as will be seen below, i/i may be closely approximated by the 
eigenfunction of k, so that ki~ k and the elementary interpretation of p as the 
reactivity is quite accurate. 

If, as in §1.5e, fission is regarded as the event separating successive generations 
of neutrons, A, as given by equation (9.13), is the mean neutron generation time. 
For neutrons of one speed in an infinite medium, equation (9.13) reduces to 
A = IjvOfV; for a system at (or close to) critical, this is equivalent to I/CTOJ;, 

which is the conventional elementary definition of the lifetime of a prompt 
neutron in an infinite system.^ More generally from equations (9.13) and (9.16), 
A is the (adjoint-weighted) neutron population divided by the (adjoint-weighted) 
rate of emission of fission neutrons. 

The quantity jS„ defined by equation (9.11), is the effective delayed-neutron 
fraction from the jth group of precursors, and |S is the total effective delayed-
neutron fraction. Even for a uniform reactor core, the effective fractions differ 
from the actual fractions because allowance is made in the former for the fact 
that the delayed neutrons have lower energies than the prompt fission neutrons. 
Thus, the delayed neutrons usuaUy have a greater importance in thermal 
reactors than do the prompt neutrons, and in some cases |S, may be greater than 
Pi by 207o or so.^" 

If P ( 0 in equations (9.8) and (9.9) is taken to represent the neutron population, 
i.e., the total number of neutrons, then c, is the effective number of delayed-
neutron precursors of theyth group present. On the other hand if, as is commonly 
done, P(t) represents the reactor power, Cy is the number of precursors multiplied 
by a rate at which energy is produced per neutron. Some writers use a different 
symbol for c, in these circumstances, but this is not necessary provided its 
significance is borne in mind. 

9.2c The Shape Factor 

No approximations have been made so far in deriving the reactor kinetics 
equations from equations (9.2) and (9.3); however, the development is purely 
formal unless the flux shape factor 4I(T, Si, E, t) can be found for evaluating the 



THE POINT REACTOR 473 

parameters defined by equations (9.10) through (9.16). Fortunately, there are a 
number of situations for which this can be done fairly easily and they will be 
outlined below. 

Before discussing these situations, reference will be made to a matter of 
nomenclature. In some cases, as already indicated, a time-independent shape 
function is employed to determine the parameters referred to above, for use in 
equations (9.8) and (9.9); the resulting expressions for the reactor kinetics are 
then said to describe a point-reactor model. It is in this sense that the term 
"point reactor" will be used in making comparisons, mostly in Chapter 10, with 
other, more accurate treatments of the spatial (and energy) variation of the 
neutron flux in time-dependent problems. 

It should be noted, however, that the reactor kinetics equations (9.8) and (9.9) 
are often used in a quite different way; the parameters are not computed for a 
detailed shape factor but are postulated, perhaps on the basis of experimental 
considerations. The equations (9.8) and (9.9) are then often referred to as the 
point-reactor kinetics equations, simply to indicate that no account is being taken 
of the spatial dependence of the neutron flux. This is the approach that will be 
taken in most of the subsequent sections in the present chapter. 

Consider, first, the exact equation which is satisfied by the shape factor. By 
inserting equation (9.5) into equation (9.1) and dividing through by P(t), it is 
found that 

1 re"/- i dP ,1 „ „ , 

^11^ "^f"'^' ̂ "' ̂ '̂ + m 
x*f 

+ 1 / XP(1 - Py'^f'P' dSi' dE' + Q^^i^il^, (9.18) 

where Q^ represents the delayed-neutron precursor decay rate at time t, i.e., 

e. = J' ^ / / '̂'̂ '̂•' ^'' '')^('')'^(^' "' ' ^'^ '') 2 te^^e-V'-'') dSi' dE' dt'. 
(9.19) 

Equation (9.18), with Q^ as just defined, is thus an exact relationship which 
should be satisfied by ^(r, £2, E, t). 

Equations (9.18) and (9.19), together with the reactor kinetics equations, 
constitute a system of equations equivalent to equations (9.2) and (9.3). The 
new equations are, however, much more cumbersome than the original ones 
and progress will have been made only insofar as approximate solutions of 
equation (9.18) can be found. Some simple situations in which this is possible 
will first be noted and then more general approximation procedures will be 
described. 
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If a reactor is on an asymptotic period, i.e., the reactor geometry is unchanged 
and the transients have died out (§§1.5b, 9.2e, 10.Id), the flux is truly separable 
into a product of a function of space and a function e"^ of time. The space 
dependence, for any a, can then be found by setting P{t) proportional to e"̂ ' in 
equations (9.18) and (9.19), and Q = 0, and solving for tfi, which will not be a 
function of time. 

Furthermore, provided the reactor is not near or above prompt critical, a 
wiU be smafl, and so the second term on the left of equation (9.18), which is 
equal to ai/i/j;, can be neglected. Only the delayed-neutron source term QJP{t) 
will then depend on a. A change in the delayed-neutron source will, however, 
be equivalent to a small change in the fission-neutron source, and for this case 
the shape factor can usually be determined by a. k eigenvalue calculation, i.e., 
an adjustment of the magnitude of the fission spectrum required to achieve 
exact criticality (§1.5e). When the reactor is above prompt critical, the term 
aifijv is no longer neghgible; but now the delayed-neutron term QJP{t) becomes 
small and hence </> can be found from an a eigenvalue calculation, as described 
in Chapters 4 and 5. These topics wiU be considered further in §10.1d. 

A second situation of interest is that in which the departure from criticality is 
so small that the shape of <I)(r, Si, E, t) is well approximated by that in the 
critical condition. As in perturbation theory, it is required that the shape must 
not change much locally, as well as grossly. The shape function may then again 
be derived from a k calculation. In considering the stability of an operating 
reactor, small perturbations from criticality are generally assumed; the shape 
function for this analysis can then be approximated quite simply and with 
sufficient accuracy. 

The cases just discussed are somewhat special in the respect that the shape 
factor is not a function of time; hence, for these cases the point reactor defined 
above is accurate. There are, however, many important situations in which ^ 
does change with time, yet where simple approximations are possible. In par­
ticular, in large, high-power reactors, such as are now becoming of commercial 
interest, spatial transients must be considered in several contexts. When a large 
reactor is perturbed nonuniformly, e.g., by motion of control rods, by the 
accumulation of xenon-135, or by the burnup of fuel, the spatial dependence of 
the flux may be affected in important ways. 

When the power changes are sufficiently slow, as in xenon or burnup problems, 
the time derivatives in equation (9.18) can be neglected, and so also can the 
time variations of P and tp in computing Q^. Once more, the delayed-neutron 
source can be combined with the source of prompt neutrons and a k eigenvalue 
calculation can be made to determine the shape factor at any particular time. 
Since the reactor conditions change gradually with time, the shape factor will 
also change but, for any given time, <l> can be computed from the conditions at 
that time. This procedure, which is called the adiabatic approximation,'^'^ is 
certainly applicable for sufficiently slow time variations of the reactor power (or 
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neutron flux). But it has been shown that it can describe the major part of the 
spatial effects in reactor kinetics even for fairly rapid power transients, such as 
may accompany the movement of a group of control rods.-^^ 

For a more accurate treatment of spatial effects in rapid reactor kinetics, an 
improvement on the adiabatic approximation can be achieved by considering 
the solution ip(T, Si, E, t) of equations (9.18) and (9.19) in more detail. When a 
reactor is suddenly perturbed, it is to be expected that the prompt-neutron 
population will adjust to the new conditions in a short time, of the order of a 
few prompt-neutron lifetimes. The delayed-neutron precursors, however, will 
reflect the conditions, especially the spatial dependence of <p, before the per­
turbation until several precursor lifetimes have passed. Moreover, as seen from 
equation (9.18), the decay of the delayed-neutron precursors furnishes a neutron 
source, Q^, which is involved in the determination of the shape factor, ip-

It is evident, therefore, that the main deficiency of the adiabatic approximation 
is a failure to account for the sluggishness of the delayed-neutron precursors in 
changing the shape factor, tp. An improved treatment, called the quasistatic 
approximation,^^ is possible, however, by computing Q^ from equation (9.19) 
and using this in equation (9.18) with {d<pjdt)jv set equal to zero. The quantity 
[dP(t)l8t]IP(t) can then be taken from the solution of equation (9.8) for the last 
of a series of time intervals (see below). Accurate shape factors have been 
obtained by this approximation even for severe space-dependent transients.^* 
It is also possible to include the term dtpjdt by approximating it as 

Bj, ^, ^(r. Si, E, 0 - ^(r, Si, E, t - At) 
Bt ~ At 

and then solving equation (9.18) for ip{i. Si, E, t). This amounts to a full numeri­
cal solution of the time-dependent problem which may be quite efficient if the 
time steps for computing >p can be much larger than those for computing P(t).^^ 

The advantage of the three types of approximation described above, i.e., the 
shape function independent of time and the adiabatic and quasistatic approxi­
mations, as compared to a direct numerical solution of the time-dependent 
transport equation, i.e., the combination of equations (9.2) and (9.3), is that 
the shape factor is determined infrequently. In a problem in which the amplitude, 
P(t), changes by several orders of magnitude, the calculation of iL is made 
typically, one or oniy a î v, ...iies. On i- • • • . .;...,„.. 
variations, P{t) may have to be determined, using the point-reactor form of the 
kinetics equations (9.8) and (9.9), for many small time steps. Since computations 
of the shape factor are much more time consuming than solution of the point-
reactor kinetics equations, it is a great advantage to be able to limit the number 
of the former that need to be made. 

In §10.1c, the results of some of these approximations will be compared for 
certain situations involving extreme changes of the shape factor during a 
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transient. Other methods of treating such space-dependent problems will also be 
described in Chapter 10. 

There is a special but important case in which a careful interpretation of the 
approximations is required. It wifl be seen in §9.3b that it is often useful to 
examine the response of a reactor to a small sinusoidal perturbation caused, for 
example, by the oscillation of a control rod. Suppose that this perturbation does 
not change the neutron flux significantly either in amplitude or shape; then, the 
unperturbed shape function can be used for obtaining the various parameters in 
equations (9.10) through (9.16). But when the response of the reactor is sensed 
with a localized neutron detector, as is usually the case, the small changes in 
the shape may be just as significant in determining the detector response as the 
small perturbations in the amplitude. 

For a large reactor, these spatial effects in the observed response are often 
important. They can be calculated by using either an approximation, as described 
above, or from the exact equations (9.2) and (9.3) by introducing a localized 
sinusoidal variation proportional to e'"', where co is the perturbation frequency, 
in the cross sections and solving for the corresponding sinusoidal variation in 
the neutron flux.'-^ This approach will be considered in more detail in §9.3c. 

Once a shape function has been determined and Oj and F have been fixed, 
the parameters appearing in the point-reactor equations can be computed. Of 
greatest interest is the reactivity, p, which, as seen from equation (9.10), is 
proportional to the changes in the macroscopic cross sections that occur in going 
from the critical reference state to the actual state of the system. Some of these 
changes may be controlled by external circumstances, e.g., the motion of a 
control rod. In other cases, however, the changes may result from normal 
operation of the reactor at power, as mentioned earlier in the reference to 
feedback mechanisms; these will be discussed in some detail in later sections. 

9.2d The Zero-Power Point Reactor 

For a reactor which is operating at an appreciable power level, the reactivity will 
generally be a function of the reactor temperature and, therefore, it will be 
affected by P(t) and also by its previous history, i.e., by P{t') where t' < t. 
Since p(t) is then a functional of P(t), equation (9.8) is nonlinear in P and, in 
general, difficult to analyze. When the power level is so low that the reactor 
temperatures are unaffected by Pit), the problem is linear and simple to solve. 
Such a situation is important for understanding experiments on critical assem­
blies and for reactor startup and other conditions. When p{t) is independent of 
^ ( 0 , the result is called the zero-power (point) reactor model. 

Since there is no feedback mechanism in the zero-power reactor, equations 
(9.8) and (9.9) are complete, assuming that the parameters />, A, Q, and jŜ  are 
known. These equations are then the zero-power, point-reactor equations. The 
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two equations can, however, be combined to yield a single expression which is 
sometimes useful. For this purpose, equation (9.9) is solved for Cj(t); thus, 

c,(t) = cXO)e-V + r |p(?>-V'- ' ')t/? ' . 

Then this result is substituted into equation (9.8) to give 

dm . e(0^)p(0 + 24^X0).-V + /;|i'(.')e-V-n,,J + 2(0. 
i 

(9.20) 

9.2e Asymptotic Period-Reactivity Relation 

Solutions of equations (9.8) and (9.9) or of equation (9.20) have been obtained 
for special cases.^'' A familiar one is that in which a subcritical reactor is made 
slightly supercritical by a sudden (step) increase in the reactivity. As is well 
known, the neutron population will start to increase and, after an initial tran­
sient, it will do so at an asymptotic rate which is related to the stable (or steady-
state) reactor period. 

Suppose that before time zero the reactor is subcritical and the neutron 
population and precursors are maintained constant by a constant source Q. 
If the reactivity at (and prior to) f = 0 is represented by p_, where p_ < 0, 
equations (9.8) and (9.9) at ? = 0 are 

P-^^ ^ 0 + 2 ^'"^'0 + e = 0 (9.21) 

and 

V , o = § i ' o . (9.22) 

At ? = 0, the reactivity is suddenly increased to p+, where p+ > 0, i.e., the 
reactor is slightly supercritical, with the source still present. Upon taking the 
Laplace transforms ^̂  of equations (9.8) and (9.9), with 

Jo 
and 

the results are 

and 

P(s) = .SeP(t) = r e-''P(t), 

Cf(s) = ^c,(t) = r e-'^c,(t)dt, 

P(s) - Po = ^^-^P(s) + 2 he As) + 7 (9.23) 

scAs)-c,o = ^-lP(s)-\,c,(s). (9.24) 
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(It should be noted that a function of the argument s, here and elsewhere, 
denotes a Laplace transform.) By using equation (9.22) for Cjo, equation (9.24) 
can be used to eliminate c,(s) from equation (9.23), with the result 

"\ I s + Xjl s 
P(s) = — '—^^ ^ - (9.25) 

i S + Aj 

The inverse transform of P(s) will now give the time-dependent solution P(t) 
for / > 0. The general features of this solution are determined by the roots of 
the denominator of equation (9.25); these are the values of tô . for which 

P, =Aa., + 2 - ^ - (9.26) 
"k + Ay 

By using the methods of residues ^̂  to evaluate the inverse transform of equation 
(9.25), it is found that 

(̂0 = 2^''^""'-—' (9.27) 
k 

with the coefficients P^ being given by 

Pk = - ^ ' " \ 7 —• (9.28) 
A + 2 r - — -/ (co, + A,)2 

There are seven possible values of k, corresponding to the six groups of delayed 
neutrons (or precursors), and at late times the solution to equation (9.27) is 
dominated by the term with the most positive m^^. This is usuafly represented by 
too and l/coo is the asymptotic (or stable) reactor period. The other six (negative) 
values of cuj. correspond to transient terms which die away in a short time. 

The relation between reactivity and reactor period, as given by equation (9.26), 
commonly known as the inhour equation, has been frequently applied in studies 
of reactor kinetics. It is desirable, therefore, to examine its physical implications. 
In the derivation of equation (9.26) it was assumed that the reactivity is suddenly 
changed from p_ to a constant value p+. A change of this nature might be 
accomplished, approximately, by the sudden motion of a control rod, and such 
an experiment wifl now be considered. Ignoring, for simplicity, the time required 
for the actual motion, suppose that the rod is moved instantaneously at time 
/ = 0 from some initial position to a final position. If the shape factors, 
i/'(r. Si, E, 0 , corresponding to the initial and final positions of the control rod 
are much the same, either function could be used to compute the reactivity 
change as well as the parameters jSy and A. These could then be employed to 
calculate the asymptotic period by means of equation (9.26). Alternatively, if 
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Pj and A have been found in this (or some other) way, the reactivity (or worth) 
of control rod motion could be determined. 

Suppose, however, that the shape function does change substantially as a 
result of the rod motion, so that it reaches a time-independent value only after 
the transients, which are associated with the decay of the delayed-neutron pre­
cursors, have died away. During the time the shape factor is changing, so also 
is the reactivity, according to equation (9.10), even though the control rod does 
not move. Under these conditions, the reactivity would approach its final value, 
P+, after a delay of perhaps several seconds; only then would the asymptotic 
period be attained. The situation is as indicated in Fig. 9.1. 

These considerations are important for large reactors, in which the different 
spatial regions are loosely coupled, i.e., the dimensions of the regions are large 
compared with the neutron diffusion length, especially when the reactivity 
changes are large and are caused by localized perturbations. The gross shape of 
the neutron flux and the shape function can be changed significantly by rod 
motion and it may take several seconds for the new shape to be estabhshed.^" 
For small, tightly coupled systems, on the other hand, particularly if the 
reactivity perturbations are small, the situation is different. Although the shape 
function may change locally, i.e., in the immediate vicinity of the control rod, 
such changes are rapid and do not depend on the decay of the delayed-neutron 
precursors. 

The inhour equation (9.26) has been widely employed for deriving reactivity 
values from observed asymptotic periods as, for instance, in the calibration of 
control rods. The values of /5̂  and A for the reactor are generally available, to a 
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FIG. 9.1 CHANGE OF SHAPE FUNCTION AS A RESULT OF CONTROL ROD MOTION. 
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good approximation, either from equations (9.11) and (9.13) with an estimated 
shape factor or from other considerations. For example,^^ the quantity ^ can be 
obtained from measurements of the difference in mass between prompt and 
delayed critical, together with an interpretation of this mass difference in terms 
of A: as given by perturbation theory (§6.3c). When using point-reactor relations, 
however, such as the inhour equation, it should be borne in mind that the 
parameters p, j5„ and A are properly and consistently defined in terms of the 
shape factor, ^(r. Si, E, t), which, in turn, reflects the over-all neutronic state of 
the reactor at a specified time. 

9.2f Numerical Solutions of the Point-Reactor Equations 
and the Zero Prompt Lifetime Approximation 

In many cases of interest, the reactor kinetics equations (9.8) and (9.9) cannot 
be solved in closed form and numerical methods of solution must be used. In 
practice, solutions are usually sought to these equations supplemented by feed­
back relations (§9.4a), but an important difficulty in their solution can be 
appreciated even without considering feedback effects. 

Except for cases of very fast transients, it may be required to foflow the 
solutions over many seconds or even minutes. A difficulty then arises for the 
following reason. Equations (9.8) and (9.9) represent a set of / 4- 1 first-order 
coupled differential equations, where / is the total number of delayed-neutron 
groups. The solution of these equations by standard difference techniques, e.g., 
by the Runge-Kutta method, is not efficient, however, because for accuracy it is 
necessary to use small time steps which are determined by the prompt neutron 
lifetime, A.̂ ^ Consequently, a number of fairly specialized integration pro­
cedures have been developed and digital codes are available for obtaining 
reliable solutions. ̂ ^ 

There is also a simpler general approach based on the assumption, in physical 
terms, that the prompt-neutron lifetime is so short that it can be set equal to 
zero, provided the system is not at or above prompt critical. This is called the 
zero prompt-neutron lifetime (or in brief, the zero prompt lifetime) approximation. 
For the reason to be given later, it is also sometimes referred to as the prompt-
jump approximation. 

Equation (9.20), which is equivalent to equations (9.8) and (9.9), may be 
written in the form 

A ^ ^ = [ p ( 0 - ^ ( 0 ] P ( 0 

+ 2 A,[Ac,oe-V + jy,(t')P(t')e-^fi-''^ dt'^ + AQ(t), (9.29) 

where, for simplicity, A is taken to be independent of time, and c,o = Cy (0). If 
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the prompt lifetime, A, is small, the two terms on the right side of this equation 
that are multiphed by A cannot be set equal to zero because they are source 
terms for the problem, and multiplication by A simply converts them into 
sources per neutron lifetime. As A gets smaller, both P(t) and the sources thus 
decrease proportionately (see end of §9.2b). For small A, however, the left side 
of equation (9.29) goes to zero more rapidly than the right side, except perhaps 
for fast transients. Thus, the assumption of a prompt-neutron lifetime of zero 
consists in setting the left side of equation (9.29) equal to zero. 

The situation may be expressed mathematically by expanding P(t) in the 
form 

P(t) = Po(t) + AP,(t)+---, 

substituting into equation (9.29), and equating the coefficients of each power of 
A to zero. From the coefficient of A°, it is found that 

[p(o - (̂o]̂ o(o + 2 >^^ jj,(nPo(ne-'^''-'''dt' = 0, 

and the solution of this equation is Po(t) = 0. By setting the coefficient of A 
equal to zero, it is found that Pi(t) satisfies the equation 

KO - m]P,(t) + 2 h[^,oe-''' + jj,(nPx(t')e-''''-'' df'j + Q(t) = 0. 

(9.30) 
The zero prompt lifetime approximation then consists in terminating the series 
at Pi, i.e., since Po(0 = 0» 

P(t) = AP,(t). 

In other words, it is seen that in this approximation APi(t) satisfies equation 
(9.29) with dP(t)jdt = 0. (Systematic improvements on the zero prompt lifetime 
approximation can be obtained by the use of singular perturbation theory.^*) 

Equation (9.30) can be solved numerically by using time steps, which are 
independent of A, to evaluate the integral. If p — ^ > 1, i.e., for a system above 
prompt critical, however, this approach fails; all terms on the left side of 
equation (9.30) are then positive and their sum cannot possibly be equal to zero. 

For analytical work, it is convenient to make use of a further simplification of 
the zero prompt lifetime approximation. First, it is assumed that there is only 
one (average) group of delayed-neutron precursors, characterized by jS and A; 
furthermore, ^ is assumed to be constant, independent of time, and Q is taken 
as zero. Then, upon differentiating equation (9.30) and using equation (9.30) in 
the result, it is found that 

W0-^]^^[^^Ap(0]i'(0 = 0. (9.31) 

This simple form of the zero prompt lifetime approximation is sometimes used 
in analytical studies. 
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Since in the zero prompt lifetime approximation the kinetic equation (9.29) 
is solved with the time derivative set equal to zero, the power, P(t), can respond 
instantaneously to any change in reactivity. Thus, if dPjdt = 0 in equation 
(9.29), the result can be written as 

[^(0 - p(t)]P(t) = A[Q,(t) + 2(0] , (9.32) 

where 2^(0 represents the delayed-neutron precursor decay rate, i.e., 

A e , ( 0 = 2 ^^[^'•^oe-V + jy,(t')P(t')e-'>^'-''^ dt'^-

Hence, if p(0 were to undergo a sudden jump, the right side of equation (9.32) 
would not change for a while; but P(t) would also show a prompt jump in order 
to satisfy this equation. Thus, the zero prompt lifetime approximation is also 
referred to as the prompt-jump approximation. In this book, the former 
terminology is preferred since it indicates more clearly the physical content of 
the approximation. 

9.2g The Linearized Kinetics Equations 

It was mentioned earlier that, in a reactor operating at power, the reactivity is a 
function of the power. Hence, the kinetics equation (9.8) wiU be a nonlinear 
equation in the reactor power. If a reactor operating at power undergoes a 
small perturbation in reactivity, however, it is possible to linearize the equations 
for the point reactor. The resulting simple expressions, which are derived here, 
will find apphcation in several subsequent sections. 

Consider a system operating in a steady state at power PQ in the absence of 
any source. Such a system is critical and hence p = 0. The kinetics equations 
(9.8) and (9.9) for the point-reactor model wifl then have time-independent 
solutions Po and CJQ, obtained by setting dcjdt in equation (9.9) equal to zero, 
i.e., 

V,o = 1^0. (9.33) 

This result also satisfies equation (9.8), with dPjdt = 0, p = 0, and g = 0, as 
may be seen by summing equation (9.33) over j , and recalling that 2 î y = Ĵ -

Suppose that the reactivity is perturbed from zero by a small amount 8p(0 
and that this causes the power and delayed-neutron precursors to be perturbed 
by small quantities; thus, 

^ ( 0 = Po + mt) (9.34) 

and 

cXO = c<o + ScXO- (9.35) 
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If these expressions are inserted into equations (9.8) and (9.9), with Q = 0, 
and the steady-state condition (9.33) is satisfied, it is found that 

&)! = ! ^ ) [P„ + sP(t)] - I SP(t) + 2 A. M O (9.36) 
y 

and 

^ ^ = I 8^/) - A, 8cX0. (9.37) 

In equation (9.36), the term Sp(0 8P(t)IA is second order in small quantities 
and hence it may be neglected if the perturbations are small, as postulated 
above. Then equations (9.36) and (9.37) can be written as 

^ = ^ ° 8 p - | s i > + 2A .8c , (9.38) 
i 

and 

^ = I SP - A, Sc, (9.39) 

These are the linearized kinetics equations for a point reactor. 
It is important to bear in mind that equation (9.38) can be used only when 

8p SPjA is small. Whenever the solution of the linearized equations predicts a 
large power perturbation, the nonlinear equation (9.36) must be considered 
since the neglected term may greatly alter the character of the solution. As long 
as Sp and 8P are sufficiently small, however, as is the case in some of the situa­
tions considered below, the linearized equations may be used. 

9.3 TRANSFER FUNCTIONS 

9.3a The Zero-Power Transfer Function 

Useful information about a reactor can be obtained by studying its response to 
small perturbations of the reactivity. In particular, conclusions concerning the 
stability of a reactor when it is operating at power can be drawn from the 
response to small sinusoidal perturbations. The response characteristics are then 
summarized in terms of a transfer function, which is defined below. The study of 
reactor transfer functions, both experimentally and theoretically, is of great 
importance in connection with the control of nuclear reactors. As the first stage 
in the treatment of this aspect of reactor dynamics, consideration will be given 
to the power response of a system operating at very low (or zero) power to a 
small reactivity oscillation. The determination and use of transfer functions are 
described in §9.5a et seq. 

Suppose that the system under consideration is critical, with no source, and 
that the reactivity is changed by a small amount; if the power also changes to a 
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small extent only, the conditions are then such that the linearized equations 
(9.38) and (9.39) are applicable. Upon taking Laplace transforms of these 
equations, with 8P(0) = 8c,(^) = 0, so that 

^d(^ = s£e(8P) = s 8P(s) 

and 

^ ^ ^ = s.S'(8c,) = s Sc,(s), 

equations (9.38) and (9.39) become 

s 8P(s) = ^ 8p(s) - I 8P(s) + 2 A; 8c,(s) (9.40) 

and 

5 8c,(s) = I 8P(s) - \, 8c,(s). (9.41) 

Upon solving for 8P(s) in terms of 8p(s), it is found that 

8P(s) = 8p(s)PoR(s) 

or 
8P(s) 
8p(s) 

where 

= PoR(s), (9.42) 

R(s) = ^ - (9.43) 

ys + x, 

The response (or output) of any physical system to an information (or input) 
signal applied to it is expressed by the transfer function of the system. It may be 
defined for the present purpose by 

^ . - . Laplace transform of response 
Transfer function = Laplace transform of perturbation 

It follows, therefore, that if 8P is the change in power of a reactor operating in 
the steady (or critical) state, in response to a small change 8p in the reactivity, 
8P(s)l8p(s) is the appropriate transfer function. Hence, in the case under 
consideration, equation (9.42) gives for the linearized system 

Transfer function = PoR(s). (9.44) 

There are alternative, but equivalent, expressions for this particular transfer 
function. For example, if the response is stated as the change in power relative 
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to the initial (steady-state) value, i.e., 8PIP0, the transfer function would be just 
R(s), as given by equation (9.43).* 

The transfer function for the linearized system defined by equation (9.43) or 
equation (9.44) is called the zero-power (or open-loop) transfer function. The 
reason is that the power level is not allowed to affect the reactivity in any way. 
In other words, feedback effects are not considered; if there is a feedback loop 
(see Fig. 9.5), it is regarded as being open. This would be true in practice only if 
the reactor is operating at such a low, essentially zero, power that the tempera­
ture, and related reactor conditions, remain unchanged during operation. The 
more general problem of a point reactor with feedback is taken up in §9.4a 
et seq. 

9.3b Sinusoidal Reactivity Perturbations 

For the special case in which a reactor is perturbed by smaU sinusoidal oscilla­
tions about the steady (p = 0) state, 

8p(0 = 8p cos (ot 
and then 

^ f \ _ s ^P ^ s ^P 
^P(s) - 2̂ + ^2 - (̂  _ ;^)(^ ^ i^y 

where w is the oscillation frequency. Upon inverting the Laplace transform^® 
of the power change, 8P(s), given by equation (9.42), the poles of Sp(.j) at 
s = ±ico would give the long-term power variation; the other poles of 8p(s) at 
negative real values of s would lead only to transients (§9.2e). 

Thus, for the specified sinusoidal reactivity variation, the inverse transform of 
equation (9.42) leads to 

p . So fiJ + lco „ 

8P(t) = ^ R(s) . . ' . . e '̂ ds. 
Znl Jb-foo (S — lcn)(s + Ico) 

By using contour integration to evaluate the integral, it is found when t is large, 
so that the poles at j == ± ico give the only contribution, that 

mt) 7^ i n 8p[R(ia.)e"" + /?(-to)e--']. (9.45) 
If R(icD) is written as the product of its absolute value and a phase factor, i.e., 

R(iw) = \R(im)\e'', (9.46) 
then 

8P(t) 7 ^ Po 8p\R(iw)\ cos (wt + 8). (9.47) 

It is evident from this result that if a reactor operating at low power in the 
steady state is subjected to a sinusoidal perturbation in reactivity, the power will 

* Tfie reactivity is often expressed in dollar units, as defined in §6.3f. When reactivity is 
measured in dollars, the transfer function would be pPoR(.s). 
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oscillate with the same frequency but with the phase shifted by the angle 6 
radians; the amplitude of the power oscillations is proportional to |/?(to)|. In 
practice, 6 is either negative or close to zero (see Fig. 9.3); consequently, as 
expected, the power response lags behind the reactivity change. 

The amplitude | R(ico) \ and the phase angle 6, as functions of to, are the essential 
components of R(ioj), which is equal (or proportional) to the reactivity-to-power 
transfer function for a reactor operating at low power. Equation (9.47) pro­
vides a basis for the experimental measurement of both amplitude and the 
phase angle. Other methods for determining these quantities will be mentioned 
later. 

Alternatively, |-R(/co)| and 6 for a given system can be calculated from equation 
(9.43) with s replaced by iw, thus. 

R(ioi) = 
1 

iwA 4- 2 T 
iojpj 

7 to -|- Ay 

and R(iw) can be computed for specified values of A and jSy. To obtain the 
amplitude and phase angle, the result may be expressed in the form of equation 
(9.46) or, alternatively, as 

R(iw) = Re [/?(to)] + / Im [i?(to)]. 

If the values of Re [R(iw)] are plotted as abscissae and Im [/?(to)] as ordinates, 
as in Fig. 9.2, the amplitude |/?(to)| is the magnitude of the vector, and d gives 
its direction, where 

tan e 
Im [/?(to)] 
Re [/?(to)] 

A comparison of observed and calculated zero-power transfer functions for 
some reactors and critical assemblies is given in Fig. 9.3; the points are the 

Re [/?(iaj)] FIG. 9.2 REPRESENTATION OF AMPLI­
TUDE AND PHASE ANGLE. 
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1 10 
OJ, RADIANS/SEC 

FIG. 9.3 EXPERIMENTAL AND CALCULATED ZERO-POWER TRANSFER FUNCTIONS 
FOR REPRESENTATIVE FAST, INTERMEDIATE, AND THERMAL URANIUM-235 
SYSTEMS (AFTER G. R. KEEPIN, REF. 26). 

experimental data for the indicated systems.̂ ® The full lines show the amplitude 
and phase angle (in degrees) as a function of the oscillation frequency in radians 
per second calculated for values of A ranging from 10"* to 10"^ sec. The 
effective delayed neutron fractions, jSy, used are for uranium-235, which is the 
common fissile material; the /Sy's were assumed to be the same in all the systems. 
The zero-power transfer functions have been tabulated for the common fissile 
nuclides.^'' 
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9.3c Space Dependence of Transfer Functions 

In considering the transfer functions of large, loosely coupled systems, it is 
necessary to take spatial effects into account. As noted in §9.2c, the reason is 
that, for such systems, the variations of the shape function, ip(T, Si, E, t), with 
time may be as important as the variations of P(t). Thus, when the transfer 
function is measured, by taking the output to be that indicated by a localized 
neutron detector, it will be sensitive to oscillations in ip as well as in the power, 
P(t). It is possible, however, to define a space-dependent transfer function by 
considering a ratio of detector output to sinusoidal reactivity input and to 
compute such a transfer function without solving the complete time-dependent 
problem.^* 

In order to understand the procedure, the time-dependent transport equation 
(9.2) is written as 

^ ^ = L,<D + 2 AyCXr, OX; + Q, (9.48) 
i 

where Lp represents a prompt-neutron transport operator; this is similar to L 
in §6.lb except that the prompt neutrons are here explicitly the only ones 
considered as emerging from fission. A solution to this equation, together with 
equation (9.3), which is reproduced for convenience, i.e., 

^ ^ ^ + X,C, = jj i3yv<7;<D' dSi' dE', (9.49) 

is now sought for a small localized disturbance in some cross section, denoted 
as SLe'"'. 

Suppose that in the absence of any disturbance, there are time-independent 
solutions, OQ and C,o, due to a steady source, Q. During the course of the 
disturbance, the solutions may then be assumed to be of the form 

O = $0 + SOe""' 

and 

Q = C,o + 8C,e'^\ 

where SO and SC, may be complex functions of r, Si, and E. If these expressions 
for O and C, are inserted in equation (9.48) and the steady-state conditions are 
taken into account, the result, after linearization by dropping terms in SL SO, 
is found to be 

^ SO = Lp 80 + SLOo + 2 -̂^ ^^'^'- (̂ -̂ ^̂  

In a similar way, equation (9.49) gives 

SCy = . ^ [ [ i3,va 80' dSi' dE'. (9.51) 
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FIG. 9.4 EXPERIMENTAL AND OBSERVED PHASE ANGLES AS FUNCTION OF 
POSITION (AFTER C. E. COHN, ET AL., REF. 29). 

Equation (9.51) may now be substituted into equation (9.50) and the result 
separated into real and imaginary parts. Solutions can then be sought for the 
real and imaginary parts of SO from which the amplitude and phase angle of a 
suitably defined space-dependent transfer function can be found. 

A calculation of this type has been made by using a two-group diffusion theory 
form of Lp. The results were then compared with the experimental values for 
the NORA reactor, an enriched-uranium critical assembly moderated by heavy 
water.^^ The measurements are made by observing the response of the reactor 
at a given point to a sinusoidal disturbance introduced elsewhere (see inset in 
Fig. 9.4). The observed values of the phase angle and the computed curves, for 
various distances from an oscillating control rod, are shown in Fig. 9.4. There is 
clearly a strong spatial dependence of the transfer function in this case. 

The foregoing remarks concerning the space dependence of transfer functions 
do not imply that it is incorrect to consider space-independent transfer functions 
even for large systems. In principle, such transfer functions can always be defined 
by considering P(t) as the output. The problem is simply that the variations in 
P(t) do not represent the situation completely; moreover, such variations are 
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difficult to measure precisely. There are other experimental problems involved 
in the determination of transfer functions, e.g., approximating a sinusoidal 
reactivity input; more will be said about this in §9.5b. 

9.4 THE POINT REACTOR WITH FEEDBACK 

9.4a Introduction 

In the zero-power point reactor, the power level is assumed to be so low that it 
does not affect the reactivity; hence, there are no feedback effects. It is necessary 
now to examine the consequences of feedback mechanisms especially insofar as 
they influence the stability of a reactor operating at power. For the present 
purpose a feedback mechanism is regarded as a physical effect whereby the 
neutron population or reactor power, P{t), alters the reactivity, p{t). 

It is evident from equation (9.10) that changes in reactivity arise from changes 
in the macroscopic cross sections and by such changes alone. There is a slight 
complication since, for a given Aa, the reactivity may change due to changes in 
the shape function, <jj, which can be caused by changes in the source. In general, 
however, it is basically changes in the macroscopic cross sections that influence 
the reactivity. Such changes will occur either when the nuclear densities change 
or when there is a change in the microscopic cross sections. This distinction 
provides a convenient way of separating feedback effects. 

Feedback reactivity can arise from changes in temperature in a reactor 
operating at power. First, the densities of the reactor materials will be affected 
by temperature due to thermal expansion. Density changes can also be the 
result of phase changes, e.g., conversion of water into steam. In addition, tem­
perature changes may lead to mechanical motion, e.g., bending, of fuel elements 
or other reactor components. Furthermore, temperature can alter the micro­
scopic cross sections; this may arise from changes in the thermal neutron scatter­
ing laws and from the Doppler broadening of resonances. Changes in microscopic 
cross sections also result from the accumulation of fission products; in this 
connection xenon-135 is especially important. 

Changes in reactivity with temperature are described by temperature coeffi­
cients of reactivity which can be expressed in various ways. For stable operation 
of a reactor, negative temperature coefficients are, of course, desirable. If the 
temperature of a reactor always remained uniform during operation, an iso­
thermal temperature coefficient of reactivity could be obtained. In practice, 
however, when a reactor is at a power level high enough for feedback mechanisms 
to be significant, the temperature will not be uniform and the isothermal tem­
perature coefficient will not be applicable. In situations of this kind appropriate 
average temperatures are used. 

In order to determine the temperature distribution throughout an operating 
reactor, detailed engineering calculations are required of heat transfer and 
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coolant ffow. The results are then incorporated in the equations of reactor 
dynamics for determining feedback effects by introducing them in terms of 
"lumped " parameters of the system. These are, for example, "fuel temperature," 
"moderator temperature," and "coolant temperature" and their associated 
temperature coefficients of reactivity. In principle, these temperatures should be 
averages, based on the actual temperature distribution, weighted to give the 
correct reactivities. The effective temperatures of the various regions are coupled 
by parameters derived from engineering calculations. 

Because of these and other approximations, including the neglect or simplifica­
tion of spatial effects in point-reactor kinetics, there is always some degree of 
uncertainty in the calculation of reactivity changes arising from feedback 
mechanisms. It would be desirable for the performance of the reactor to be 
insensitive to the approximations, but, in any event, the expected feedback effects 
should be verified by means of an experimental program, at least during reactor 
startup and early operation. 

Of the situations in which feedback effects are important, three will be treated 
here. The first involves small oscillations of the power (and reactivity) about 
some equilibrium value. This represents, indeed, a common practice for studying 
the stability of a reactor by observing its response to small, more-or-less 
sinusoidal, oscillations in reactivity. In analyzing this stability, the kinetics 
equations can be linearized, thereby greatly simplifying the problem. The 
stability investigated in this manner, i.e., against small oscillations, is referred to 
as "stability in the smaff." 

The second situation of interest is that in which larger variations or oscillations 
of power or reactivity are permitted; in this case, nonlinear effects of feedback 
must be taken into account. These nonlinearities make the analysis much more 
difficult so that it has been possible to obtain partial results only in some special 
cases. For large oscillations, at least two kinds of stability are distinguished; they 
are asymptotic stability when the oscillations damp out with time, and Lagrange 
stability when the oscillations remain finite but bounded.^" 

Finally, consideration will be given to very large excursions which bring the 
reactivity above prompt critical. In extreme cases such excursions are terminated 
only by fairly violent disruption of the core, e.g., by melting or by ejection of the 
(liquid) moderator. The matter of interest here is to determine the consequences 
of a single transient or pulse. Such problems arise in the analysis of pulsed 
reactors,''^ in fast-transient safety tests on various water-moderated systems,^^ 
and in considering the damage which may follow the accidental achievement of a 
highly supercritical state. 

9.4b The Transfer Function with Feedbac[< 

There are several possible ways of introducing feedback into the reactor kinetics 
equations, but the simplest, from a physical viewpoint, is to use the temperature, 
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as indicated above, to characterize the state of various regions. The simple case 
will be considered in which the feedback is determined by the average (lumped) 
temperature of the fuel, T^, and of the moderator (or coolant), r„.* 

It should be noted that reactivity effects associated with temperature changes 
m the fuel are relatively prompt, since the fuel temperature responds, usually 
with little delay, to changes in the reactor power. Moreover, there is no appreci­
able lag between a change in fuel temperature and the corresponding changes in 
the cross sections of the fuel which affect the reactivity On the other hand, 
reactivity effects due to changes of temperature of the moderator (or coolant) 
are delayed because heat must flow from the fuel before these temperatures can 
be established. 

Suppose that under steady operating conditions, the power (or neutron 
population) IS PQ and the fuel and moderator (or coolant) temperatures are T^^ 
and TMO, respectively. It will be assumed that small perturbations about these 
conditions can be represented by 

dim) 
dt 

and 

djhT^) 
dt 

= aSP - oj^ 8T^ (9.52) 

= b8T,- w^ 8T^, (9.53) 

where STp, ST^, and 8P are the deviations of the actual temperatures and power 
from their steady-state values, and cop and w^ are the decay constants of the 
fuel and moderator temperatures. Equation (9.52) expresses the fact that the 
fuel temperature responds directly to the changes in the power, whereas equation 
(9.53) implies that the moderator responds to the change in the fuel temperature. 
The thermal responses to a sharp power pulse 8P = pa 8(?), where S(/) is a 
Dirac function, are then 

Srp = flpof""^' (9.54) 
and 

ST^ = "'^P" (e-". ' - e-"«'). (9.55) 

These equations show that the fuel temperature responds promptly to the 
power change, but the response of the moderator is delayed. If w^ » w^, as is 
generally true, this time delay is of the order of 1/CUF. 

If the reactivity temperature coefficients of fuel and moderator are r^ and r^, 
respectively, and if Spex is some externally imposed reactivity change on a steady-
state reactor, the actual reactivity is 

8p = Spex + '•F Sr^. -I- /-M SJM. (9.56) 

* The symbol T^, as used here and in later sections, refers to the temperature of any 
component of the reactor that affects the reactivity in a delayed manner in response to a 
change in the power. 



THE POINT REACTOR WITH FEEDBACK 493 

Models such as the one described by equations (9.52) and (9.53) give the 
reactivity as a linear function of the power at earlier times; the most general 
relation of this kind is 

8K0 = Spex(0 + f/it - T) 8P(r) dr, (9.57) 

where it is assumed that S/'(?) = 0 for ? < 0. Equation (9.57) describes how the 
reactivity at time t is affected by the power at preceding times; the function/, 
which appears in this equation, is determined by the feedback mechanisms of the 
system. The equation must be combined with the reactor kinetics equations in 
order to determine the system response, 8P, which results from some imposed 
reactivity, Spex. Since small variations are involved in all quantities, it is appro­
priate to use the linearized forms of the kinetics equations, i.e., equations (9.38) 
and (9.39). These two equations together with equation (9.57) now describe the 
system. 

From equations (9.54), (9.55), and (9.56), it is seen that, for the simple model 
under consideration,/(/), which here represents the effect of fuel and moderator 
feedback, is given by 

r^b(e-'"^ - e-"M')l m = a[r (9.58) 

The next step in the development is to take the Laplace transforms of the 
kinetics equations and of the feedback equation (9.57). For the kinetics equa­
tions, these are given by equations (9.40) and (9.41). Upon taking the Laplace 
transform of equation (9.57) and utilizing the convolution form of the integral ̂ ^ 
to write 

Sp(s) = SpUs) + F(s) 8P(s), 

where F(s) is the Laplace transform of/(r), it is found from equations (9.40) 
and (9.41) that the transfer function, represented by H{s), is 

8P(s) _ P,R(s) ^ ^^^^^ (5 35-, 
Sp,,(s) 1 - PoR{s)F{s) 

where R(s) is exactly as defined by equation (9.43). In fact, when the feedback 
term F{s) is zero (or PQ is very small), equation (9.59) reduces to the zero-power 
transfer function of equation (9.42). 

Equation (9.59) is often represented in the form of a block diagram, such as 
that shown in Fig. 9.5. In an actual reactor system, the feedback block marked 
F(s) would be broken down into a number of components to allow for other 
factors in addition to that of temperature. These would include the effect of 
coolant velocity derived from studies of heat transfer and ffuid mechanics,'^* 
with appropriate time delays. There would also be a feedback loop to allow for 
automatic movement of control rods based on sensing the changes in power. 
For complex systems of this kind, the transfer functions cannot be determined by 
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FIG. 9.5 SCHEMATIC REPRESENTATION OF FEEDBACK IN A REACTOR. 

analytical procedures, but they can be readily obtained by simulating the reactor 
and the various feedback mechanisms on an analog computer.^^ 

To return to the case under discussion of a simple hnear feedback, the time 
response of the system to an imposed reactivity 8pex(0 can be found by inverting 
the Laplace transforms in equation (9.59). Thus, if h{t) is the inverse transform 
of the transfer function H(s), then 

8^(0 = j ^ ' 8p,.ir)hit - r) dr, (9.60) 

so that h(t) is the impulse response function (or Green's function) of the system. 

9.4c Stability Conditions 

The stability of the system with feedback can be investigated by examining the 
poles of the Laplace transform, H{s). These poles are solutions of the character­
istic equation 

1 - PoR(s)F(s) = 0, (9.61) 

which includes the power; it is obtained by setting the denominator of equation 
(9.59) equal to zero. The poles of R(s) in the numerator determine the response 
for the zero-power reactor (cf. §§9.2e, 9.3a) but these are not applicable here (for 
finite power) since R{s) also appears in the denominator. 

Suppose equation (9.61) has a simple root, so that H(s) has a pole, at 5 = =5̂ . 
Then, when the Laplace transform 8P(s) is inverted to obtain 8P{t), a term will 
be obtained proportional to e^K If the real part of S^ is positive, i.e., ^ is a 
root in the right-half plane of the plot of Im (s) versus Re (s), as indicated by 
one of the circled crosses in Fig. 9.6, then the 8P{t) wiU grow exponentially with 
time, thus indicating an unstable (or unbounded) response to the applied 
reactivity perturbation. It should be mentioned that the exponential growth of 
8P{t) is to be expected only from the linearized kinetics equations, i.e., for small 
perturbations of reactivity and power. For a large power excursion, nonlinear 
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FIG. 9.6 DEVELOPMENT OF STABILITY CONDITIONS. 

kinetics equations or a more general treatment would have to be used to deter­
mine the behavior. 

If, on the other hand, the real part of 6^ is negative, i.e., it lies in the left 
half-plane of Fig. 9.6, as shown by the uncircled crosses, the root will produce a 
contribution to SP{t) that decays with time. Since what is true for one pole will 
be true for the others, it follows that if all roots are in the left half-plane, the 
system would be stable to a small perturbation in the reactivity. Hence, from the 
standpoint of reactor safety, it is important to determine if any of the poles of 
H(s), i.e., roots of equation (9.61), lie in the right half-plane. 

Another way of deriving conditions for stability is as follows. If a system is 
stable to a small increase, 8pex, in the reactivity, it is to be expected that, at late 
times after the reactivity increase, 8P(t) will approach some constant positive 
value such that Sp(t) = 0. Hence, at late times, it follows from equation (9.57) 
that for a stable response 

0 = 8pex + S ^ J V ( 0 ^ ' = ^Pos + ^ ( 0 ) 8P, 

where f(t) is a feedback function. The quantity F(0) is a Laplace transform 
representing the value of F(.s) when s = 0, i.e., in the steady state of the reactor; 
it is consequently called the steady-state power coefficient. A necessary, but not 
sufficient, condition for stability is then 

F(0) = jyit) dt < 0. (9.62) 

Thus, the steady-state power coeflScient of a reactor must be negative for 
stability; this conclusion has also been extended to nonlinear feedback 
problems.^^ 
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9.4d Power Limits for Stability 

Another general feature of interest is that the linear feedback model may exhibit 
power thresholds at which instabilities develop. Suppose that somewhere in the 
right half-plane, the real part of R{s)F(s) is positive whereas the imaginary part 
is zero. There will then be some power at which the product of PQ and the real 
part is equal to unity; this will represent a root of the characteristic equation 
(9.61) and hence corresponds to an instability. The reactor will evidently be 
stable for lower powers, as far as this root is concerned, but it will become 
unstable at a critical power level at which the feedback becomes strong enough 
to drive the instability. 

Actually, the situation is not quite as simple as this because the feedback 
function,/(/), will itself depend on the power PQ to some extent. Nevertheless, 
the principle that each mode of instability will tend to have a definite power 
threshold is correct. The physical reason is that at low powers not enough 
energy is being fed into the mode to drive it, and damping keeps the mode 
amplitude limited. At higher powers, the driving power exceeds the damping, at 
least in the simple linear theory. 

Some insight into the onset of instability in linear theory can be obtained by, 
first, considering the situation at low power. Provided R{s) # 0, the character­
istic equation (9.61) may be divided by R{s); the result, together with equation 
(9.43) for Ris), can be written as 

(̂̂ ) = W) - "'-'^'^ = ^̂  + Z 7 T ^ - ô̂ (̂ ) = 0. (9.63) 

If Po is small, the roots of Gis) are then very nearly the roots of llR{s); these 

PQ FINITE BUT SMALL 

FiOXO; STABLE 

F[0)> 0; UNSTABLE 

FIG. 9.7 ROOTS OF G{s) AND ONSET OF INSTABILITY IN LINEAR THEORY. 
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will occur for ^ = 0 and for six (y = 1,2,. . . , 6) negative values ofs. This can be 
seen by plotting G(s) for PQ = 0, actually 1 /P(J) , versus s for real values of s, 
as in Fig. 9.7. 

For small but significant PQ, the root at .y = 0 will move to the left or to the 
right according to whether the steady-state power coefficient, P(0), is less than 
or greater than zero. In the former case the system will be stable, according to 
equation (9.62), and in the latter case it will be unstable. 

The situation at higher values of PQ can be understood by considering the 
behavior of the roots of the characteristic equation (9.63), i.e., G(s) = 0; these 
roots are the poles of H(s). The particular case illustrated is one in which the 
system is stable when PQ is small, but instability occurs at some higher power. 
Some simple examples are givenin §9.4f. At zero power, the roots are just those 
of 1 jRs = 0, and are indicated by =5̂ i, S^2, -^s, etc., in Fig. 9.8. If the steady-state 
power coefficient, P(0), is negative, then at higher powers the root 6^^ wiff have a 
more negative real value and will move to the left, whereas some of the other 
roots may move to the right. At the same time, because of the F(s) factor in 
equation (9.63), some of the higher solutions will have formed conjugate pairs, 
provided G{s) is real for real s. The roots of equation (9.63) for moderate powers 
are indicated by the crosses in Fig. 9.9. 

As the power is increased further, •S''̂  and £^2 approach each other in this 
example and then form a conjugate pair; with increasing PQ the points move to 
the right, i.e.. Re {£^1) and Re (^ f ) become less negative, and farther apart, 
i.e., |Im (^i)l increases. The situation is depicted in Fig. 9.10. At a sufficiently 
high power, the roots will cross the imaginary axis and enter the right half-
plane; as seen earlier, the system then becomes unstable. In this manner, there­
fore, a reactor with a negative steady-state power coefficient that is stable at low 
power could become unstable at a sufficiently high power. A specific example of 
the effect of increasing power on stability will be given later (§9.5e). 

Im(5) 

^ 3 ^2 -8, 

FIG. 9.8 ROOTS OF THE CHARACTERISTIC EQUATION (9.63) AT ZERO POWER. 
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Imis) 

^, 
• Re (5) 

FIG. 9.9 BEHAVIOR OF ROOTS OF THE CHARACTERISTIC EQUATION (9.63) AT 
HIGHER POWER. 

When the roots 6^^ and £^f of the characteristic equation, for significant 
values of PQ, are close to the imaginary axis, i.e., when Re (^1) is small and 
negative, the reactor will have a tendency to exhibit spontaneous power oscilla­
tions at a frequency of Im (=5 )̂. The reason is that oscillations at this frequency 
are barely damped and hence are readily excited. In addition, as will be shown 
below, the power would exhibit a large response to imposed reactivity oscilla­
tions at frequencies near Im {£^1). Mathematically, this arises because the trans­
fer function for imaginary values of £^ will have a peak or resonance at a fre­
quency ojo, approximately equal to |Im (=$̂ i)| when Re (^1) x 0. The occurrence 
of resonances in transfer functions for actual reactors is described in §9.5e. 

Suppose that at some power the characteristic equation has a pair of roots, 
6^1 and its complex conjugate yf, which are near the imaginary axis, i.e., 

^ 1 = —e + ICOQ, 

lm(s) 

INCREASING POWER 

Re(5) 

INCREASING POWER 

FIG. 9.10 EFFECT OF INCREASING POWER ON THE ROOTS OF EQUATION (9.63). 
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where e is small. Then, for values of s close to S^i or S^^, the expression for 
H{s) can be given (approximately) by 

H(s) ~ "' "° 
(S - S^^Xs - S^*) is + ef + a>l 

where HQ is a constant. To determine the response of the system to the sinusoidal 
reactivity perturbation 8p cos COQ? of frequency WQ, the value for resonance, the 
procedure is the same as in §9.3b, except thatPo R(s) is now replaced by H(s), i.e., 
compare equations (9.59) and (9.42). The result is 

SP(t)J^i8p[H(iwo)e"'''' + H(~icvo)e-*'^o']. 

For e/tofl « 1. however, H{±ia)o) = ±Hol2i(Ooe, and hence 

SP(0 T W ? -^ —^ sin oiot-

This expression shows that the power response to a perturbation at the resonant 
frequency is proportional to 1/e; thus, for small e the response would be large. 
Moreover, at the resonance frequency the power change lags 90° behind the 
imposed reactivity perturbation. 

9.4e Stability and Reactivity Perturbation Frequency 

The problems of stability and instability can be considered from still another 
point of view. Since a system becomes unstable when the characteristic equation 
(9.63) has a root for purely imaginary s, it is convenient to set s equal to iw, 
the equation for instability is then 

(̂''") = Wo)- ^°^('-) = '-^ + 2 /ZTTA; - "̂̂ ('•"'̂  ="' ^'-''^ 
i 

where IjRiicu) and F(iw) are both complex functions of a reactivity perturbation 
frequency co. 

If for some value of o), represented by OJQ, these functions i.e., llR(ia>} and 
P(to), have the same phase, i.e., the same ratio of real and imaginary parts, 
there will be a value of PQ for which (7(too) = 0; this will then represent an 
instability. 

Figure 9.11, for example, shows the variation of the phase angle 6 with 
frequency for l/P(/a)) and for a hypothetical feedback function F{ico). For a 
sufficiently large power, PQ, instability occurs at the frequency OIQ, where the two 
curves cross; this represents the resonant frequency of the system. Since (7(/cu) 
is then zero, the transfer function H{iw) is very large; as stated above, a reac­
tivity perturbation of frequency CUQ will produce a large response at the given 
power. At still higher power, the power oscillations would be predicted to 
diverge according to the linear theory. 
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FIG. 9.11 OCCURRENCE OF AN INSTABILITY. 

Since llR{iw) is a general function which, according to equation (9.43), 
depends only on the prompt-neutron lifetime. A, and the delayed-neutron 
constants, ^„ X„ the behavior of its phase as a> is varied can be readily deter­
mined. From equation (9.64), it can be seen that 

% Re [p(/aj)J 2.; + A? 
and 

•̂"[̂ )]=-̂  + Z; • + Xf 

These functions are plotted in Fig. 9.12, with co as a variable parameter, for 
A = 10"^, 10"*, and 10"^ sec. The values of ^, and Â  used are those for 
uranium-235, but the results are qualitatively the same for other fissile nuclides. 

It will be observed that the curves can be separated conveniently into two 
parts. The part at the left, for the small values of co, is independent of the 
prompt-neutron lifetime and is determined by the characteristics of the delayed 
neutrons; on the other hand, the part on the right, for larger values of co, is 
dependent on A and hence is governed by the prompt neutrons. The frequencies 
cuj, which separate the two parts of each curve, are very approximately at the 
minima in Fig. 9.12, where (8 Im/8co)„^ = 0; it is found that, for uranium-235 
as the fissile material. 

0.05 
VA' 

It is seen from Fig. 9.12 that l/P(/co) lies in the upper right quadrant of the 
complex plane, i.e., both real and imaginary parts are positive, for all values of 
CO > 0. It follows, therefore, from equation (9.64) that for instability to be 
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FIG. 9.12 REAL AND IMAGINARY PARTS 0F1//?(;ai) FOR A URANIUM-235 SYSTEM. 

possible, the feedback function P(to) must lie in the same quadrant. Hence, 
necessary conditions for instability are 

Re [P(to)] > 0 and Im [F(/a))] > 0. 

It must be remembered that these conditions have been derived for hnearized 
theory and they also involve the assumption that the roots of G{s) start in the 
left half-plane and move to the right at sufficiently large values of PQ, as indicated 
earlier. It will be shown that the latter assumption is satisfied for many simple 
feedback mechanisms but it may not necessarily be true for all kinds of feedback. 

According to linearized theory, therefore, a sufficient criterion for stability of 
the system is that for no value of co shall both Re [P(to)] > 0 and Im [P(/co)] > 0, 
i.e., the real and imaginary parts of P(/co) be positive. In §9.4i, analogous stability 
criteria will be described for situations in which the reactor kinetics equations 
are not linearized. 

It may be noted, incidentally, that for simple feedback models the roots of 
the characteristic equation, with G{s) = 0, can be examined explicitly.^'' In 
many models they are found to be roots of a polynomial and hence depend on 
PQ in a continuous manner. Consequently, for these models, the criterion of 
instability derived above, based on an examination of G(ia)), can be justified 
rigorously. One such model will be considered in §9.4f. 
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It has been seen that the resonance frequency (or frequencies) of a system 
depends on the phase of the feedback function, P(/co). The phase will, in turn, 
be affected by the time constants that are important in the physical feedback 
mechanisms, e.g., time for heat to flow from the fuel to the coolant, time for 
coolant to pass through the reactor core, etc. It follows that the resonance 
frequencies will be of the order of magnitude of the inverse of the important 
time constants. Some examples are given in the next section. 

9.4f Simple Models of Feedback 

Consider the simple model, represented by equations (9.52) and (9.53), in 
which the fuel temperature increases promptly and the moderator (or other 
reactor component) is then heated by the fuel. By taking the Laplace transform 
of equation (9.58) it is found that 

Fis) = J ^ + ^ # , , (9.65) 
1 + ^ ( l + A ) ( l + A ) 

COp V COp/V COM/ 

where FF(0) and FM(0), the steady-state (s = 0) responses of the fuel and 
moderator, respectively, are given by 

FM = — and P , ( 0 ) = ^ ^ , 
COp COpCOy 

and 
P„(0) + Pp(0) = P(0). 

For stable behavior of a reactor when operating at steady power, it is required 
that P(0) < 0. But if this is achieved primarily by having a large negative value 
of PM(0), i.e., large delayed feedback, there is the possibility that an instabihty 
may occur. The reason is that, during the time required for the delayed feedback 
to become effective, the imposed reactivity perturbation may change sign. 
Hence it is possible for the feedback reactivity to be in phase with the imposed 
reactivity, thus enhancing the perturbation. 

Suppose, for simplicity, that PF(0) = 0, so that there is no feedback from the 
fuel; then from equation (9.65) 

F.(0)[l - ^ ^ - i{^ + ^)] 

Since it is being postulated that PM(0) < 0, the imaginary part of F{ico) will be 
positive for all values of co > 0. The real part, however, will start out negative 
for small values of co, it will go through zero at co = VCOFCOM, and will then 
become positive for higher frequencies. Consequently, since both Re [P(/co)] 
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and Im [P'(/co)] can be positive, instability can occur for negative values of FM(0). 

For practical cases, it is of course possible that the power level at which such 
instability is predicted is so high as to be of no practical interest. 

The general character of the plot of Im [F(/co)] versus Re [F(ioi)] with in­
creasing values of co is shown in Fig. 9.13; curve a refers to the case under 
consideration in which there is no reactivity feedback from the fuel. The real 
part of P(/<o) starts at the left, i.e., it is negative, and becomes positive when 
CO > VCOFCOM. Since the imaginary part of F{iw) is always positive, it is seen that 
instability can occur under these conditions. 

On the other hand, for a sufficiently large negative fuel feedback, the plot of 
the real and imaginary parts of P(/co), with increasing co, is indicated by curve b; 
the system is then always stable to small perturbations of reactivity. 

Suppose P(0) is negative, so that the reactor is stable at low power, but the 
fuel feedback coefficient, PF(0), is positive, i.e., PM(0) is negative and |PM(0)| 

> PF(0). The reactor can become unstable at higher powers, as in Fig. 9.13c. 
This will now be shown explicitly by using equation (9.63) with F(s) replaced 
by equation (9.65). For simplicity, only one group of delayed neutrons is 
considered; thus. 

G(s) = As + 
Js_ 
s + \ Po 

FM \FJfi)\ 

1 + 
= 0. (9.67) 

It will be assumed that A is small enough so that, for values of s of interest, 
the term As may be neglected, i.e., the zero prompt-lifetime approximation is 

Im [F(L(ji)] 

W = ^WfUly, 

Re [F(itn)] 

FIG. 9.13 EFFECTS OF FUEL FEEDBACK ON STABILITY. 
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made, and that w^. is so large that 1 -I- slw^ may be set equal to unity; then 
equation (9.67) becomes 

ifM(o)r 
(̂̂ ) - TTA - ^° ^r(O) 

1 + - ^ -
= 0. 

If the unit of time is chosen such that A = 1 and the unit of power is taken as 
,8/|P„(0)|, it is found that 

I - ^X ~ TT^j -s + 

where 

FM 

0 

< 1. 
\FAO)\ 

Upon multiplying by (s + l)is + cô ,), the result is 

s\l - Poe) + 5{co„[l + Po(l - e)] - P^e} + co„Po(l - c) = 0. (9.68) 

Equation (9.68) has two roots, represented by ^1,2, given by 

1 
"^ 1,2 — 2(1 - P,e) 

X [-co„(l + aPo) ± V a . | ( l + aPof - 4co„Po(l - Poe)(l - 6)] (9.69) 

where 

a = l - . - - i 

Let e = -J and cô  = ^, so that cz = — f; then equation (9.69) becomes 

•^1.2 = 8(1 - ip„) [-(1 - 2^0) ± V(l - iPof - 8Po(l - iPo)] 

1 
8(1 - iPo) 

[(fPo - 1) ± V l - llPo + ^4-^§]. 

As the value of PQ is increased from zero, the roots .S^i and ^ 2 remain real and 
negative until PQ = 0.0962 when the square root term is zero; the two roots then 
coalesce. At somewhat higher reactor powers, the square root is imaginary and 
then =9̂1 and £^2 are complex conjugates. When the value of PQ is | , the roots 
are pure imaginary, and then the system becomes unstable (Fig. 9.14). For 
PQ = 1.664, in the present case, the square root vanishes again so that the two 
roots become identical. At still higher power £^y and ^ 2 are once more different 
and real. 

When the roots cross the imaginary axis, the value of |Im (^)| is about 0.35; 
this is of the same order of magnitude as coj, assumed for the calculations. 
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FIG. 9.14 ILLUSTRATIVE CALCULATION SHOWING CHARACTERISTIC ROOTS AND 
ONSET OF INSTABILITY DUE TO POSITIVE FUEL FEEDBACK. 

Hence, in this example, the typical frequency for resonance, when PQ is sHghtly 
less than -f, is comparable with the reciprocal of the decay time (~ l/co ,̂). 

Simple models of feedback, similar to the ones treated above, have proved 
useful for understanding the important physical effects in the safety of fast 
reactors ̂ ^ and boiling water reactors. Further reference to this matter will be 
made later in connection with a discussion of the measured transfer functions 
for such reactors. 

For the realistic interpretation of the behavior of an actual power reactor, 
much more detailed models of feedback must, of course, be used. The transfer 
functions are then determined by means of an analogue or digital computer for 
comparison with experiment. Nevertheless, simple models, such as those 
described here, are useful for providing physical insight into some of the impor­
tant feedback mechanisms. For example, they suggest a danger of instability 
when the primary feedback mechanism is a delayed negative temperature 
coefficient and indicate the desirability of a comparable negative prompt 
coefficient. 

9.4g Other Sources of Instability 

When there is a time lag for fluid flow associated with delayed feedback, then 
equation (9.53) may be replaced, at least approximately, by 

dt 
= b 8T,(t - At) - ĉM 8T^(t), 

where At is the time delay; 8X^0) refers to time / and 8rF(? — At) to time 
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Im [PUw)] 

01 = 0 
Re [F(/a))] 

FIG. 9.15 RESONANCES AT SEVERAL HARMONIC FREQUENCIES DUE TO TIME LAG 
IN FEEDBACK. 

t — At. Instead of the second term in equation (9.65), with s replaced by ico, 
it would be found that 

Fuiioj') = 
FUO)e-

(l + i^)(i + i^) 
\ ojj \ io„/ 

(9.70) 

and this can lead to instabilities similar to those described above. 
If PF(0) is positive, then combination with equation (9.70) can lead to a 

variation of Re [F(ico)] and Im [P(/co)] with frequency in the manner shown 
in Fig. 9.15. There will then be several frequencies (or harmonics) at which 
enhanced responses (or resonances) to reactivity disturbances will occur. The 
fundamental resonant frequency for instability is then of the order of 11 At. 

Another example of an instability mechanism is that in which acoustical 
modes or mechanical oscillations may sometimes be amplified to cause a« 
instability. In homogeneous reactors, there can be a gross oscillation of the 
fluid fuel in and out of the core as the density of the liquid changes.^^ 

9.4h Relative Importance of Delayed and Prompt Neutrons 

In studies of reactor stability, two quite different approximations have some­
times been made. The first is the zero prompt hfetime approximation which, as 
seen in §9.2f, is useful in some numerical schemes for solving the reactor kinetics 
equations. From Fig. 9.12, it is clear that this approximation will change 
l/i?(/co) only at high frequencies and it is expected, therefore, that it would be 
good for the study of low-frequency stability, i.e., with co < coj defined in §9.4e. 
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Another approximation is to neglect the delayed neutrons entirely. Then 
l/i?(/co) becomes equal simply to /coA and is purely imaginary for all values of 
co; this is certainly not a good approximation for low frequencies, and so it is 
not useful except possibly for disturbances of high frequency. The significance 
of the approximation is that it often makes the system appear to be less stable; 
hence, if stability can be demonstrated in the absence of delayed neutrons, the 
system is usually even more stable with delayed neutrons. 

This may be seen by considering the behavior of F(ico) with increasing co. 
The reactor is assumed to have a steady-state stability, so that F(0) < 0. For 
potential instabilities, as explained in §9.4c, F{ico) has to get into the upper 
right quadrant of the plot of Im [F(/co)] against Re [F(ico)], i.e., both real and 
imaginary parts of F{ioj) are positive. In particular, with increasing co, the point 
representing P(/co) must cross the Im axis. If it does so by crossing this axis with 
Im [P(/co)] > 0, as in Fig. 9.15, then if l/i?(jco) is simply ico A there is an im­
mediate instability at some power. It is reasonable to believe that this will occur 
at a lower power than will any possible instability when delayed neutrons are 
included. Hence, when crossing of the Im axis occurs in this manner, delayed 
neutrons will improve the stabihty; this situation is represented by curve a in 
Fig. 9.16. 

If, with increasing co, however, P(/co) crosses the Im axis when Im [P(/co)] < 0, 
as in curve b, the situation is quite different. The system could be stable in the 
absence of delayed neutrons, but it might be unstable with delayed neutrons.*" 

From the practical point of view of reactor stability it would appear, therefore, 
that the delayed neutrons should not be neglected. An exceptional situation 
arises in the treatment of very fast transients for then the delayed neutrons play 
essentially no part (§9.6a). 

Im \_F{iw)'] 

DELAYED NEUTRONS 
INCREASE STABILITY 

Re[/^(/w)] 

DELAYED NEUTRONS 
DECREASE STABILITY 

FIG. 9.16 EFFECT OF DELAYED NEUTRONS ON STABILITY. 
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9.4i Feedback in a Nonlinear Point Reactor 

The results obtained above refer to stability in the small, i.e., when there are 
arbitrarily small oscillations about some initial steady-state conditions. In these 
circumstances the term 8p{t) 8P{t) could be neglected and the kinetics equations 
were linearized (§9.2g). When variations of larger amplitude are considered, 
however, the equations governing the stability are nonlinear, first, the whole 
term 8p(t)[Po + 8P(t)] must be retained, rather than just setting it equal to 
8p(t)Po, and second, the feedback reactivity will no longer be related in a linear 
manner to the change in the power, as in equation (9.57). 

When nonlinear effects are taken into account, the results of the stability 
analysis may be quite different from those for a linearized model. A system 
which was stable for small oscillations about PQ might be unstable for power 
variations of large amplitude. A simple situation of this kind would occur if the 
oscillations carried the reactor to a higher power P^ at which it is unstable for 
small oscillations. On the other hand, a system exhibiting instability in the small 
may have its oscillations bounded by nonlinear effects and the bounds may be 
such as not to endanger the reactor operation. 

As mentioned earlier, nonlinear feedback can lead to various types of stabihty, 
including asymptotic stability and Lagrange stability (§9.4a). These two kinds of 
stability may exist only for perturbations within some limited range of param­
eters, such stability is then said to exist within a particular domain. 

Several approaches have been made to the solution of the problem of stability 
based on nonlinear kinetics equations, but none is really satisfactory. In the first 
place, attention has generally been limited to linear feedback, as expressed by 
equation (9.57), and so the only nonlinearity has been in the term 

Sp(0[Pc + 8Pit)]. 

Second, the various conditions which have been derived with regard to the 
feedback function F{ico) are sufficient to insure stability but they are not necessary 
conditions. This means that the stability conditions found can be too restrictive. 
Finally, it has been seen that a typical mode of stability in the linear model will 
have a power threshold below which the reactor is stable. Some of the conditions 
on F{ico) for nonlinear kinetics have been derived for ah powers and do not take 
this threshold behavior into account. 

In an attempt to derive stability conditions for all powers, it has been shown,*^ 
neglecting delayed neutrons, that a system would be asymptotically stable 
provided 

Re [P(;co)] < 0 for all co. 

Furthermore, it has been demonstrated ^̂  that delayed neutrons do not alter 
this criterion. This stability condition is seen to be consistent with the results of 
linear theory which indicated (§9.4e) that there would be stabihty if Re [F{ico)] < 0 
or if Re [F{ico)] > 0 and Im [F{ico)] < 0. As derived, the condition that 
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Re [P(/co)] < 0 for all co is sufficient but not necessary for stability; from 
linear theory it may be suspected that this is overly restrictive. 

A method has been described for predicting instability bounds for systems 
which are stable according to the linearized theory.*^ Information of this type 
should be useful in indicating the Hmits of vahdity of the results obtained by the 
use of linear models. 

A possible procedure for assessing the stability of a system governed by 
nonlinear differential equations is to use the second (or direct) method of 
A. M. Liapunov.** In this approach, a Liapunov function is sought which is a 
generalization of the energy for a mechanical system in the sense that it must be 
a positive definite function of the variables, i.e., power, temperature, etc., and 
possess a negative definite time derivative. If such a function can be found, then 
for the range of variables in which the function exists the system will be 
asymptotically stable. The Liapunov function has been derived for certain cases *̂  
and sorr-; special treatments have been developed for improving on the results 
obtained by the Liapunov direct method.*^ There is, however, no general 
approach to the determination of the Liapunov functions. 

From the practical standpoint, nonlinear stability analysis has proved to be 
much less important than the analysis of hnear models. For one thing, nonhnear 
analysis does not lend itself to general experimental verification. On the whole, 
studies of nonlinear feedback have indicated that the results obtained from 
linear theory are not likely to be misleading when applied to problems of 
reactor stability. In particular, if a reactor is operating in a region of power, 
temperature, and flow conditions for which stability is well assured according to 
the linearized equations, it is unlikely that nonlinear effects will lead to instability. 
It should be realized, however, that when a linearized model predicts instability, 
an analysis of the nonlinear system must be considered before the physical 
consequences of the instabihty can be understood. 

9.5 DETERMINATION AND USE OF TRANSFER FUNCTIONS 

9.5a Introduction 

Several experimental techniques have been used for measuring the transfer 
function, H{ico), and thereby investigating the feedback and stability of operating 
reactors. By comparing the experimental results with calculations of the am­
plitude and phase as a function of frequency, it is possible to check whether the 
reactivity feedback is more or less as expected from the design. Furthermore, 
incipient instabilities can be detected by the existence of resonance peaks in the 
amplitude of the transfer function observed at low power.*'' Provided the feed­
back mechanisms do not change abruptly with the power, conditions which 
would be hazardous at high power can then be corrected. In addition, it is 
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possible to detect the malfunction of a reactor component by observing a change 
in the reactor transfer function.*^ 

At the present time it is consequently the common practice to determine the 
transfer function of a reactor before it is operated at full power. Among the 
most important methods employed for this purpose are those based on reactor 
oscillator experiments and on what is known as spectral correlation. These 
techniques are described below. 

9.5b The Reactor Oscillator Method 

The simplest method conceptually for measuring the transfer function of a 
reactor is based on equation (9.47). Although this expression was derived for 
a system without feedback, it can readily be shown that it is applicable to a 
reactor with feedback with H{ico) replacing PoR{ico). The reactivity is subjected 
to smaff sinusoidal oscillations, for example by the in-and-out motion of a 
control rod; the resulting changes in power, both in amplitude and phase, 
relative to the imposed reactivity variation, are then measured as a function of 
the frequency of the variations.*^ The reactivity oscillations must be small so 
that the linearized kinetics equations are applicable. Spatial effects may also 
have to be taken into account, as discussed in §9,3c, but they will not be 
considered further here. 

In the employment of the oscillator method (or experiment) some interesting 
problems arise. First, no matter what kind of instrument is used for measuring 
the reactor power level, e.g., a neutron detector, it will not give a perfectly 
steady reading but will exhibit small statistical ffuctuations. Consequently, if a 
clear signal is to be obtained on the detector, the reactivity variations must be 
substantial; they must not be so large, however, as to invalidate the linear 
analysis or to perturb the flux sufficiently to make the point-reactor model 
inapplicable. 

Second, the reactivity variations achieved by the movement of a control rod 
are not perfectly sinusoidal; hence, various harmonics of the fundamental 
frequency will be excited. To avoid the difficulties arising from the presence of 
these harmonics, a Fourier analysis can be made of the output in order to 
determine the fundamental response only. 

In fact, the imposed reactivity variation does not even have to be periodic, 
provided it excites a broad band of frequencies in the output. It can be seen 
from equation (9.60) that if 8/3ex(0 could be made a Dirac delta function, then 
the impulse response function h{t) could be derived directly from 8P(t). The 
transfer function, H(s), would then be simply proportional to the Laplace 
transform of 8P(t). The difficulty in applying this method of obtaining the 
transfer function is that it is impossible physically to realize a delta function 
change in reactivity. By the use of the cross-correlation method, described in the 
next section, it is possible, however, to simulate a delta function and thereby 
determine transfer functions in a relatively simple manner. 
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9.5c Correlation Methods 

The input reactivity and output power of a reactor are related by the convolution 
integral in equation (9.60). This can be extended to allow for reactivity variations 
at arbitrarily early times by writing 

SP(0 = j[jp,,ir)hit -r)dT = j ^ Sp,,(? - r)h(r) dr, (9.71) 

where, as before, the transfer function, H(s), is the Laplace transform of the 
impulse response function, h{t).* Equation (9.71) forms the basis of the cross-
correlation experiments for measuring h{t) or H(s).^° 

The autocorrelation of a function x(t) is defined by 

<P..(T) = ^j[^ xit)x(t + r) dt (9.72) 

and the cross correlation between two functions x(t) and y{t) is 

<P.y(r) = ^j[^ Xit)yit + r) dt, (9.73) 

where, if the functions are periodic, Tis the period, and if they are not periodic, 
then the limit is to be taken as T^-co. With these definitions, it follows that 

9XX(T) = <Pxx{-T) and <Pxy{-r) = <Pyxi-T)-

In particular, the cross correlation between reactivity and power is 

<P.P(T) = ^j[^ 8pe.it) SP(r +r)dt = ^j[^ 8pUt - r) 8P(0 dt. (9.74) 

Upon using equation (9.71) and rearranging, this becomes 

fppir) = -^J^^ Spe.(? - T)[J^" 8pUt - U)h{u) du^ dt 

= I J h{u)^^j^^ Spex(? - r) 8p,,it - u) dt^ du 

/ : 
npir - u)h{u) du, (9.75) 

where u is an integration variable. If this result is compared with equation (9.71), 
it is seen that the cross correlation between reactivity and power is related to 

* In order to obtain the desired relation hP{s) = hp„,S^s)H(s), it is here necessary to take the 
two-sided Laplace transform, i.e., with the integration limits between — oo and oo, or the 
Fourier transform, because reactivity variations at all times prior to the time t are included in 
equation (9.71). It should be noted that since h(j) must be zero for negative T, the lower limit 
in the second integral in equation (9.71) may be set to — oo, in which case the integral has the 
typical convolution (or faltung) form for Fourier transforms. 

http://8pe.it
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the reactivity autocorrelation, <p̂ ,̂ in exactly the same way as the power response 
is to the change in reactivity. Upon taking the Fourier transform (see footnote 
on p. 511) of equation (9.75), it is found that the transfer function is given by 

^{<PoAr)) 
^{Vooi-r)} 

where the transform 

= //(-/co), (9.76) 

^{9PM} = J_"̂  e'-<p.p(T) dr (9.77) 

is called the cross spectral density and the corresponding expression for ^{fopir)} 
is referred to as the reactivity (or input) spectral density. 

In the application of equation (9.76) to the experimental determination of the 
transfer function of an operating reactor,^^ the reactivity is varied over a narrow 
range in a random manner by the insertion and removal of a small neutron 
absorber; the corresponding variations in the power are recorded.* The 
reactivity autocorrelation function, 9^ ,̂ at time t, is obtained from the values of 
Spex(0 and 8pex(? + 0 for a series of delay intervals r increasing in discrete 
steps of AT, about 0.01 sec. The cross correlation function 99̂ ^ is derived in a 
similar manner from measurements of Spex(0 and 8P{t + T). The integrals in 
equations (9.72) and (9.73) are then evaluated numerically; the integration (or 
equivalent summation) is carried over the period of observation, usually 5 min 
or so. 

The Fourier transforms of ip̂ p and <p̂„ which appear in equation (9.76) are 
determined by numerical techniques. Thus, equation (9.77) for the cross spectral 
density may be written as 

J^{9^P(T)} X; 2_^ fppi^ AT)(COS nco Ar + i sin «co AT) AT, 

n 

where n is an integer ranging from large negative to large positive values. A 
similar expression is applicable to ^{qf>pp{t)}. Since both real and imaginary 
parts of the Fourier transforms can be determined in this manner, it is possible 
to obtain both the amplitude and phase of the transfer function for a series of 
values CO. 

A simplification of the foregoing procedure can be achieved by making use of 
reactivity inputs 8pg,^{t) which have autocorrelation functions resembling Dirac 
delta functions. Almost any broadband (noise) input signal will satisfy this 
requirement; in particular, if Sp̂ x is made to assume positive and negative values 
at random times, then 

<Ppo(-r - M) ~ ^ 8(r - M), 

* In practice, the neutron flux, which is proportional to the power, is measured. 
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where 4̂ is a constant and 8{r — w) is a delta function.^^ For this kind of 
reactivity variation, it follows from equation (9.75) that 

<PPP(T) ~ Ah{r) 

and then 

^{cpp,{r)}~AH{-ico). 

Consequently, both the amplitude and phase of the reactor transfer function 
can be computed as a function of co from the cross-correlation data alone. 

Experimentally, it is neither possible nor necessary to provide a strictly 
random reactivity input through the motion of an absorber. In fact, it is con­
venient to use a periodic input which changes from positive to negative at 
definite times, so that the reactivity autocorrelation function is nearly a delta 
function.^^ Such a reactivity input, which is called a pseudorandom binary 
signal, has been used for the measurement of transfer functions. 

9.5d The Reactor Noise Method 

A particularly simple method for determining the amplitude, but not the phase 
angle, of a reactor transfer function depends on the observation of reactor 
"noise " This refers to the more-or-less random variations in the power that 
take place continuously during the normal operation of a reactor. All nuclear 
processes have a statistical basis and the actual neutron population in a reactor 
will be fluctuating about the average value. Moreover, there are usually minor 
fluctuations in temperature and in densities, such as those associated with bubble 
formation m a boiling water reactor. These variations will affect the reactivity 
and hence generate reactor noise. In the following, it will be convenient to regard 
the power fluctuations as being induced by unspecified random variations in 
reactivity 

To relate the noise to the transfer function, consider the autocorrelation 
function of the power; this may be written as 

<PPP(T) = ^\[^ 8P{t) 8P(t + r) dr 

and hence, by making use of equation (9.71), 

9'pp(-r) = 2f\-T ^'Jo ^̂ "-* ̂ '̂"^^ ~ "-* ^" Jo *̂-̂ '' '̂'""^^ + r - v)dv 

= h{u) du h{v) dv\:yj,\ 8p^^(t - u) 8p^^{t + r - v)dt\ 

/•oo r<x> 

= h{u) du h{v) dv[(ppp{T + w - v)]. 
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Fourier transformation then gives 

J^{<P„(T)} = / / ( - ico)H{ico)^{cp,,ir)} (9.78) 

or 

The square of the magnitude of the transfer function is thus equal to the ratio 
of the power and reactivity spectral densities derived from the respective auto­
correlation functions. 

The power autocorrelation is in principle obtained quite easily; all that is 
required is an accurate recording of the reactor power. From this, values of 
8P(t) and 8P{t + r) can be obtained and hence <PPP(T) can be calculated; the 
Fourier transform is then derived in the manner already described. The ffuctua­
tions in the reactivity, being of internal origin, cannot be measured. If these 
variations are random, however, ^ppir) is expected to be equivalent to a Dirac 
delta function in time; hence the Fourier transform is a constant. The amplitude 
of the transfer function can then be determined directly from the normal 
ffuctuations of the reactor power, i.e., the reactor noise.^* 

The noise method has the great virtue that measurements of the transfer 
function of a reactor can be made without interfering in any way with normal 
operation. In this way, the stability can be monitored continuously. The draw­
backs are that unless the reactor is noisy, i.e., exhibits substantial inherent power 
fluctuations, the variations may be so small as to give inaccurate values of 
\H(icu)\. The assumption that •^[cppp{r)] is constant may also introduce errors. 
Moreover, only the amplitude, but not the phase, of //(ico) can be evaluated 
from the reactor noise. FinaUy, there is the problem that the reactor power must 
be measured with a detector which itself will introduce some noise into the 
measurement^®; corrections must thus be applied for the detector noise. 
Experiments have been reported in which correlations between the outputs of 
two detectors were used to monitor continuously the reactivity of a reactor in a 
subcritical state.®^ This approach appears to have advantages over the single 
detector correlation method described above. 

9.5e Applications of the Transfer Function 

The Experimental Breeder Reactor 

Two examples of measured transfer functions which indicated possible reactor 
instabilities at sufficiently high operating powers are of interest. The first 
example is concerned with one of the early fast reactors, the Experimental 
Breeder Reactor-I (EBR-I); incidentally, the determination of the transfer 
function in 1955 was one of the first of such measurements to be made with a 
reactor. Under certain conditions, an oscillatory behavior of the power was 
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observed in the Mark II core of the reactor. Consequently, the transfer function 
was determined under a wide variety of conditions, using the oscillating-rod 
technique. Some of the results are reproduced in Fig. 9.17; they refer to three 
operating powers at a constant flow rate (95 gallons/min) of coolant.^'' In agree­
ment with the arguments presented earlier, the reactor is stable at low and 
moderate powers, but a pronounced resonance, suggesting the approach of 
instability, appears at a higher power. 

Power oscillations that precede the onset of this instability are inconvenient 
but not necessarily hazardous. In the case of the EBR-I, the frequency at the 
resonance was about 0.2 radian (0.03 cycle) per sec, as seen from Fig. 9.17. 
Hence, the period was approximately 30 sec. An oscillation of this frequency 
can be readily controlled by the normal operation of the control rods, especially 
if they respond automatically. 

The physical causes of the resonance (or instability) in the EBR-I have not 
been completely elucidated, but it is known that the reactor had a prompt 
positive fuel feedback coefficient and a larger negative delayed coefficient. As 
seen in §9.4f, this situation can lead to instability at a sufficiently high operating 
power. The prompt positive coefficient is believed to have been caused by 
bowing of the fuel rods toward the center of the reactor, where the fission rate 
and temperature were above the average values. The delayed negative feedback, 
on the other hand, was probably due to mechanical motions of the plate support­
ing the fuel rods.^^ Since the bowing of fuel elements could occur in a reactor 
of any type, thermal as well as fast, precautions are taken to minimize it. 

0.0) 0.05 0.1 0.5 1 
FREQUENCY, CYCLES/SEC 

FIG. 9.17 EXPERIMENTAL TRANSFER FUNCTIONS FOR THE EBR-I (AFTER F. W. 
THALGOTT, ET AL, REF. 57). 
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It should be mentioned that the partial meltdown of the core of EBR-I, 
Mark II, which occurred in 1956, was not due to the instability referred to above. 
The overheating developed during an experimental power excursion and was 
caused by a combination of circumstances which could have been avoided.^^ 
However, because of the meltdown, it was not possible to examine the feedback 
mechanisms in this case. 

The Experimental Boiling Water Reactor 

In boiling water reactors, the formation of steam voids represents an important 
feedback mechanism whereby the reactor power aff"ects the reactivity. In the 
early consideration of such reactors,^" it was accepted that they should be 
designed so that formation of steam voids would decrease the reactivity. It was 
feared, however, that because of the time delays between power generation and 
bubble formation, the reactor might exhibit instability or oscillatory behavior 
(§9.4g). 

Measurements of the transfer function were made on the Experimental Boihng 
Water Reactor (EBWR), a heterogeneous reactor moderated and cooled by 
ordinary water, with natural (convection) circulation. Some of the results 
obtained, at an operating pressure of 550-600 psig, are shown in Fig. 9.18; 

1 5 10 50 100 
FREQUENCY, RADIANS/SEC 

FIG 9 18 EXPERIMENTAL AND CALCULATED TRANSFER FUNCTIONS FOR THE 
EBWR (AFTER T SNYDER AND J A THIE, REF 61) 
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there are indications of a resonance at a power close to 20 megawatts, and it is 
quite marked at 50 megawatts. Fairly good agreement with the observed transfer 
functions was obtained from calculations based on feedback mechanisms 
arising from various effects, including the formation of steam voids.^^ 

The resonances in Fig. 9.18 occur at frequencies in the vicinity of 10 radians 
(1 or 2 cycles) per sec; the oscillation period is thus 0.5 to 1 sec, which may be 
too short to be controlled. Hence, the design or operating conditions of a 
reactor must be adjusted to avoid the instability.^^ Fortunately, it is possible to 
design boiling water reactors so that these instabilities do not occur even at high 
power, and currently such reactors are operated at power levels up to 1000 
megawatts. 

In addition to the oscillations referred to above, as implied by the transfer 
function, spontaneous power oscillations of small amplitude were observed in 
the EBWR at about the same frequencies. But they presented no hazard during 
operation and they are not important in modern boiling water reactors. 

9.6 LARGE POWER EXCURSIONS 

9.6a The Fuchs-Hansen Model 

Large power excursions are of interest in a variety of situations, both real and 
hypothetical.^^ These include (a) pulsed reactors, such as Godiva, TREAT, 
and TRIGA, (b) intentional large increases in reactivity, as in the SPERT, 
BORAX, and KEWB tests, and (c) the analysis of postulated reactor accidents. 
In all of these cases a system is brought rapidly to a state above prompt critical, 
so that the neutron population then begins to multiply at a rapid rate. The 
normal cooling cannot remove the heat being generated and so the temperature 
rises until some compensation sets in that reduces the reactivity to zero, thereby 
terminating the excursion. In practice, the manner in which the reactivity is 
reduced may depend in detail on the reactor design and on the rate at which 
the neutron population (and power) increases. Hence, for computing the 
reactivity reduction, a point-reactor model may not be adequate. Nevertheless 
some useful conclusions can be drawn from such a model of the excursion in 
which the reactivity reduction is included as a simple feedback parameter. This 
treatment is sometimes known as the Fuchs-Hansen model,^* although similar 
conclusions were reached independently.®^ 

Suppose that the reactivity is suddenly increased, i.e., as a step function, thus 
bringing the value to p' above prompt critical, i.e., p' = p — ̂ , where p is the 
actual reactivity. The assumption is now made that the feedback reactivity is 
proportional to the energy generated. Since the response to the sudden increase 
in reactivity is fast, it is justifiable to neglect the delayed neutrons while the 
transient is under way; hence, equation (9.8) becomes 

^-^ = ^ ^ P i t ) . (9.80) 
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The reactivity at time / is given by 

Pit) -^ = p' - yE{t) = p' -y £ P(n dt', (9.81) 

where y represents the energy feedback coefficient and E{t) is the total energy 
generated between time zero and time t. Upon combining equations (9.80) and 
(9.81), the result is 

where 

dP{t 
dt 

) ^ 

ao 

Pit) 

1 

P 
A 

ao-^|V(/')^?'], (9.82) 

and b = '^ 
A 

It will be noted that at ? = 0, dP{t)ldt = aoPit), and hence KQ is the initial 
multiplication rate constant. 

Equation (9.82) can be solved in closed form (see §9.7 for the solution); it is 
found that 

and 

2c^Ae-'' 
''^'^ = b( 

where 

^ « = biAe-' + 1)-' ^'-''^ 

c = Val + 2bPo (9.85) 
and 

A = £ ± ^ . (9.86) 
C — ao 

A number of interesting results can be derived from these solutions. In a 
pulsed reactor, it is the general practice to start from a low power in order to 
obtain a good approximation to a step function increase in reactivity. By starting 
from a high power, it may not be possible to add reactivity fast enough to do 
this. If the initial power is low, however, it is easier to increase the reactivity 
before the feedback term, i.e., yE(t) in equation (9.81), becomes appreciable; 
there is then effectively a step increase in the reactivity. In fact, it has been found 
experimentally,®® in agreement with theory,®'' that a pulsed system, such as the 
Godiva device of unreflected uranium-235 metal (§5.4c), can be operated with 
such a weak neutron source that there is a high probability of assembly to a 
prompt critical state before a divergent chain reaction begins. 
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If, therefore, the power is assumed to be low before the reactivity is increased, 
c X ao from equation (9.85), and then from equation (9.86) 

It is seen, therefore, from equations (9.83) and (9.84) that, at early times, E(t) 
and P{t) increase exponentially with time in proportion to e""*. The power then 
reaches a maximum at a time which can be found by setting dP(t)jdt equal to 
zero, i.e., 

dP(t) 2c^A e-'*[Ae-<=' - 1] 
dt b [Ae-'* + \f 

Hence, the power is a maximum when 

Ae-"* = 1, 

= 0. 

so that 

^... = ¥ ^ — • (9.87) '̂ "'" C ao 

The value of the peak power is thus found from equation (9.84) to be 

(9.88) .* m a x f"^ />i /^ * max 2b 2Ay 

At late times, beyond the maximum, the power decreases exponentially as 
e""o'; the power pulse (or burst) is, therefore, approximately symmetrical in 
time. The power does not drop directly to zero but it tails off" because of the 
fissions due to delayed neutrons, which have been neglected in the foregoing 
treatment. The contribution of these neutrons can be determined by calculating 
the number of delayed-neutron precursors produced during the prompt pulse 
and treating their decay as a neutron source at late times.®^ 

The total energy released up to the time the power reaches its peak value, i.e., 
at the time given by equation (9.87), is obtained from equation (9.83) as 

The total energy generated is the value at asymptotically large times, namely, 

E(t) ^ ^ = ^ . (9.89) 
t -• oo O y 

This again indicates the symmetry of the power pulse, apart from the effect of 
delayed neutrons. 

The results described above have an important bearing on the problem of 
reactor accidents arising from sudden reactivity excursions. In an excursion 
starting at a low operating power, the total energy release, as just seen, is 2p'ly, 
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and IS thus independent of A, the prompt-neutron lifetime. The essential 
parameters are then the excess reactivity and the feedback coefficient, and it is 
immaterial whether the reactor is thermal (Ax 10"* to 10"^ sec) or fast 
( A ^ 10~® to 10"'' sec) The peak power, on the other hand, is inversely 
proportional to the prompt-neutron lifetime. This indicates that the peak 
pressures and accelerations, caused by material expansion, would be much 
higher in a reactivity excursion in a fast reactor than in a thermal reactor even 
though the energy releases may be comparable. In fact, in some models, the 
peak pressure is found to be proportional to dP/dt and hence, approximately, 
to {p')^jA^y, It IS thus strongly dependent on the neutron lifetime. 

It will be observed that the peak power, peak pressure, and total energy 
released in the excursion are all inversely proportional to y, the energy feedback 
coefficient. From the point of view of reactor safety, it is desirable therefore that 
the system should have a large (negative) energy coefficient of reactivity. Since 
the temperature increase will be roughly related to the total energy release, this 
means a large negative reactivity temperature coefficient will tend to minimize 
the consequences of a reactivity excursion. 

Although the foregoing discussion has referred in particular to a sudden (or 
step) increase in reactivity, it is also applicable, under certain conditions, to 
ramp reactivity excursions, i.e., in which the reactivity is increased at a constant 
rate. If the system exceeds prompt critical before the reactivity feedback becomes 
appreciable, then the behavior is similar to that for a sudden excursion.®^ 

9.6b Pulsed Fast Reactor 

The model described above has the advantage of containing only two param­
eters, namely, ao(= p'jA) and b{= yjA). Because of its simplicity and physical 
content, it has been used extensively for the interpretation of pulsed reactor 
experiments '^° A good example is provided by Godiva II, a critical assembly of 
bare, highly enriched uranium (about 93 57^ uranium-235) metal. By means of 
adjustable rods of the same material, the reactivity can be increased suddenly by 
specified amounts, thereby causing a power excursion This is terminated by the 
increase in temperature causing the fuel to expand, thus decreasing its density. 
The resulting decrease in the macroscopic cross sections produces a negative 
feedback of reactivity which makes the assembly subcntical within a short time. 
The power production (or fission rate) is determined as a function of time by 
neutron and gamma-ray detectors, the value of KQ is calculated from the initial 
increase in the fission rate. 

The results of a series of pulse experiments with Godiva II are shown in Fig. 
9.19 for the various indicated values of l/ao> the initial reactor period.''^ The 
time at which the power maximum is attained is approximately inversely pro­
portional to ao and the maximum power is roughly proportional to «§, as 
required by equations (9.87) and (9.88) There is some deviation from theory 
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for the more violent excursions, with a^ greater than 5 x 10* sec"-^ (l/«o less 
than 20 jusec), to which reference will be made below. The power pulses are seen 
to be roughly symmetrical about the maximum except for late times when the 
delayed neutrons become important. 

The total energy generated per pulse was computed both from the increase in 
temperature and the total activity induced in sulfur by the («, p) reaction. The 
results are plotted, on linear scales, in Fig. 9.20''^; the circles are experimental 
points and the full line is derived from equations (9.88) and (9.89) as 4i'max/«o-
The agreement between observation and the simple theory is seen to be good up 
to ao values of about 5 x 10* sec"^ The deviations for more violent excursions 
are due to inertial effects which slow down the expansion; in other words, the 
expansion, and hence the associated negative reactivity feedback, lags behind 
the temperature of the fuel. This time delay may be expected to be significant 
when 1/ao IS comparable to (or less than) the time required for a sound wave to 
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cross the assembly. The effect of inertia is thus not noticeable until the initial 
reactor period is small, less than 20 /usee for Godiva II. 

As a result of the time delay between the energy release (or temperature 
increase) and the expansion of the assembly, the duration of the pulse is longer 
than expected in the absence of inertial efiTects. Consequently, the total energy 
generated will be appreciably greater than the value indicated by the theory 
developed in the preceding section. That this is the case is shown by the data in 
Fig. 9.20. The dashed curve in the figure, which is seen to agree well with the 
experimental results at the higher values of ao, was obtained by applying an 
approximate correction based on the estimated mechanical vibration period of 
the assembly. This is essentially the time required for a sound wave to traverse it. 

9.6c Analysis of Fast-Reactor Accident 

From the results given earlier, it is evident that, because of the much shorter 
neutron lifetime, the peak powers and pressures accompanying a reactivity 
excursion in a fast reactor can be very much greater than in a thermal reactor. 
Furthermore, a fast reactor contains so much fissile material that if the coolant 
could be removed and the core compacted by melting to fill the resulting voids, 
several critical masses would be present. In some circumstances there might 
conceivably be an explosion resembling that of an (inefllicient) atomic bomb. 
For these reasons, there has been much interest in estimating the maximum 
credible explosions that might result from a fast reactor excursion. 
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In such studies, consideration is given to quite violent accidents. For example, 
a complete loss of coolant might be postulated; the reactor might then shut down 
but heating accompanying decay of the fission products could lead to melting 
of the fuel. This might be followed by collapse of the core into a compact 
highly supercritical configuration under the influence of gravity. Clearly, the 
course of such an accident could not be predicted in detail, but in order to discuss 
the subsequent excursion it is necessary to specify only a few important proper­
ties of the collapsing system. In particular, these are the gross geometry, the 
initial power level, and the rate of reactivity increase during the supercritical 
phase. 

To see how the last two of these factors are involved, consider the collapsing 
core as it approaches prompt critical, at t = 0. At this time, the power level is 
possibly very low, and it must build up to a much higher level before feedback 
effects can be felt; during this time the system will become highly supercritical. 

In order to determine the extent of the supercriticality, the delayed-neutron 
precursors can be omitted from the kinetics equations, as in the preceding 
section, because the times are so short. Hence, equation (9.80) is applicable and 
it may be written, for simplicity, as 

§^^.. (,.,«, 
If the reactivity is increasing in a linear manner with time, and since the system 
is (prompt) critical at f = 0, it follows that 

pit) = p + pt, 

where /5 (= dpjdt), the rate of increase of reactivity, can be estimated from a 
model of the collapsing core. A solution to equation (9.90) is sought for / > 0 
in terms of the initial power level, /'(O), which is the value at prompt critical. 
Equation (9.90) can be expressed as 

dP p , 

and the solution is 

P(r) = / ' ( 0 ) e x p ( ^ r = ) . (9.91) 

Suppose the feedback is negligible until the total energy generated is Ei. If 
this energy has been produced by time ?i, the corresponding reactivity is then 

pit,) = ^ + pt, 

or 

pit,) - ^ = pt„ (9.92) 
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where t, is defined by 

E, = J '̂' Pit) dt = PiO) J '̂' e x p ( ^ r=) dt. (9.93) 

In order to approximate the integral on the right of this equation, represented by 
/, let 

and hence 

, du 
dt = — p -

2V^ 
The integral thus becomes 

1 r ' l I P \ du 
= 2jo '̂̂ P(2A"Jv^-/ 

Repeated integration by parts then gives 

/ lh(^'')-']h;^' ph 

Since the exponential term is very large, equation (9.93) can be written as 

E, 
PiO)A 

pt 
| ^ e x p ( ^ r ? ) . (9.94) 

A rough approximation to t, can be found by taking the logarithm of equation 
(9.94), writing the result as 

'•=T['°i|p^'"4 
and solving by iteration as follows. The term in t, on the right is first ignored 
and the result is then substituted in In t,, and so on. The second approximation, 
neglecting the In In term, is 

If this is inserted into equation (9.92), it is found that 

Pih) - ^ = jAp\n[-^y (9.95) 

This is the excess reactivity, above prompt critical, that is reached when feedback 
becomes significant. It is seen to vary roughly as the square root of the neutron 
lifetime and of the rate of reactivity increase, but it is relatively insensitive to E, 
and PiO). For some typical postulated fast reactor accidents, piti) — /5 may 
range up to about a dollar in reactivity, i.e., pit,) x 2/5. 
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To analyze the excursion further, feedback mechanisms must be postulated. 
As a rule, the Doppler coefficient of reactivity is about the only temperature 
(or power) coefficient which can be relied upon in the partially molten and 
collapsing state of the reactor core. Consequently, if there is a Doppler coefficient 
(§8.4e), it should be taken into account, since it may have an important effect 
on the progress of the fast-reactor accident.'''' 

In the Bethe-Tait analysis,''* it is postulated that there is no feedback mechan­
ism, except perhaps for the Doppler efifect, for reactivity reduction until the 
total energy generated in the core reaches a critical value, E*; then the core 
material begins to vaporize. As further energy is added, more material is 
vaporized, thereby building up a pressure which tends to expand the core. With 
the increase in volume, the reactivity is decreased and the excursion is eventually 
terminated. The course of the excursion has been estimated by using perturba­
tion theory to predict the reactivity changes due to material motions caused by 
pressure gradients, and hydrodynamic equations to evaluate these motions. 
From this treatment approximate results have been obtained in closed form.''^ 
Subsequently, these results were improved upon by numerical calculations using 
coupled neutronics and hydrodynamics.''® 

The important parameters for a severe accident, which have also been found 
to be significant for more moderate accidents, can be derived from relatively 
simple dimensional arguments. Consider a system which has achieved some 
degree of excess reactivity, Ap, given approximately by equation (9.95) for 
£1 = E*, where feedback commences. For the present treatment, the Doppler 
effect is assumed to be absent. As the energy approaches E*, the power and 
energy release are increasing as exp (f Ap/A). During the accompanying expan­
sion, there is insufficient time for any further increase in reactivity; hence, the 
reactivity may be assumed not to become larger than Ap. When the energy, E, 
exceeds E*, its value is given by 

[T'C "")]-'}• E - E* = E*< exp 

where E = E* when t = t*. 
Suppose that the pressure, p, near the center of the core is proportional to 

E — E*\ for a very severe accident, however, E » E*, so that at times when 
the pressures are large 

p az E cc exp 1-^ t J • 

If R is the initial radius of the assembly, i.e., when t = t*, the pressure gradient 
tending to blow the core apart is roughly proportional to plR, that is, 

| V , | c c £ c c i „ p ( ^ ' , ) . 
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This pressure gradient produces radial accelerations, such that 

foe \Vp\ = ^ e x p ( ^ f ) , 

where c, is approximately constant. Upon integrating this expression twice and 
neglecting small quantities, it is found that 

The expansion eventually decreases the reactivity to zero; hence, the excursion 
is largely terminated when r has undergone a fractional increase proportional 
to A/>, i.e., when 

r = Ril + Ca Ap), 

where C2 is a constant. From equation (9.96) it is seen that this happens when 

At this time, the energy generated will be 

i ^ o c i ^ . (9.97, 

It will be noted that, in the present model, the energy generated is proportional 
to A"^, whereas in the Fuchs-Hansen model the energy release, given by 
equation (9.89), is independent of A. The reason is that in the latter case the 
reactivity was assumed to change as soon as energy is generated without any 
account being taken of delays due to inertial efiTects; hence, the excursion was 
terminated when a certain amount of energy was released, regardless of the 
value of A. In the Bethe-Tait model, however, inertial efiTects are assumed to be 
dominant; the reactivity cannot decrease until the pressures have had time to 
move material and during this time additional energy will have been generated 
and the amount depends on A. The circumstances will, of course, determine 
which of the two models is to be preferred. 

Although the arguments used in deriving the result in (9.97) are not 
rigorous, detailed numerical calculations'''' have indicated that the propor­
tionality given above is quite good for severe accidents. For mild accidents, the 
Bethe-Tait model predicts that 

( ^ " ' ) 
r(Ap)3^12/9 

°^L A^ 

and results of numerical computations of the energy have indicated that this is 
qualitatively correct. The same parameters are thus involved in both mild and 
severe fast-reactor accidents. 
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For fast reactors having comparable values of R, the main parameters 
affecting the severity of an accident are Ap and A, in the combination (Ap)^/A*. 
According to equation (9.95), Ap is roughly proportional to V^; hence 

(Ap)3 (p)3/^ 

Â  ^ VA" 

It follows, therefore, that the rate of reactivity increase is the single most impor­
tant factor in determining how serious a fast-reactor accident might be. It is, 
however, one of the most uncertain and arbitrary aspects of a postulated 
accident of this kind. 

In designing structures to contain a maximum credible fast-reactor accident, 
it is important to know how much of the fission energy is released as kinetic 
energy and how much as internal energy. These quantities must, therefore, be 
calculated for a detailed hazards analysis. It happens that they appear as a 
normal part of the numerical calculations''^ and they can also be estimated 
from the Bethe-Tait analysis.''* 

In connection with the hazards analysis of the Fermi fast reactor, for example, 
calculations were made of the energy release to be expected for several high 
rates of reactivity increase.^" For a uniform collapse of the core under the 
action of gravity, the Bethe-Tait approach indicated a possible total energy 
release of about 6 x 1 0 ^ calories, which is equivalent to 600 kilograms of con­
ventional (chemical) high explosive, for an initial operating power level of 100 
megawatts. 

9.7 APPENDIX TO CHAPTER 9 

In order to solve equation (9.82), let 

ao - b j'jit') dt' ^yit). 

SO that 

'^=-bPit) and g = - * . ^ ^ ^ ' ) 
dt ^' dt'' dt 

Then equation (9.82) becomes 

d'^y _ dy 

and upon integrating it is found that 

dy^ 
dt 2 

dt'' ~^dt' 

^- =\ ( / - c% (9.98) 



528 REACTOR DYNAMICS 

The constant c can be found by noting that initially j(0) = ao and dy I dt = —bPo. 
It follows, therefore, that 

C = Vag -I- 2bPo. 
By making the substitution 

equation (9.98) can be converted into the Hnear form 

du 1 
5F + "̂ = - 2 ' 

the solution of which is 

M(0 = " ( 0 ) e " ^ ' - l ( l - e " ^ ' ) 

2c \ C - ao I 

where use has been made of the initial condition on u, namely, «(0) = l/(ao — c). 
Hence, y can be determined and £ ( 0 is found to be given by equation (9.83). 

EXERCISES 

1. Show that equation (9.1) is obtained when equation (9.3) is solved for Q and 
the result is inserted in equation (9.2). 

2. Carry out in detail the derivation of equations (9.8) and (9.9). 
3. Prove that for six groups of delayed neutrons equation (9.26) has seven roots, 

ojk, of which six have negative values. 
4. Derive equations (9.27) and (9.28). 
5. Verify equation (9.47) by inverting the Laplace transform and retaining the 

transient terms. 
6. Calculate the amplitude and phase angle as a function of frequency, for the 

zero-power transfer function, assuming one group of delayed neutrons with 
^ = 0.0070, A = 0.08 sec"\ and A = 10"* sec. Compare the results with those 
in Fig. 9.3. 

7. Compute the transfer function H{i<a) for the model on p. 504 with Po ~ 0.25 
and 0.5. Plot the results as a function of cu and discuss them. 

8. Derive equation (9.78). 
9. Derive equation (9.96) and verify that the neglected terms are small; assume 

that r = R and drjdt = 0 when t = t*. 
10. Suppose that just after the prompt-neutron burst described in §9.6a, the 

reactivity of the system is reduced by Ap, by mechanical means. By neglecting 
subsequent cooling, estimate (a) the total power generated by decay of the 
delayed-neutron precursors, as compared with the power in the prompt pulse, 
and (6) the initial rate of energy generation due to precursor decay. [Hint: 
remember to compute the reactivity when the prompt burst terminates.] Note 
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tha t in the use of repetitively pulsed reactor sources for time-of-flight measure­
ments , this decay of the precursors would lead to a neu t ron background."^ 
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10. SPACE-DEPENDENT 
REACTOR DYNAMICS 
AND RELATED TOPICS 

10.1 SPACE AND TIME DEPENDENT NEUTRON 
TRANSPORT PROBLEMS 

10.1a Methods of Solution 

In this chapter, consideration will be given to time-dependent problems in 
which the space (and energy) variation of the flux cannot be neglected or 
approximated as in the point-reactor model emphasized in Chapter 9. It was 
mentioned in §9.2c that although the reactor kinetics equations (9.8) and (9.9) 
are exact, they are purely formal unless a good estimate is available of the flux 
shape factor i/r(r, SI, E, t) at all times, so that the reactivity and other parameters, 
defined by equations (9.10), etc., can be found. As already seen, the shape factor 
can be approximated by a time-independent function in certain circumstances, 
thereby leading to a point-reactor model, or, somewhat more generally, it may 
be obtained from an adiabatic approximation. Furthermore, in many cases ip 
may be found from a quasistatic approximation. A comparison of these three 
approximations will be made in an example in § 10.1c, but first other methods 
will be considered for solving problems in which the neutron flux is dependent 
upon both space and time. 

It is possible to obtain direct numerical solutions of the time and space 
dependent neutron transport equation and several computer programs are 
available for obtaining such solutions.^ Unfortunately, even for simple approxi­
mations to the transport equation, e.g., diffusion theory, the procedures are quite 
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time consuming. It is probable that progress will be made in accelerating the 
direct numerical methods; for example, some of the quasistatic approximations ̂  
or improvements of the zero prompt-neutron hfetime approximation should 
yield valuable computer programs for obtaining direct numerical solutions. 

At present, however, it is perhaps best to regard the direct numerical method 
for solving the transport equation with dependence on space and time as a 
"brute force" approach. Its main use is in the solution of important problems 
of practical interest or for comparison with the results given by approximate 
procedures. The direct numerical methods will, consequently, not be emphasized 
in this book. 

Another approach to the problem is that of "nodal" analysis in which the 
reactor is divided into a number of regions or nodes. Each node constitutes a 
space point in the problem and the parameters that couple the flux at various 
nodes must be specified.^ Techniques of this kind have been found to be especially 
useful for the analysis of coupled cores, such as have been proposed for nuclear 
propulsion systems and for fast breeder reactors.* 

Finally, there is a method which is familiar in other branches of mathematical 
physics, namely, expansion of the neutron flux in the normal modes of the system. 
This procedure, as applied to space-dependent reactor dynamics, will be ex­
amined here. The first point in this connection is to decide on the nature of the 
modes in which the expansion is to be made. In many aspects of mathematical 
physics involving inhomogeneous or time-dependent problems, the solutions are 
expanded as a series of eigenfunctions of a homogeneous time-independent 
problem. Such an approach may be used for solving the time-dependent 
neutron transport equation, but a number of difficulties arise both in principle 
and in practice. 

Suppose, for example, that the solution to the time-dependent transport 
problem is expressed in the form 

(D(r, SI, E,t) = '^ Ut)<^tiT, Si, E), (10.1) 

where the functions {<!>,} are the eigenfunctions of the time-independent problem 
corresponding to the period eigenvalues {«,} or to the multiplication factor 
eigenvalues {k,}, such as were discussed in earlier chapters and especiafly in 
§6.1m. There are uncertainties in connection with such an expansion since, for 
general transport problems, Uttle is known concerning higher eigenvalues and 
eigenfunctions and, in particular, it is not known that the discrete eigenvalues 
form a complete set so that the expansion can be made with confidence (§§1.5b 
et seq.). Indeed, it has been seen that for some simple problems the discrete 
eigenvalues are not complete but must be supplemented by an integral term, 
i.e., a contribution from a continuous spectrum. 

In the solution of practical reactor problems involving space and time 
dependence of the neutron flux, simple approximations to the transport equation, 
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e.g., few-group P, or diffusion theory, are generally used. For these approxi­
mations, much is known concerning the a and k eigenfunctions (cf. §§4.4c et 
seq.). Moreover, when these approximations are expressed in the form of 
difference equations, the eigenfunctions have been shown to be complete (§6.1m); 
hence, in these circumstances, an expansion of the form of equation (10.1) is 
permissible using either period or multiplication factor eigenfunctions. 

There are, however, difficulties in finding the higher eigenfunctions and, in 
addition, the expansions may not converge rapidly. Furthermore, for deter­
mining the expansion coefficients, Tiit), the adjoint eigenfunctions are also 
required, as seen in §6.1m, and this increases the amount of eff"ort involved in 
solving the problem. 

10.1b Mode Synthesis and Expansion Methods 

For the reasons given above, explicit expansions of the neutron flux in terms of 
a or A; eigenfunctions are not particularly useful for the solution of practical 
space and time dependent problems. Such eigenfunctions are, nevertheless, 
conceptually important and in §10.Id it will be shown how they can be general­
ized to include delayed neutrons. For practical purposes it has been found 
convenient to choose the modes to be used in equation (10.1) on the basis of 
physical considerations. The essential requirement is that the actual neutron 
flux in the calculation should be well represented at all times by the sum of two 
(or a few) such modes. Symmetry considerations sometimes suggest a simple 
choice of modes. Examples illustrating mode selection will be given later, but 
mention may be made here of one special case. 

The solution to a diffusion-theory problem in simple geometry might be 
expanded in terms of the lowest few eigenfunctions of the Helmholtz equation 

\imT) + Bl4>ix) = 0, 

subject to a zero-flux boundary condition on the extrapolated surface of the 
reactor.^ These modes would be orthogonal and complete® for representing 
functions of r but, except in the simplest cases, it might be necessary to use 
many modes to represent the solution with sufficient accuracy. 

Frequently, however, when strictly physical considerations determine the 
selection of the expansion modes to be used in a transport problem, the modes 
do not have any simple orthogonality or completeness that can be employed to 
determine uniquely the expansion coefficients, T',(/), in equation (10.1). In these 
circumstances, it is customary to refer to the approach as a mode synthesis 
method,'' rather than as a mode expansion method. This terminology indicates 
that an attempt is made to approximate the neutron flux by a sum (or synthesis) 
of physically reasonable modes, rather than by a mathematically exact expansion 
in some complete set of modes. 

In mode synthesis, there is considerable freedom in determining the expansion 
coefficients. Variational methods can be used* in a manner analogous to that 
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described in the example in §6.4h. In the latter, the flux was synthesized by 
assuming P, multigroup form and then the expansion coefficients appropriate 
to that form were sought by means of a variational principle. 

A more general procedure for obtaining the expansion coefficients is a method 
of weighted residuals.® Suppose that the expansion (10.1) is inserted into the 
transport equation, e.g., equation (9.1) or some approximation thereof, using / 
modes. The result is an integro-differential equation involving / unknown 
expansion coefficients, Tiit), multiplied by functions of r, SI, and E. If this 
equation is multiplied by a more-or-less arbitrary weighting function ^^(r, SI, E) 
and integrated over the variables r, SI, and E, there will be obtained an equation 
involving the / functions Tiit) multiplied by constants. 

When this is done, using as many independent weight functions as modes, 
there will be obtained / integro-differential equations for the / expansion co­
efficients. These equations can be readily solved by numerical methods. In 
practice, good results have been obtained by using adjoint fluxes corresponding 
to the synthesis modes as the weighting functions.^" For some problems, the 
mode fluxes themselves would serve as reasonable weighting functions.-^^ 

It is of interest that the kinetics equations for the mode expansion coefficients, 
Tiit), are similar to the point-reactor kinetics equations. To show that this is 
the case, the transport equations (9.2) and (9.3) are written in the form 

1 8<l)(r, SI, E, t) ^ „ ^ 
^^-hr^——^ + SIV<S) + CT<I> 

V ot 

= S<D + XP(1 - i8)F<D + 2 AyXyC/r, /) + Qir, SI, E, t) (10.2) 

and 

^ + \C, = i8,F<D, (10.3) 

where the time-dependent operators indicated by S and F, to suggest scattering 
and fission, respectively, are defined by 

and 

S<D = JJ 2 <^Jx(j; SI', E' -* SI, E; 0<D(r, SI', E', t) dSl' dE' 
x*f 

XP(1 - j8)F<D = \^^ XP(1 - i3)>'a,(r, E', 0O(r, £2', E', t) dSl' dE' 

jSyFO = j" ^iva,ir, E', t)^ir, SI', E', t) dSl' dE'. 
The mode expansion [equation (10.1)] for 0(r, SI, E, t) is now inserted into 

equations (10.2) and (10.3). Then equation (10.2) is multiplied by w^ir, SI, E) 
and integrated over the variables r, SI, E, and equation (10.3) is multiplied by 
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WfcxX )̂ ^iid integrated over the same variables. The results can be expressed in 
the form 

f i i 

^ ^ + v,,(o = 2 im^^nt) (10.5) 

where, using the inner product notation (§6.la) to indicate integration over r, 
SI, and E, 

Aw 

[pit) - Kt)]M ^ (w„{-n-V(D, - a% + s(0<i>, + XP(I - i3)F(o<i>.}) 

2.(0 = (Wfc, e). 

If the expansion consists of a single mode, for which Tit) = Pit), and if w^ 
were chosen to be <[> /̂JF, in the notation of §9.2b, equations (10.4) and (10.5) 
would reduce to the point-reactor kinetic equations (9.8) and (9.9), although 
with different normalizations for the quantities c, and Q. In the mode synthesis 
approach, suppose that / modes are used, i.e., i = 1,2,..., I. Then the same 
number of linearly independent weight functions w^. must also be used, i.e., 
equations (10.4) and (10.5) hold for A: = 1, 2 , . . . , /. The resulting system of 
equations may be written in a compact form by introducing the /-component 
vectors, T, Q, and c^; thus, 

^ ̂  = (p - '̂ )'r(') + 2 ^̂ '̂ '̂ '̂  + Q (̂ -̂̂ ^ 

^ + XMt) = ^yT, (10.7) 

where A, p — jS, and jŜ  are to be regarded as square matrices having the com­
ponents A^i, [p — /3]M, and [jSy]̂ ., defined above. In equations (10.6) and (10.7), 
all quantities are known except T and Cy. By starting from some initial conditions, 
it would then be possible to solve for these unknowns just as the point-reactor 
kinetics equations can be solved for Pit) and c/O- Thus, equations (10.6) and 
(10.7) represent a natural generalization of the point-reactor kinetics equations. 

10.1c An Example Involving Extreme Flux Tilting 

Some of the procedures outlined above for computing the time and space 
dependent behavior of a neutronic system wiU be iUustrated by means of 
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postulated situations devised to simulate severe spatial transients in the core of 
a large thermal, water-moderated reactor.-'^ For simplicity, the large core is 
represented by a homogeneous slab, 240 cm in thickness, together with a 
transverse (radial) buckling correction for the radial leakage, much as in 
equations (6.145). The neutron transport is treated by a two-group diffusion 
theory approximation. 

The core is divided into three regions: region I from 0 to 60 cm, region II 
from 60 to 180 cm, and region III from 180 to 240 cm. The transverse buckhngs 
differ in the three regions, with the value for the middle region being larger than 
for the other two; hence maximum radial leakage occurs in this region. The initial 
flux consequently peaks in the outer regions as shown by the bottom curve in 
Fig. 10.1. Before introducing the perturbation, the reactor is assumed to be at 
delayed critical. 

In the calculations, various spatial transients were induced by changing the 
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number of neutrons per fission in region I. Such a localized perturbation might 
simulate the gross effect of moving a bank of control rods in this region; some 
of the postulated changes are, however, considerably more violent than would 
be reasonable for normal control-rod motion. In all cases, direct numerical 
solutions to the two-group diffusion equations were obtained; these provide 
the "exact" results for comparison with those calculated by various approxima­
tion methods. 

In one example, the reactor was brought above prompt critical by a step 
increase in v by about 9.5% at t = 0 in region I; this was then followed by a 
linear (ramp) decrease in v over a time interval of 0.01 sec to a value about 9.5% 
below the initial (unperturbed) state. Because the transients are so fast, delayed 
neutrons may be neglected throughout. As a result of the foregoing changes, 
there was pronounced "tilting" of the neutron ffux; that is to say, the plot of 
flux versus distance across the slab core had a marked slope. The values of the 
fast-neutron flux, computed by numerical methods, at several times after t = 0 
are given in Fig. 10.1.^^ It is evident that soon after the transient is initiated, by 
increase of v in region I, the flux is strongly concentrated toward this region 
(curve b); at the end, when the ramp decrease in v is complete, the tilt, although 
somewhat smaller, is in the opposite direction (curve e). 

The numerical results may be used to help in the interpretation of reactor 
kinetics theory. Consider, first, the equations (9.8) and (9.9); these are exact 
when the reactivity, p, and other parameters are defined by equations (9.10) 
through (9.16). The shape functions derived from the calculated flux distributions 
in Fig. 10.1 were used to determine an "exact" reactivity as a function of time 
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by means of equation (9.10). The result is indicated in Fig. 10.2^^; it is seen 
that the reactivity first increases rapidly as the flux tilt toward region I 
becomes effective, although the value of v is decreasing over the whole time 
interval. 

Another point which was examined was the extent to which the amplitude 
function is actually proportional to the power in the transient (§9.2a). In Fig. 
10.3, the ratio of the power (or fission rate) to the calculated amplitude function 
is plotted as a function of time during the transient. The results show that the 
power and amplitude function do not differ by more than 10 percent, although 
both change by a factor of about 10^ during the transit. 

The problem considered above has also been treated by several approximation 
methods. First, a conventional point-reactor treatment was made in which the 
shape factor used in equations (9.10) through (9.16) was taken to be the un­
perturbed shape function. In view of the marked tilting of the actual flux, as 
seen above, it is not surprising that this approximation was very poor, under­
estimating the peak thermal-neutron flux by a factor of about 10* (Fig. 10.4). 
The corresponding reactivity variation during the transient is also quite different 
from that given by numerical methods (Fig. 10.2). 

In a second calculation, the adiabatic approximation was used in which the 
shape function at each time was taken to be the k eigenfunction computed from 
the conditions at that time. As seen in Fig. 10.2, and also in Fig. 10.4 which 
shows the calculated spatial distribution of the thermal-neutron flux at 7.5 x 10"^ 
sec after the initial step increase in reactivity, this (adiabatic) approximation is 
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FIG. 10.4 CALCULATED SPATIAL DISTRIBUTION OF THERMAL-NEUTRON FLUX AT 
7.5 MSEC AFTER STEP INCREASE IN REACTIVITY (AFTER J. B. YASINSKY AND 
A. F. HENRY, REF. 13). 

much better than the simple point-reactor kinetics, but it is still not very accurate 
for the violent transient under consideration. Moreover, it should be noted that 
delayed neutrons play no part in the present problem and so it does not test 
the effect of lagging due to these neutrons (§9.2c). 

Finally, a modal synthesis approximation calculation was made of the thermal-
neutron flux distribution. When only two modes were used, representing the 
unperturbed flux and the flux from an exact calculation at 2.5 x 10"^ sec, the 
results were poor; a third mode, the flux at 7.5 x 10"^ sec, was required to give 
fairly good agreement with the "exact" values (Fig. 10.4). The synthesis of three 
modes is seen to give much better agreement than the adiabatic approximation. 
If flux modes had not been available from the exact calculations, physical con­
siderations would have guided the choice, the number of modes being increased 
until the results became insensitive to the number used. 
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In another series of calculations,^* the transients were induced by a linear 
(ramp) increase in v in region I, i.e., by letting 

viO = K0)(1 + At) 

in this region. For a ramp with A = 1.508 and time in seconds, leveling off at 
r = 11 x 10"^ sec, the numerical results were also compared with those 
obtained from various approximations except that a quasistatic approximation 
was used instead of modal synthesis. In the quasistatic approximation, the 
shape function was computed from equation (9.18) with 30/3/ = 0. The values 
of the reactivity as a function of time obtained by the different procedures are 
shown in Fig. 10.5. It will be noted that the adiabatic reactivity levels off at the 
end of the ramp, whereas the "exact" and quasistatic values approach the 
adiabatic result gradually only after the delayed-neutron precursors have 
adjusted to the new flux shape. 

From the foregoing calculations the following conclusions can be drawn. 
When considering transients involving marked changes in the shape function, 
the point-reactor kinetics model using a constant shape factor may be grossly 
misleading. The adiabatic approximation will give better results and will prob­
ably overcorrect as compared to the point model. A still further improvement 
can be obtained by using the modal-synthesis or quasistatic treatments. It 
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should be emphasized that the transient perturbations were not meant to 
represent any actual cases, but rather to illustrate some general points. Hence, 
the magnitudes of the deviations among the various approximations must be 
regarded as being qualitative only. 

The problems considered above were designed to simulate situations of 
extreme flux tilting in a large thermal reactor. For smaller reactors, having a 
tighter neutronic coupling between regions, the changes in flux are less severe. 
It would be expected, therefore, that the point-reactor and adiabatic methods 
might then be applicable. Calculations, performed for a 60-cm slab reactor 
subjected to a violent transient, similar to the one considered in connection with 
the 240-cm reactor, indicate improved but still poor accuracy for these approxi­
mations.*^ 

It appears, therefore, that except for the smallest cores, the point-reactor and 
adiabatic approximations will often fail to predict the course of violent transients 
initiated by local changes in reactivity. In this connection, a violent transient is 
one in which the flux shape changes markedly in a time interval less than (or of 
the order of) a delayed-neutron lifetime. As mentioned earlier, the point-reactor 
equations, with constant shape function, will usually be satisfactory for treating 
very small changes in reactivity. Furthermore, the adiabatic approximation is 
valid for all sufficiently slow changes of reactivity, such that 

where A is an average delayed-neutron decay constant, about 0.1 sec~^ This 
criterion implies that the change in reactivity during the time 1/A should be smaU 
compared with |S if the adiabatic approximation is to be used. 

10.1d The Period Eigenf unctions and Delayed Neutrons 

It was mentioned in §10.lb that, although the period (a) and multiplication 
factor (k) eigenfunctions are natural modes for use in series solutions of space 
and time dependent problems, they are not generally useful for that purpose. 
These eigenfunctions are, however, conceptually important and it will now be 
shown how the a eigenfunctions are generalized to include delayed neutrons. 
The ideas which are developed here will be applied to a problem in space-
dependent kinetics in §10.1e. 

It should be noted, first, that the k eigenfunctions (and their eigenvalues) are 
not affected by the time lag in the emission of delayed neutrons. The reason is 
that the k eigenvalue problem is one in which time-independent solutions of the 
transport equation are sought, with the total number of fission neutrons, both 
prompt and delayed, divided by k. The period eigenvalue problem, on the other 
hand, is markedly affected by the presence of delayed neutrons. In particular, 
the long lifetimes of the precursors give rise to slowly decaying a modes (or 
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eigenfunctions) which are not possible with prompt neutrons alone. In the 
following development, the transport equations (10.2) and (10.3) will be used 
with the cross sections being independent of time. 

The period (or a) eigenvalue problem is defined by setting 

^ = a<I) and ^ ' = «Q, (10.8) 

and requiring that 2 = 0, with the flux satisfying the usual boundary condition 
of zero incoming neutrons. If a, is an eigenvalue corresponding to the eigen­
functions O, and Cji, it follows from equations (10.2) and (10.3) that 

^ <D, + n - V t , 4- <7<D, = SO, + x,(l - iS)F<D, + 2 >̂X>Q, (10.9) 

and 
«,C„ + XiC„ = j8̂ F<D,. (10.10) 

In addition, equation (10.10) can be solved for C,, and the result substituted in 
equation (10.9) to give 

2i 0), + n-VO, + a<D, = SO), + [XP(1 - i8) + 2 ^ ^ ] F < D , . (10.11) 

Before discussing the possible eigenvalues, a,, of equation (10.11), it is con­
venient to write down the equations for the a modes with prompt neutrons 
only and for the k modes. Both were given in Chapter 1, but the notation did 
not explicitly take into account the delayed neutrons. Let af> denote a period 
eigenvalue with prompt neutrons alone and let 01"' represent the corresponding 
eigenfunction. These will satisfy equation (10.11) with decay of the delayed-
neutron precursors being neglected; thus, 

„(p) 

^ OS"' + n v o s " ' -I- CTOS"' = soj" ' -i- xp(i - J8)FOS'". (10.12) 

On the other hand, the k eigenfunctions are defined by setting the time derivatives 
in equations (10.2) and (10.3) equal to zero and dividing the number of neutrons 
per fission by A:„ to reach criticality; thus, 

n . VO„ + aO„ = S0„ + - 1 xFO„. (10.13) 

Physical arguments will now be presented in order to deduce some properties 
of the period eigenvalues, a,. Although these properties have not been proved 
rigorously for transport theory, they have been confirmed for approximations, 
such as few-group diffusion theory in simple geometry. Moreover, they have 
clear physical content even if they may be lacking in mathematical rigor. The 
general result will be to divide most (and perhaps all) of the period modes 
(eigenfunctions) into two classes, namely (a) "delayed" modes characterized by 
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small values of |a,|, i.e., long delay times, and (b) rapidly decaying modes, 
similar to the prompt-neutron modes, i.e., solutions of equation (10.12), 
characterized by large values of |a,|. 

Consider, first, the delayed modes. These are solutions of equation (10.11) 
with values of a, of the same order of magnitude as the precursor decay constants, 
Â ; that is, 

|a,| < 1 sec - \ 

For such small eigenvalues, the term ajO,/ti can be neglected, to a first approxi­
mation, since ajv will be about 10"^ times a even for thermal neutrons. Hence, 
the terms involving a, in equation (10.11) serve primarily to change the amplitude 
of the fission source, FO,.* 

In the k eigenvalue problem, however, the fission source is also multiplied by 
a factor, namely l/Ar̂  in equation (10.13), so as to achieve criticality. Let 0„ 
be a A: eigenfunction corresponding to the eigenvalue k^ and suppose that it is 
possible to choose an eigenfunction O, such that 

0,=; 0„ 
and 

Strict equality would be possible in this last expression only if XJXP and ^, were 
true constants, but since they are functions of position and energy the equality 
is approximate. 

If these results are substituted into equation (10.13), there is obtained approxi­
mately the a eigenvalue equation (10.11), with ajv set equal to zero. It follows, 
therefore, that O,, which was selected as a solution of equation (10.14), is 
approximately an a eigenfunction. Suppose, for simplicity, that XJXP and p, are 
treated as constants; then O, can be equal to 0„ and equation (10.14) reduces to 

If there are six groups of delayed-neutron precursors, this equation will be 
satisfied by six different values of «;. These six period modes will have the same 
flux mode, O,, but since the a, values are different, there will be six different 
precursor abundances, according to equation (10.10). Each of the six period 
modes has a small value of |a,| and is consequently called a delayed mode, to 
indicate that it arises from the decay of the delayed-neutron precursors. 

• If the system contains several types of fissile (and fissionable) nuclides in different regions, 
the situation is not quite as simple since the quantities p and x are actually involved in some 
of the operators in §10.1b. It is to be expected, however, that this will not have a great effect 
on the general conclusions. 
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The foregoing argument suggests the following general conclusion. To each 
k eigenfunction, 0„, there correspond six delayed (period) modes, O,, such that 
O, s; 0,„. The delayed modes differ as to their periods and precursor concentra­
tions, but all the eigenvalues, a,, are small in absolute value. 

It remains, now, to consider the rapidly-decaying period modes; these are 
similar to the prompt a modes which are defined as solutions of equation (10.12). 
If the system is below prompt critical, it is known (§1.5a) that the prompt 
fundamental eigenvalue, af^'' (ranging in magnitude, typically, from around 
lO'' sec"^ for a fast reactor to about 10̂  or 10̂  sec"^ for a thermal reactor) will 
be the least negative eigenvalue.* The higher prompt-modes will have eigenvalues 
of larger magnitude, i.e., more negative. 

Suppose that such a prompt^mode eigenfunction with eigenvalue aj"' were 
inserted into equation (10.11). It would be a proper eigenfunction except for the 
delayed-neutron terms which would, however, appear divided by the large 
eigenvalue, af, and hence would be small. It may be concluded, therefore, that 
the prompt modes are almost period eigenfunctions even when delayed neutrons 
are included. It is then reasonable to expect that for each prompt-mode eigen­
function, OS"', there will be a similar period mode, O,, i.e., 

0<"' s; O, 
and hence 

«; ^ a,. 

Physical arguments have thus been used to suggest that the period eigen­
functions can be divided into the delayed modes and the rapidly-decaying 
modes, often referred to loosely as the prompt modes. For simple models of 
neutron transport, these modes have been found explicitly. ̂ ^ For more exact 
treatments, however, it is not known if the modes enumerated above include aU 
of the period modes and the mathematical treatment required for a full analysis 
will undoubtedly be difficult. 

To conclude this section on eigenfunctions and delayed neutrons, the eigen­
functions, 0|., which are adjoint to the period eigenfunctions, will be considered. 
By generahzing the methods of Chapter 6 to include delayed neutrons, the 
adjoint eigenfunctions can be shown to satisfy the relations^'' 

2^ Ot - S2 V 0 | + crOf, 

= StOf. + [XP(1 - i3)F]̂ Ol, + 2 ^,va,{r, £)QV(r) (10.16) 

and 

4C,V + A,C/, = A,^^ UEmir, Si, E) dSl dE, (10.17) 

* For reactors moderated by heavy water or graphite, ajf' may be lOsec"^ or even 
smaller, the distmction between the prompt and delayed period modes is then not clear. 
For such systems, ajv cannot be neglected in computing the delayed periods and the 
rapidly-decaying modes will be affected by the delayed neutrons. 
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where the adjoint operators Ŝ  and [xp{l — ;S)F]̂  are defined by 

S^Ot ^ j j ^ <^.UT; SI, E^Sl', E')^\r, SI', £', t) dSl' dE', 

and 

[XP(1 - ^)F]Ot ^ ^^ xAE'\\ - ?)vc,{x, EW(r, SI', E', t) dSl' dE'. 

In equations (10.16) and (10.17), a], is the eigenvalue, i.e., 

^ = -am 
8t ' " 

and the boundary conditions of zero outgoing adjoint are assumed. 
The orthogonality relation between flux and adjoint eigenfunctions can be 

obtained by combining equations (10.9), (10.10), (10.16), and (10.17); by using 
inner products, the results may be expressed as 

(Of-, (10.9)) + 2 J <̂ «' "" (1 -̂̂ )̂ "̂̂  ~ ((10.16), O,) - 2 1 Q, x (10.17) dV 
3 J 

which leads to 

{a, - 4) [(ot, J *,) + 2 1 (< /̂''' ^"'> ^'^] = 0- (10-18) 
J 

In addition, equation (10.10) can be solved for Cji and equation (10.17) for Cj,., 
and when the solutions are substituted into (10.18) it is found that 

r/ 1 \ ^UA¥^i(ihMdSidE)dV-] 

It is possible to derive these orthogonality relations in a more elegant manner 
by writing equations (10.9) and (10.10) in matrix form.^^ They have been used 
to suggest generalizations of the inhour equation (9.26) to space-dependent 
problems.^® For this treatment, it is argued that, associated with each set of six 
delayed modes, there will be one prompt mode with a similar flux; furthermore, 
this set of seven modes is regarded as representing the general form of the 
inhour equation for the particular flux shape. 

10.1e A Pulsed-Source Problem 

A problem of practical importance, which can be approached in several different 
ways, is that of determining the reactivity of a subcritical reactor. For example, 
the multiplication of neutrons emitted by a steady source can be measured. It is 
also sometimes possible to obtain information concerning the reactivity from a 
determination of the power autocorrelation function at short times in a "Rossi-
alpha" experiment.^" One of the simplest methods, however, is to measure the 
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response of the reactor to a short pulse of neutrons and it is this technique which 
will be considered here. It has been selected because it will serve to illustrate 
some of the ideas of the preceding section. 

Suppose that an instantaneous pulse of neutrons is injected into a subcritical 
reactor at time t = 0 and the ensuing flux of neutrons is measured by means of a 
neutron detector. A typical output of such a detector is indicated in Fig. 10.6, 
in which the important features are emphasized. First there is a peak that dies 
out very rapidly; this peak is due to prompt neutrons only, i.e., it represents the 
contribution of the prompt modes to the detector reading. Subsequently, the 
neutron signal decays more slowly and this represents the effect of delayed-
neutron emission. 

As shown in Fig. 10.6, there may be a time interval during which the semi-
ogarithmic plot is linear; during this time the prompt neutron flux decreases 
exponentially. The fundamental prompt-neutron mode is then decaying with the 
time constant ajf'. At earlier times, the detector signal is affected by the prompt-
neutron harmonics, i.e., by prompt modes with more negative values of «<"'. 
Only after these prompt harmonics die out does the neutron population decay 
with the time constant a{)"'. Some delayed-neutron harmonics also contribute to 
the signal, as indicated in Fig. 10.6. These are usually less important than the 

\ 

I -A EFFECT OF PROMPT HARMONICS 

FIG. 10.6 DETECTOR RESPONSE VS TIME AFTER INJECTION OF INSTANTANEOUS 
NEUTRON PULSE INTO SUBCRITICAL SYSTEM. 
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prompt harmonics because the sources of delayed neutrons, i.e., the delayed-
neutron precursors, are distributed throughout the reactor in something like a 
fundamental mode whereas the neutron-pulse source is localized. 

There are several ways in which the detector output could be used to derive 
the reactivity of the system. The basic ideas follow from the reactor kinetics 
equations (9.8) and (9.9), which may be written as 

^ = ^ /' + 2 ^''' + Q ^+(') (10-20) 

and 

§ = | P - A A , (10.21) 

together with the assumption that the detector output is proportional to P(t). 
The source has been represented as a Dirac delta function in time centered at an 
arbitrarily small positive time, i.e., 8 .̂(f), multiplied by Q, the total number of 
source neutrons. The solution of equations (10.20) and (10.21) is now sought, 
subject to the initial conditions that P(0) = 0 and c,{0) = 0. Although these 
equations could be solved directly for a point-reactor model, e.g., by Laplace 
transform methods, it is fruitful to consider some features of the solution that 
indicate possible experimental approaches when space-dependent effects are 
important. 

During the prompt-neutron pulse, i.e., neglecting decay of the delayed-neutron 
precursors, the neutron population (and detector signal) will decay as 

P = Qe"' with a = ^-^, (10.22) 

where a is prompt-neutron decay constant and is equivalent to a'J". It would thus 
appear that, from a measurement of the prompt-neutron decay constant, a, it 
should be possible to obtain p if jS and A were known for the given system. If 
these two quantities are not known, but the prompt decay constant, â ., could be 
measured at delayed critical, i.e., when p = 0, then 

Hence, the reactivity in dollar units in the pulsed (subcritical) experiment would 

be given by 

£ ^ 0=0 - «_ (10,23) 

Although this procedure has been used for determining reactivities,^^ it suffers 
from the drawback that the parameters |S and A, particularly A, in the subcritical 
and critical systems are somewhat different. 
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To overcome this difficulty, another approach can be used. The area under 
the prompt peak will be proportional to J" Ppit) dt, with Pp computed from 
equation (10.20) without delayed-neutron precursors; thus. 

/ . 
Pp{t) dt = —^—5 (without delayed-neutron precursors). (10.24) 

0 p ~ P 

Upon integrating equations (10.20) and (10.21), however, with delayed neutrons 
included, the result is 

I " P{t)dt = - — (with delayed neutrons). (10.25) 
Jo p 

The region marked "delayed-neutron area" in Fig. 10.6 is proportional to the 
area with delayed neutrons, as given by equation (10.25) minus the prompt-
neutron area, given by equation (10.24). By combining these equations, it 
follows that 

— p _ Prompt-neutron area 
^ Delayed-neutron area 

By using this relation, the reactivity in dollars can be derived from measurements 
on the subcritical system only, after injection of a neutron pulse.^^ 

The relations developed above have been based on the simplest point-reactor 
model. In fact, however, the source will be concentrated at some position within 
the reactor and the neutron population in the reactor will probably be deter­
mined by a localized neutron detector. Hence, spatial effects will be present. 
The source will then excite prompt-neutron harmonics, and so the prompt-
neutron area, and to a smaller extent the delayed-neutron area, will depend on 
the positions of the source and detector. Consequently, when using an expression 
such as equation (10.26), so also will the measured reactivity. 

To avoid the effect of these prompt-neutron harmonics, it has been suggested ̂ ^ 
that attention be paid only to the fundamental prompt-neutron mode in Fig. 
10.6. The prompt fundamental mode is extrapolated to zero time, according to 
its decay constant, a, and this is used to obtain an extrapolated prompt-neutron 
area for use in equation (10.26); thus, 

— p _ Extrapolated prompt-neutron area 
|S Delayed-neutron area 

In still another method,^* the prompt-neutron harmonics are deemphasized 
by evaluating a constant a from the relation 

Too r CO 

e^'P,{t)dt = ^ ( 0 
Jo Jo 

dt. 
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It is then combined with the prompt decay constant, a, to give the reactivity in 
dollars as 

In the point-reactor kinetics, a can be evaluated by multiplying equation (10.20), 
without delayed-neutron precursors, by e"' and integrating the result over all 
times. The term e'^\dPjdt) is integrated by parts and it is readily seen that 
a = |5/A; thus if a is obtained from equation (10.22), the combination leads 
directly to equation (10.28). The use of the latter for determining reactivities in 
subcritical systems is generally known as the Garelis-Russell method. 

It is thus seen that various procedures have been used to obtain reactivities of 
subcritical systems from pulsed-source measurements, using either equation 
(10.23), (10.26), (10.27), or (10.28) to interpret the experiment. Because of 
spatial effects, the reactivities, except that from equation (10.23), are functions 
of detector position. In the following discussion it will be shown how these 
spatial effects can be taken into account. 

Suppose that the neutron source is represented by 

Q{r,Sl,E,t)= Q{r,Sl,E)h^{t) 

and that the neutron detector is characterized by a cross section a^ij, E), such 
that the expected detector output signal, D{K, t) can be taken to be 

D(R, t)= {{{ aa{r - R, £)0(r, Sl,E,t)dVdSl dE, (10.29) 

where R is a position vector locating the center of the detector. If the time 
dependence of the detector signal were required, it would be necessary to com­
pute the neutron flux as a function of time. In fact, however, it is necessary 
to know only the prompt-neutron area or the total area under the detector 
output in Fig. 10.6, and these areas can be readily computed in the following 
manner. 

Consider the signal due to prompt neutrons alone. This is caused by the 
prompt flux which is evaluated by ignoring decay of the delayed-neutron pre­
cursors. The prompt flux, Op(r, SI, E, t), then satisfies the transport equation, 
expressed in the notation of equation (10.2), 

^ ^ + Sl-VQ>, + a% = SOp + XP(1 - PW% + Q{T, Si, E) 8^(0, (10.30) 

subject to the usual free-surface boundary conditions and the initial condition 
Op(r, Si, E, 0) = 0. Upon integrating equation (10.30) from t = 0 io t = co 
and defining 

Op(r, Si,E)= r Op(r, Si,E,t) dt. 
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the result is 

n-VOp + aOp = SOp + xp(l - i8)F6p + e(r. Si, E), (10.31) 

where use has been made of the initial condition and the fact that 

lim Op = 0, 
t-.<X) 

since the reactor is subcritical. 
It is seen, therefore, that the time integrated prompt-neutron flux. Op, satisfies 

the ordinary time-independent transport equation. Hence, Op can be determined 
by any of the standard multigroup methods described in Chapters 4 and 5. 
The prompt-neutron area in Fig. 10.6, as derived from the detector output, can 
now be found by integrating equation (10.29) over time; thus 

Prompt-neutron area = j " Z)(R, t) dt = j j j Oi{r - R, £)0p dV dSl dE. 

The prompt-neutron area is evidently a function of detector position, R, 
through the spatial dependence of CT^. 

An analogous result can be obtained for the total area under the detector 
signal. All that is necessary is to integrate equations (10.2) and (10.3) over all 
time; it is then found that the total time-integrated flux, 0(r, Si, E), satisfies 
equation (10.31) with Xp(l — P) replaced by x- Hence, O can also be computed 
by standard time-independent methods. The total area can thus be found and 
the delayed-neutron area is then obtained by subtracting the prompt-neutron 
area, i.e., 

Delayed-neutron area = CT<J(6 - Q>p)dVdSidE. 

The spatial dependence of the reactivity can then be determined by the area-
method equation (10.26). 

It is also possible to derive the fundamental prompt-mode decay constant, 
a (or a'o"'), by using the methods of Chapters 4 or 5. Indeed, this is simply the 
fundamental eigenvalue without delayed neutrons, a^, which has been discussed 
in the earlier chapters of this book. Furthermore, the Garelis-Russell constant, 
a, can be found in the following manner. If equation (10.30) is multiplied by 
e"', the first term can be written as 

e"' SO I S , „, _ a „ , ^ 
V dt vdt^ ' V 

Upon integrating over all times, it is found that the quantity 

e '̂Op dt. i: 
which is what must be used in the Garelis-Russell method, satisfies the same 
equation as Op, i.e., equation (10.31), except that a must be replaced by cr — {ajv). 
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Hence a may be interpreted as the negative concentration of a l/u-absorber. By 
using standard time-independent calculational techniques, it is then possible 
to vary a, by trial and error, until the condition 

Too Too 

e-'D,(R,t)dt= D{R,t)dt, 
Jo Jo 

where D^ is the detector signal due to prompt neutrons, is satisfied. 
In order to obtain the extrapolated prompt-neutron area, for use in equation 

(10.27), it is necessary to derive the amplitude of the fundamental mode. For 
this purpose, the prompt-neutron flux is expanded in terms of the prompt a 
modes, along the hnes used in §6.1 m. As already stated, this expansion may not be 
justifiable for transport theory, but it is known to be satisfactory for simple 
approximations to this theory. 

There is, however, one difference between the procedure to be used here and 
the one in §6.1m. In the latter, the solution to an initial value problem was 
expressed in normal modes, whereas here the solution to a source problem is 
sought. The source Q{T, Si, E) 8+(t) is, however, equivalent to an initial con­
dition on Op, namely, 

Op(r, Si, E, 0) = VQ{T, SI, E). (10.32) 

This can be seen by integrating equation (10.30) over the time interval from 
? = 0 to / = e, where e is very small but large enough to include the delta 
function. All the integrals are small except for those of the first and last terms, 
and these give 

\ [Op(r, Si, E, e) - Op(r, Si, E, 0)] = Q{r, Si, E). 

In this equation, Op(/ = 0) is zero according to the initial condition and con­
sequently Op(? = e) = vQ. But since e is very small, it may be set equal to zero 
and hence the result in equation (10.32) follows. 

By using the initial condition derived above, together with equation (6.45), 
it is found that the flux in the fundamental prompt mode is given by 

Flux in prompt mode = , , / , ' ' ' ° ' ^ ) . . Oo(r, Si, E) exp (4">/), (10.33) 

where OQ and OJ are the fundamental prompt-a mode eigenfunction and its 
adjoint, respectively. The extrapolated prompt-neutron area in the detector 
signal diagram (Fig. 10.6) is then obtained upon multiplying this expression by 
CT^ and integrating over all variables including time from zero to infinity. The 
result is 

Extrapolated prompt-neutron area = -j—r-:,,, . ,'i'^ ^ ^ (a^, OQ). (10.34) 
!«(? I ((l/f)06, Oo) 
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In order to calculate this quantity, the fundamental prompt-o: mode and its 
adjoint must be computed, but here again standard time-independent methods 
can be used. 

In principle, it should now be possible to predict, from time-independent 
calculations, the reactivity of a subcritical reactor as a function of position, 
according to the various methods described earlier. The results obtained in this 
manner may be compared with those derived from the plot of the observed 
detector output against time, as in Fig. 10.6, with the detector at a number of 
different locations. 

Before making this comparison, it is pertinent to inquire if there is a unique 
reactivity which these experiments could be designed to yield. In this connection 
it may be recalled, first, that equation (9.10), which has been used as the definition 
of reactivity in the reactor kinetic equations, does not define the reactivity 
uniquely. The reason is that there are no unique cross-section changes which 
bring the system to critical and a variety of choices can be used for ACT and OJ, 
in equation (9.10). In practice, however, the resulting reactivities might differ 
very little. Several other definitions of reactivity, which are appropriate to the 
situation under consideration here, have been proposed.^^ 

One of the most attractive of these definitions is based on the following 
considerations. It was seen in §9.2b that p is analogous to a quantity (k — l)lk 
which was derived in the treatment of perturbation theory. Hence, a static 
reactivity in dollar units can be defined by the relation 

This definition has the virtue that the eigenvalue k is a. unique integral quantity 
for the system. Moreover, it can be calculated by multigroup (or other) methods. 
Further arguments have been offered in favor of the static reactivity,^^ which is 
seen to be closely related to the various experimental quantities discussed earlier 
in this section. In the treatment which follows, the static reactivity will be 
compared with experimental values based on the methods already described. 

Pulsed-neutron experiments have been performed on a critical assembly 
moderated and reflected by ordinary water to determine the reactivity according 
to (a) the simple area method by equation (10.26), (b) the extrapolated area 
method by equation (10.27), and (c) the Garelis-Russell method. A source of 
14-MeV neutrons was introduced on the midplane of the assembly at the core-
reflector interface, and boron trifluoride neutron detectors were located at three 
positions on the midplane. Calculations were also made along the lines described 
above to predict the space dependence of the various reactivity determinations. 
The calculations were performed on a one-dimensional model of the assembly 
using multigroup diffusion theory, and were normalized so as to give the 
observed prompt decay constant, a'o"'. Some of the results are compared in Fig. 
10.7^* ;̂ the points are based on detector readings at the indicated three locations 
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FIG. 10.7 EXPERIMENTAL AND CALCULATED REACTIVITY VS DETECTOR POSITION 
(AFTER C. F. MASTERS AND K. B. CADY, REF. 26) . 

whereas the curves are calculated using a prompt decay constant, ajf', of 1706 
sec~^. 

It will be observed that there is a qualitative agreement between the reactivities 
derived from the detector readings and those calculated from transport theory. 
Much of the difference between the calculated and observed values is probably 
due to use of a simple one-dimensional model of the subcritical assembly. 
Surprisingly, it appears that the simple area method gives results most nearly 
independent of position; this is probably a fortuitous circumstance arising from 
the cancellation of harmonic effects in the particular assembly used in the 
experiments. 

10.1f Other Space and Time Dependent Problems 

Several other space and time dependent problems have been analyzed. Among 
these, mention may be made of the pulsed-source ̂ '̂  and neutron-wave ̂ ° experi­
ments discussed in Chapter 7 as methods for studying the thermalizing proper­
ties of various media. In such experiments there is no fissile material present; 
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hence, there is no fission and no delayed neutrons. The mode-expansion method 
is used to interpret the measurements, and the characteristics of the fundamental 
mode are determined. 

In the pulsed-neutron experiment, the decay constant, ao, of the fundamental 
period mode is of greatest interest. As noted in §7.6f, by studying the variation 
of OSQ with the size (or buckling) of the system, such parameters as the thermal 
diffusion length and the diffusion cooling constant of the medium can be derived. 
In the neutron-wave experiment, the fundamental mode is sought as a function 
of space for a source varying periodically in time. From the variations of mode 
properties with source frequency, the thermal diffusion length and other param­
eters can be determined.^^ In each of these experiments, the effects of higher 
modes, in particular the spatial harmonics, should be considered, either to 
establish that they are negligible or to correct for them. 

10.1g Xenon-Induced Power Oscillations 
It is well known that the fission product xenon-135 (half-life 9.2 hours) has a 
very large absorption cross section for thermal neutrons, about 3 x 10̂  barns 
at 300°K. A small fraction of this nuclear species is formed directly in fission, 
but the major portion results from the decay of iodine-135 with a half-life of 
6.7 hours. Iodine-135 is itself a decay productof tellurium-135, which has a half-
life of less than 2 minutes. Consequently, for all practical purposes it may be 
assumed that the production of xenon-135 is determined solely by the decay of 
iodine-135, and that the rate of formation of the latter is proportional to the 
fission rate. 

In addition to the famihar poisoning effect due to xenon-135 which occurs in 
thermal reactors operating at a sufficiently high neutron flux,'^" there is a 
possibility that it can cause localized oscillations in the power in a large reactor. 
The flux (or power) may then vary in space and time. For studying the dynamics 
of such xenon-induced oscillations, the modal expansion method provides a 
convenient approach. 

These oscillations generally arise as a consequence of a localized perturbation 
leading to an increase in the neutron flux. As a result, the rate of xenon-135 
consumption (or burnup) by neutron absorption increases, but since its replace­
ment depends on the decay of iodine-135, there may be a temporary decrease in 
the local amount of xenon-135. This will permit the neutron flux to increase still 
further, unless it is compensated by the negative power (or flux) coefficient of 
reactivity. 

Even when there is compensation, so that the power does not diverge con­
tinuously, the increased power level will cause an increase in the concentration 
of iodine-135. Within a short time, decay of the latter will result in an increased 
local amount of xenon-135, thereby decreasing the power. Thus, oscillations in 
the reactor power can arise with a period of the order of the iodine-135 lifetime. 
Whether the oscillations will be damped (stable), undamped, or growing (un­
stable) will depend on the flux level in the reactor and on other conditions, as 
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will be seen shortly. Under particularly unfavorable conditions, the power could 
diverge without oscillation.̂ -"^ 

Local oscillations in power, caused by xenon-135, have been observed in 
several large thermal reactors.^^ The reactor must of course be thermal, because 
in the neutron energy spectrum of a fast or intermediate reactor the absorption 
cross section of xenon-135 is quite small Furthermore, it is necessary for the 
reactor to be large, with dimensions large compared to a neutron migration 
length, because only in such systems can the spatial harmonics of the flux be 
excited to an appreciable extent. 

In order to simplify the following treatment of xenon-induced oscillations by 
the modal expansion method, without affecting the basic physics of the problem, 
a number of approximations will be made In the first place, it will be assumed, 
as noted at the beginning of this section, that all the xenon-135 is produced by 
the decay of iodine-135, the rate of formation of which is determined by the 
fission rate. Next, since the oscillations are significant only for large, thermal 
reactors, one-velocity diffusion theory should be adequate for treating neutron 
transport Furthermore, since the expected oscillation periods are long, e.g., 
several hours, it is a good approximation to treat the delayed neutrons as if they 
appeared promptly.^^ A homogeneous reactor core with plane geometry will be 
assumed. 

In considering the feedback eff'ects of power and xenon-135, the former may 
be assumed to be instantaneous. For the present purpose, it is convenient to 
express this in terms of the neutron flux; the reactivity feedback is then repie-
sented by/^, where fis the power coefficient of reactivity in appropriate units. 
The xenon-135 feedback is proportional to the concentration of this nuclide, but 
the effect is delayed by its dependence on the decay of iodine-135. In an operat­
ing reactor, the control system (automatic or manual) will modify the feedback 
and this could be included mfij) if required. The purpose of the present discus­
sion, however, is to understand what would happen in the absence of such adjust­
ment of control rods. 

The reactor kinetics equation for one-group diffusion theory in plane 
geometry, based on the considerations indicated above, is 

1 a ^ ^ ^ 8 ¥ ^ (^ _ 1 ^^^)„^^ _ ,^^^^ (1036) 

where k is the infinite medium multiplication factor, so that {k — 1)1 k is the 
infinite medium reactivity, 5^ is the microscopic absorption cross section of 
xenon-135, and A'is its concentration in nuclei per cm^, a^ is the macroscopic 
absorption cross section of the system without the xenon-135. The value of X 
at any time is related to the concentration / of iodine-135 by 

^ % ^ = y,a,<t> - A,/ (10.37) 
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and 
8X{x, t) 

dt 
= XJ - X^X - a^X<f>, (10.38) 

where A, and Ax are the decay constants of iodine-135 and xenon-135, respec­
tively, yi is the fractional yield of the former nuclide per fission, and oj is the 
macroscopic fission cross section. 

The stability of the system to small perturbations about some stationary 
solution will now be examined. In order to obtain simple modes in the expansion 
of <l>, I, and X, a slab reactor, of thickness a, will be assumed. It is supposed to 
be well reflected, so that the steady-state flux is spatially uniform; hence, the 
boundary conditions on the flux are d(j)jdx = 0 at x = 0 and x = a. 

Let 00. h, ^a be the values of the respective quantities in the steady-state 
system; then, since d^<f>oldx^ is zero in the postulated reactor, equations (10.36), 
(10.37), and (10.38) become 

{k - 1 +3o)<Ja<l>o - KXM = 0 (10.39) 

and 

/o = ^ (10.40) 

^ 0 "~ 3—_i_ ^ J - \ j _ A- J. ' ( 1 U . 4 1 ) 

where k is the multiplication factor the reactor would have in the absence of 
xenon-135 and power feedback. If equation (10.41) is substituted into (10.39) 
and solved for (̂ Q. the result is 

k - 1 
00 = 

'^xYi'^r _ /• 

<̂ a(Ax + ^x0o) 

which will yield a solution provided that k > 1 and the power feedback 
coefficient of reactivity, / , is negative. 

Suppose now that the system is perturbed locally; let 0, /, and X represent 
the small departures of the actual magnitudes from their steady-state values. 
The linearized equations, omitting terms of the second order in small quantities, 
corresponding to equations (10.36), (10.37), and (10.38) are 

^ f = i ) ^ + ( A : - l + 2/0o)<T,0 - aAXo4> + X4>o) (10.42) 

IJ = y,a,0 - XJ (10.43) 

and 

"-^ = XJ- X^X - dx(^o0 + ^0o). (10.44) 
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The quantities 4>, I, and X are now expanded in a series of spatial modes. 
Because of the simple geometry of the slab reactor, these modes can be taken 
to be the complete set {cos {mrxjd)), with n = 0 , 1 , . . . , co. Moreover, because ^o 
has been assumed to be space independent, the modes are uncoupled; thus, if 
the expansions are inserted into equations (10.42), (10.43), and (10.44), and then 
multiplied by cos {mirxja) and integrated over x(0 < x < a), only the coefficients 
of cos (mirxja) remain.* If the expansions are made in the modes indicated above 
and the Laplace transforms are taken, using the notation 

mrx 
^[<i>{x, t)] = 2 A,{s) cos ^ 

71=0 

CO 

^{I{X, t)] = 2 his) COS ^ 

and 

^[X{x, t)] = 2 ^n{s) cos ^^> 
n = 0 

it is found, from equations (10.42), (10.43), and (10.44), that 

- £ ) ( ^ ) ' ^„ + (A: - 1 + 2f<i>o)oaA, - Q^XoAn + XM sA„ 
V 

sin = Yi^fAn - Kh 

sXn = XJn — AxA'n — aJ^XoAn + ^n^o). 

These three equations for the nth mode may be combined to yield a single 
equation for A^, the Laplace transform of the coefficient of the nth flux mode. 
In the usual way, those values of 5 which are the poles of ^„ wiU be the reciprocal 
periods of the nth mode that determine the stability of the mode. Upon solving 
the equations for y4„(s) and ehminating k by means of equation (10.39) and XQ 
by equation (10.41), it is found that the poles of An{s) are the roots of the 
equation 

S T^h'"Y , r J. ^xYiK'^f'ko ^-^(?r-/"A 
+ 

{s + X,){s + Ax + CTx</.o) 

xYi'^r't'o 
(Ax + ^K<t>o)is + Ax + CTx0o) 

This is a cubic equation in s, the roots of which determine the three reciprocal 
periods of the nth mode. 

The condition for neutral stability is that roots exist for pure imaginary 

* For a bare reactor, (J>Q is not space independent and the modes are coupled.' 
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s = icj. For a reactor in which all the variable parameters except/and 0o. i-c, 
D, a, and v, are fixed, there will be one curve in the f-<f>o plane for which the 
system has neutral stability for each mode. Such a curve for the fundamental 
(n = 0) mode is shown in Fig. 10.8 for a slab reactor^^; all points to the right 
represent stable systems whereas those to the left are unstable. Thus, the 
ordinates of the curve give the value of the steady-state flux at which the reactor 
will have neutral stability against xenon-induced oscillations for the given 
(negative) power feedback coefficient of reactivity (abscissa). Actually, for points 
on the curve undamped xenon-induced oscillations in neutron flux (and power) 
will occur in the absence of other factors, e.g., control rod adjustment. 

The numerical data in Fig. 10.8 refer to a particular thermal (slab) reactor, 
but the qualitative conclusions are of general applicability. It is seen that when 
the steady-state neutron flux in a thermal reactor is sufficiently low, e.g., less 

0 -2 -4 -6 -8 -10 -12 

POWER REACTIVITY COEFFICIENT, / x 10'6 

FIG. 10.8 CALCULATED DEPENDENCE OF NEUTRON FLUX VS POWER REACTIVITY 
COEFFICIENT FOR NEUTRAL STABILITY DUE TO XENON-135 (AFTER J. CANOSA 
AND H. BROOKS, REF. 35). 
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than 10̂  neutrons/cm^-sec, the system is stable against xenon-135, regardless of 
the (negative) value of the power feedback coefficient. At such low values of the 
flux, the rate of burnup of xenon-135 by neutron absorption is relatively small 
and the situation in the reactor is not affected significantly by the delayed 
formation of this nuclide by the decay of iodine-135. It is instructive to consider 
how the situation changes as the flux level is increased with a fixed feedback 
coefficient. 

At somewhat higher flux levels than those just considered, the fundamental 
mode becomes unstable and the critical value of the flux for instability is 
relatively insensitive to the power feedback, / , over a considerable range. In 
this region, the destabilizing mechanism is the delayed growth of the xenon-135. 
At still higher fluxes, i.e., above about 3 x 10^ neutrons/cm^-sec in Fig. 10.8, 
the power feedback begins to stabilize the system, and in the absence of xenon-
135 burnup, the system would be stable at high flux levels. At fluxes greater than 
about 2 X 10̂ ^ neutrons/cm^-sec for the given system, however, burnup of 
xenon-135 becomes an important destabilizing influence; it is not overcome by 
the power feedback until the flux is around 10̂ ^ neutrons/cm^-sec. At flux levels 
above 10^^ neutrons/cm^-sec, which do not exist in ordinary thermal reactors, 
the system would again be stable. 

In addition, the possibility of exciting the first harmonic, i.e., n = 1, mode 
should be considered. This mode is readily stabilized by the power coefficient 
until the flux is fairly high, namely, almost 10̂ ^ neutrons/cm^-sec in the case 
under consideration. Instability can then arise, just as it does for the fundamental 
mode at lower flux levels, from burnup of xenon-135. The harmonic is always 
harder to excite than the fundamental; that is to say, for a given value of the 
power feedback coefficient, a higher neutron flux is required for the harmonic 
than for the fundamental mode. Thus, the curve of neutral stability for the first 
harmonic lies to the left of the one for the fundamental; the broken curve in 
Fig. 10.8, for example, refers to a particular case in which a^a^jD = 1500. 
It should be noted that since n appears with Ija in the term mrja in the equations 
given above, the spatial oscillations for a given n are easier to excite when a is 
large, i.e., for a large reactor. For a specified reactor, higher harmonics, with 
n ^ 2, are even harder to excite than the first harmonic. 

It might appear at first sight that whenever a reactor is stable in the funda­
mental mode there would be no need to be concerned about exciting the 
harmonics, but this is not necessarily the case. The first harmonic can be excited 
in a large, high-flux reactor by a combination of circumstances involving the 
locations of control rods and neutron (or power) detectors. Suppose that the 
control rods are at the bottom of the core whereas the detectors are at the top. 
Insertion of the rods to compensate for an increase in the already high neutron 
flux will then not prevent the flux from increasing still further where the detectors 
are located. In this way the conditions for excitation of the first harmonic mode 
might be realized. 
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The neutron flux (or power) oscillation period, corresponding to w of the 
fundamental mode for neutral stability, is given in Fig. 10.9 as a function of the 
steady-state flux for a particular reactor.''^ At low fluxes, where delayed growth 
of xenon-135 is the dominant factor, the periods are long, but they decrease with 
increasing flux because of the growing importance of the (prompt) power feed­
back. At a flux level in the vicinity of 2 x lO-"̂ ^ neutrons/cm^-sec where, as seen 
above, the effect of xenon-135 burnup becomes important, the periods start to 
increase again. Then when the flux is greater than some 10" neutrons/cm^-sec, 
the power feedback once more becomes dominant and the oscillation periods 
steadily decrease in length. 

Although the model on which the foregoing conclusions are based represents 
a marked simphfication, it embodies the physical effects which are important 
in determining the conditions under which oscillations due to xenon-135 can 
occur. Hence, it has proved useful in the analysis and control of the oscillations. 

10 20 30 40 50 
OSCILLATION PERIOD, HOURS 

FIG. 10.9 XENON OSCILLATION PERIOD FOR VARIOUS VALUES OF THE STEADY-
STATE FLUX (AFTER J. CANOSA AND H. BROOKS, REF. 35). 
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If the (negative) power coefiicient of reactivity is large enough, troublesome 
oscillations (or instabilities) will not occur for any reasonable values of the 
operating flux. For safety reasons, however, additional negative feedback is 
always provided by the control-rod system. 

The theory used to derive the results described above is based on the linearized 
equations (10.42), (10.43), and (10.44); hence, it cannot predict the behavior for 
oscillations of large amplitude. Such oscillations would, of course, be very 
undesirable in a reactor and the main purpose of the treatment is to indicate 
how they may be avoided. 

Because the xenon-induced oscillation periods are quite long, they can be 
readily controlled. Power (or neutron flux) detectors are distributed throughout 
the reactor in order that local changes may be observed; they can then be quickly 
compensated for by the motion of appropriate control rods. Thus significant 
oscillations can be avoided even apart from the effect of the power feedback. 

10.2 BURNUP PROBLEMS 

10.2a Introduction 

Another aspect of reactor dynamics is concerned with the long-term changes in 
the isotopic composition of the fuel, caused by exposure to the neutron flux 
under various conditions of reactor operation. These changes, in both time and 
space, have an important bearing on the operating life of a reactor core and 
hence, on the reactor economics. In addition, they affect the stability and control 
of a reactor. Consequently, such changes must be taken into consideration in the 
design of a reactor system. The term "burnup problems" has been commonly 
used to describe the theoretical treatment of the changes in the fuel and their 
effects on the reactor characteristics. Two burnup problems of special interest 
wiU be treated in this section, namely, fuel depletion and burnable poisons. 

During operation of a reactor, the fissile nuclides are consumed by fission and 
about two hundred fission products are formed, some directly and others by 
radioactive decay. A number of these fission products have high or moderately 
high cross sections for neutron capture; they consequently have a significant 
influence on the neutron economy (and reactivity) of the system. Furthermore, 
the conversion of fertile to fissile nuclides has, of course, an important effect on 
reactor lifetime and control. 

In addition, radiative capture of neutrons by both fissile and fertile species 
leads to the formation of such nuclides as uranium-236, plutonium-240, uranium-
239, and so on. These can also capture neutrons or suffer beta decay (or both), 
so that many new heavy isotopes (or heavy nuclides), i.e., isotopes of thorium, 
protactinium, uranium, neptunium, plutonium, etc., are present in the fuel after 
a period of reactor operation.^'' 
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A complete treatment of fuel burnup would require a knowledge of the cross 
sections of all the fission products (as well as their yields and radioactive decay 
constants) and of the heavy isotopes. In principle, the neutron transport equation 
could then be solved for the conditions existing at various times. In practice, 
however, this is not possible, partly because of the lack of data and partly 
because of the excessive time that would be required to make the calculations, 
even with a fast computer. Consequently, a number of gross simplifications are 
made; although the results are not highly accurate, they nevertheless provide 
useful general predictions of reactor behavior, as will be seen. 

In order to reduce the number of nuclides that need to be included specifically 
in a burnup calculation, two general principles are helpful. First, the only fission 
products treated explicitly are those with particularly large capture cross sections. 
In practice, this means that, for thermal reactors, the great majority of fission 
products are lumped into one or a few classes, to each of which is ascribed an 
average cross section. Xenon-135 and samarium-149 are always considered 
individually in thermal reactors; a dozen or so others, with fairly large cross 
sections, may also be included in this manner in an accurate burnup study.'̂ ^ 
In a fast-reactor neutron spectrum there are no exceptionally large cross sections, 
and so all the fission products can be treated as one or a few classes with average 
cross sections. 

The second principle, which is useful in reducing the number of heavy nuclides 
that must be included, is that any nuclide with a very short half-life can be 
omitted from the burnup calculations; formally, in the equations given below, 
such nuclides may be given a zero half-life. For example, uranium-239, with a 
half-life of 23.5 minutes does not need to be considered. Consequently, the only 
heavy nuclides usuaUy treated in burnup problems are the following: uranium-
235, -236, and -238, and plutonium-239, -240, -241, and -242 in reactors using 
natural uranium or uranium slightly enriched in uranium-235 as the fuel; and 
uranium-233, -234, -235, -236, protactinium-233, and thorium-232 in reactors 
containing thorium-232 as fertile material. 

In some reactors, the introduction of a neutron poison, such as boron-10, 
which is consumed during the operation, can increase the core life. Since the 
cross sections of such a burnable poison are usually well known, this substance 
can be treated explicitly. 

The nuclides mentioned above are those which are important in determining 
the neutron economy of the reactor. In addition, there may be other nuclides 
that are of interest for other reasons. For example, in a natural uranium reactor, 
it may be desired to follow the buildup of neptunium-237 and plutonium-238, 
since the latter is a useful isotopic power source. Another possibility is that the 
amount of a particular fission product may be required as a radiochemical 
indicator of the number of fissions that have occurred in a spent fuel element. 
Hence, the nuclides included specifically in a burnup calculation may frequently 
exceed those dictated by neutronic considerations alone. 
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10.2b The Burnup Equations 

The fissile and fertile nuclides, fission products, heavy isotopes, and burnable 
poisons can be treated from a uniform point of view in a burnup calculation. 
Thus, let A ,̂(r, 0 be the number of nuclei per unit volume (or concentration) of 
some nuclide, indicated by i. Then the rate at which Â , changes with time may 
be written as 

—p = Formation Rate — Destruction Rate — Decay Rate. (10.45) 

For simplicity, the nuclides may be considered to be formed and lost only as a 
result of fission, neutron capture, and radioactive (negative beta) decay. The 
various rates in equation (10.45) can then be expressed in the following manner. 

Let A'̂ j _ 1 denote the concentration of nuclides which can be converted into 
type i by neutron capture; that is to say, if i denotes a nuclide with mass and 
atomic numbers {A,Z), then / — 1 implies the nuclide (A — \,Z). Similarly, 
let iV,. be the concentration of nuclei which yield those of type / by negative 
beta decay, i.e., with the composition {A, Z — 1); the decay constant for these 
nuclides is represented by A,.. Finally, let Â , be the concentration of fissile and 
fissionable nuclides, and let y,i{E) be the probability that a type-i nuclide will be 
formed as a fission product by absorption of a neutron of energy £ by a nuclide 
of typey. If the nuclide of type / is not a fission product then y„ is zero. 

With the foregoing definitions, and others which are self-evident, equation 
(10.45) may be expressed as 

dN "V 
-^ = 2,Yn''f.,N,<l> + a,,,_i7V,_i9!, -I- Aj-Â ,-

- df^,N,<l> - dy_,N,cf, - X,N„ (10.46) 

where the quantities with bars over them are averages which are defined below. 
The first term on the right of equation (10.46) gives the rate of formation of 

nuclides of type i resulting from fission of nuclides of type J, i.e., 

Y^,N,<I> = J J YniE)^f.,iE)N,(r, t)<f>{T, E, t) dE, (10.47) 

where Of^,{E) is the microscopic fission cross section of type j nuclei for neutrons 
of energy E. If ^(r, t) is defined by 

<t,{i,t) = r (t>(T, E, t) dE, 

then from equation (10.47) 

J : Y,iiE)&fAE)<l.{T, E, t) dE 
Ynou, = '^ -j^) (10.48) 
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This quantity can be computed as a function of r and t, provided the neutron 
flux and the required fission cross sections and fission yield data are available. 
It will be independent of time if the neutron energy spectrum does not change 
with time. 

The second term in equation (10.46) represents the rate of formation of nuclei 
of type i by neutron capture in the nuclei of type / — 1; thus, 

5,,,_i<A = JJ &y,,.^{E)<f>{r, E, t) dE, (10.49) 

where 6yi_^{E) is the microscopic radiative capture cross section for nuclei of 
type i — 1 for neutrons of energy E. 

The third term in equation (10.46) is simply the rate of radioactive decay as a 
result of which nuclides of type / are formed. The fourth term is the rate of 
destruction of these nuclides by fission, so that 

^lA = J ^f,i(E)<t>iT, E, t) dE, 

where &f,,(E) is again a microscopic cross section. The fifth term is the rate of 
loss of type-/ nuclei as a result of neutron capture and is equivalent to equation 
(10.49) with / replacing i — I. Finally, the last term is the radioactive decay 
rate of the nuclei of type /. 

In general, at each point in the reactor space mesh there will be an equation 
(10.46) for every kind of nuclide which is to be followed in a fuel burnup 
calculation. The resulting differential equations are all coupled together through 
various formation and destruction processes. In practice, simplifications are 
made in setting up the equations, as indicated earlier, i.e., by using a small 
number of fission-product classes and restricting the heavy isotopes that are 
taken into consideration. 

10.2c Solution of the Burnup Equations 

The Â , values of all the nuclides included in the calculations will affect the 
neutron flux, through the neutron transport problem, in a complicated manner. 
Suppose, however, that the neutron flux is computed at time t, and suppose, 
furthermore, that the flux can be assumed to remain constant for a substantial 
time period. A/, after time t. The coefficients in the differential equations for all 
the nuclide concentrations could then be calculated and assumed to remain 
constant from t to t + At. The resulting system of burnup (or depletion) 
equations can be solved by standard numerical integration techniques, e.g., by 
the Runge-Kutta method,^^ and thus the values of Â , at ? -i- A; could be found. 
With the Ni known for all values of / at time t + At, the calculation could be 
advanced to time t + At hy recomputing the flux at this time, and so on. 
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Another procedure for solving the burnup equations can be developed by 
regarding TVj as the ith component of a vector N. Equation (10.46), for 
I = 1,2,..., I, could then be written as 

where M is a / x / square matrix with constant components over the time 
interval t to t + At. Formally, the solution is 

N{t + At) = e'"^'N(/) 

and in order to derive N(? -I- Ar) from N(0 it is necessary to evaluate the 
exponential of the matrix M At. One possibility is by way of a power series 
expansion; thus, 

e**'̂ ' = 1 + MA/ -h i ( M A t y +•••. 

Some preliminary studies have indicated that refinements of this approach are 
promising methods of solving the burnup equations.*" 

In some instances, e.g., for systems having only one significant fissile (or 
fissionable) nuclide, it may be fruitful to rewrite the depletion equations so that 
each type of nuclide can be formed in only one way. This is always possible, for 
example, by regarding nuclides of type i formed by neutron capture as com­
pletely distinct from the same nuclides resulting from beta decay. Under these 
conditions, an exact solution can be found at time t + Atin terms of the solution 
at time t, although, as in the other methods, a computer must be used.*^ 

No matter which of the foregoing procedures is employed to solve the burnup 
equations, the values of Â i are advanced in a series of time intervals At during 
each of which the neutron flux is assumed to remain constant. The procedure is 
repeated until it has been carried far enough in time. It is reasonable to suppose 
that accurate solutions can be obtained provided that the At are chosen to be 
sufficiently small for the required purpose; the accuracy can be assessed by 
noting the variations in the solutions that result from changing, e.g., doubling or 
halving, the intervals At. In long-range burnup calculations, the intervals may 
be of the order of weeks, or even months, provided it is not desired to follow 
transients involving nuclides of short life, in particular xenon-135 and iodine-135. 

For the solution of the burnup problem it is necessary, as seen above, to 
compute the flux (̂ (r, E, t) for the operating (critical) reactor at various times. 
In this calculation, the geometry and composition of the system, as specified by 
the values ofNi{r, t), are to be regarded as known. It might be thought, therefore, 
that the flux could be obtained from a standard k eigenvalue calculation, i.e., 
using the adiabatic approximation (§9.2c). A difficulty arises, however, because 
in the operating reactor criticality is maintained by adjusting the control rods. 
Consequently, in the flux calculation, criticality should, in principle, also be 
achieved by varying the position or amount of control poison.*^ 
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Such adjustment of control poison in the calculation suffers from certain 
drawbacks. In the first place, it is complicated to include control rods explicitly 
in the flux calculation, and, furthermore, a small error in the prediction of 
criticality can lead to a large error in the prediction of control rod position. 
Consequently, the control poison is often treated quite approximately in the flux 
calculations. For example, the rods may be represented by a uniform distribution 
of poison in the amount required to give a critical system. As the fuel is depleted, 
the quantity of control poison is reduced in such a way as to maintain criticality 
until there is no (or very little) poison remaining at the end of the core life. An 
alternative procedure is to limit the poison to those general regions of the core 
where the control rods are located. Then, as the fuel is depleted, the volumes of 
these regions are decreased, to correspond to withdrawal of the rods, so as to 
maintain criticality. 

In the flux calculation at any time, therefore, the amount of control poison is 
adjusted in an appropriate manner in order to keep the system in the critical 
state. Since the flux is spatially dependent, the calculations should be in three-
dimensional geometry. If the core can be approximated as a finite cylinder, as 
is often the case, then a two-dimensional treatment will suffice. For preliminary 
or general burnup studies, one-dimensional or even point models of the reactor 
core are often useful; however, for the analysis of an operating reactor a more 
detailed treatment of the geometry is required. 

Because of the difficulty of making such flux calculations and the necessity for 
repeating them for several (or many) times, it is necessary that the neutron 
transport calculations be as simple as possible. Hence, a few-group/"i or diffusion 
approximation is generally used for determining the gross flux and, in addition, 
various syntheses or variational methods (§6.4j) can be employed to reduce the 
dimensionality of the neutron transport equation. Another simplification is to 
minimize the number of mesh points in the calculation by dividing the reactor 
core into a relatively small number of zones in each of which the Â( values are 
assumed to have a uniform spatial distribution. 

The burnup calculations described above have referred to the gross behavior 
of the system without regard to fine structure. Frequently, however, it is required 
to follow changes with time of such parameters as the concentration of fissile 
nuclides, heavy-isotope production, specific power, etc., in individual fuel 
elements and even of their spatial variations within specific elements. If the fuel 
elements have a simple periodic arrangement in the core then cell calculations 
will suflftce to give the flux, and hence burnup characteristics, within a given fuel 
element and ceU. The nuclear constants for the gross flux calculation are adjusted 
so that the gross (or over-all) reaction rates for a homogenized system are the 
same as for the individual cells (§3.6a). If, however, the arrangement of the fuel 
elements is complex, then a Monte Carlo calculation must be used. 

The effect of heterogeneity on fuel burnup has been examined in some detail 
in connection with studies of the use of recycled, i.e., recovered, plutonium-239 
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as the fissile species, together with uranium-238 as the fertile material, in waters 
moderated reactors.*'^ It was shown, for example, by using Monte Carlo 
techniques, that a higher burnup, i.e., a longer core life, can be achieved if the 
fuel element consists of a thin central "tight pencil" of plutonium (as dioxide) 
surrounded by the uranium-238 (as dioxide) than if the plutonium is mixed 
uniformly with the uranium. 

Another problem in connection with the fine structure of the neutron flux is 
that in the vicinity of a control rod. The depression of the flux in such a region 
reduces the local fuel burnup and the extent of the depression changes during 
reactor operation as the rod insertion is adjusted. Accurate transport or Monte 
Carlo calculations may be used to determine the flux (and burnup) in the vicinity 
of a control rod. 

10.2d Results of Burnup Calculations 

The best test of burnup calculations is to compare the results for the concentra­
tions of various nuchdes with those actually found in spent fuel elements. Such 
comparisons have been made for the Yankee** and Shippingport*^ pressurized-
water reactors, and reasonably good agreement was found between computed 
and observed heavy nuclide concentration ratios. Similar comparisons have 
been made for a number of other reactors.** 

Some interesting data will be presented here from a simplified burnup 
calculation made with the FUELCYC code*''; this is based on a modified 
two-group diffusion theory and finite cylindrical (two-dimensional) geometry. 
Seven mesh points were used in both axial and radial directions. No allowance 
was made for the heterogeneous structure of the core, and plutonium resonances 
were treated in an approximate manner. Although the computations were 
performed for reactors of different types, the results presented here were obtained 
for a pressurized-water reactor, about 2 meters in length and diameter, using 
uranium fuel with an initial enrichment of 3.44 atomic percent of uranium-235 
and operating at a thermal power of 480 MW.*^ 

First, Fig. 10.10 shows the atomic percentages of various heavy nuchdes in 
the fuel as a function of exposure time in the reactor, expressed as the neutron 
fluence, also referred to as the integrated flux or flux-time, in neutrons/cm^. 
These are the kind of data that can be most readily checked by actual analysis of 
spent (or partially spent) fuel elements, as mentioned above. 

The initial spatial distribution of the power density, in one quadrant of the 
reactor, for a uniform fuel loading, is indicated in Fig. 10.11. Because of the 
approximately cosine distribution of the neutron flux in both radial and axial 
directions, the maximum power density is found at the center of the core. After 
an average burnup of 23,000 MW-days/tonne,* the calculated spatial power 

* A tonne (or metric ton) is 1000 kg or 2205 lb. 
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FIG. 10.10 CHANGE IN FUEL COMPOSITION VS NEUTRON FLUENCE (AFTER M. 
BENEDICT, ET AL., REF. 48). 

density distribution is as shown in Fig. 10.12; it is seen that the power density 
distribution is flatter, i.e., more uniform, than initially and that the maximum 
has moved well away from the center of the core. The reason for this change is 
the high burnup of the fuel at the center. This burnup also causes a depression 
in the central flux; the power density, which depends on the product of the 
neutron flux and the concentration of fissile species, consequently decreases both 
because of the burnup itself and the flux depression. 

The data in Figs. 10.11 and 10.12 apply to what is cafled "batch" loading; 
that is to say, the core is loaded with fuel uniformly at the beginning of operation 
and no deliberate changes are made during operation. In the calculations 
criticality is maintained by assuming a uniformly distributed poison which is 
consumed as the reactor operates. 

Another method of core loading (or fuel management) is "out-in" fuehng; 
fresh fuel elements are introduced from the periphery of the core and are moved 
radially inward with the spent elements being discharged at the axis. In practice, 
as in the UHTREX reactor,*^ the fuel elements would be moved periodically, 
but for purposes of calculation the motion is treated as taking place continuously 
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QUADRANT OF REACTOR FOR UNIFORM FUEL LOADING (AFTER M. BENEDICT, 
ET AL, REF. 48). 

at such a rate that the spatial distributions of nuclide concentrations and neutron 
flux, and hence of power density, remain constant in time, once a steady state 
has been achieved. The computed (time independent) spatial distribution of the 
power density in Fig. 10.13 is based on an average burnup of 23,000 MW-days/ 
tonne in the discharge fuel. The "out-in" loading is seen to give a fairly flat 
radial power distribution at all times, once the steady state has been attained. 

CORE 
CENTER-

2 3 4 5 6 
RADIAL MESH POINT 

FIG. 10.12 CALCULATED SPATIAL POWER DENSITY DISTRIBUTION AFTER AVERAGE 
BURNUP OF 23,000 MW-DAYS/TONNE (AFTER M. BENEDICT, ET AL., REF. 48). 
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FIG. 10.13 CALCULATED (STEADY-STATE) SPATIAL POWER DENSITY DISTRIBU­
TION FOR "OUT-IN" FUEL LOADING (AFTER M. BENEDICT, ET AL. REF. 48). 

A third fuel-loading strategy is the " bidirectional-axial" method, which is 
essentially that used in the CANDU (heavy water moderated) reactor.^" Fresh 
fuel elements are inserted and spent elements are discharged "continuously" in 
an axial direction, but the elements in adjacent channels move in opposite 
directions. The discharge rate in any particular channel varies with its distance 
from the axis in such a manner that all fuel elements have received the same 
burnup upon discharge. As in the preceding case, it is assumed that the power 
density distribution remains unchanged after a steady state has been attained. 
In bidirectional-axial fueling, the power density distribution is symmetrical 
about the (radial) midplane. 

FIG. 10.14 RADIAL POWER DENSITY 
DISTRIBUTION AT REACTOR MIDPLANE 
FOR BATCH, BIDIRECTIONAL, AND "OUT-
IN" FUEL LOADING ; AVERAGE BURNUP 
23,000 MW-DAYS/TONNE IN EACH CASE 
(AFTER M. BENEDICT, ET AL, REF. 48). 
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The radial power density distributions at the midplane for the three methods 
of fuel management described here are compared in Fig. 10.14 for a final 
average burnup of 23,000 MW-days/tonne in each case. For batch loading there 
are two curves, representing the beginning and end of core life, respectively; 
thus, the actual power distribution changes during operation of the reactor. For 
the other two fuehng methods, the distribution remains constant. The radial 
power density distribution for bidirectional-axial fueling is seen to be essentially 
identical with the initial distribution for batch loading, and much the same is 
true for the axial distribution. An advantage of the bidirectional procedure, 
however, is that it gives uniform burnup of the fuel which batch loading does 
not. If the core life is limited by the maximum burnup in any fuel element, the 
life of the reactor would thus be significantly shorter for batch loading. Another 
advantage of bidirectional loading is that it provides better neutron economy 
since, in principle, no neutrons are wasted by capture in control poisons during 
steady-state operation. 

10.2e The Breeding (or Conversion) Ratio 

One of the most important quantities to be obtained from a reactor burnup 
calculation is the breeding ratio or the conversion ratio and its variation with 
time. These ratios are usually defined as the number of fissile nuclides produced 
in a given time, by capture of neutrons in fertile nuclei, divided by the number of 
fissile nuclides destroyed in the same time. The ratio is commonly called a 
conversion ratio if it is less than unity and a breeding ratio if it is greater than 
unity. 

Consider, for example, a fast breeder reactor using a mixture of enriched 
uranium and recycled plutonium as fuel. In these circumstances, uranium-235, 
plutonium-239, and plutonium-241 would probably be regarded as the fissile 
nuclides and uranium-238 and plutonium-240 as the fertile species. The breeding 
ratio (B.R.) would then be defined by 

_ Formation rate of ^sspu + 24ipy 
• ~ Destruction rate of ^a^u + 239pu + 24ipy-

Nuclides present in small amounts could be included on the basis of whether 
they may be regarded as being "fissile" or not. The formation and destruction 
rates required for deriving the breeding ratio can be readily computed as func­
tions of time in a normal burnup calculation. 

The foregoing definition of the breeding ratio (or conversion ratio) is some­
what arbitrary and in a study of fuel cycle economics it is necessary to know the 
actual expected abundances of all the fissile nuclides in the discharged fuel. 
Nevertheless, the breeding (or conversion) ratio, as defined above, is a convenient 
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way of summarizing the manner in which the inventory of fissile species in a 
reactor is changing. 

10.2f Burnable Poisons 

Apart from fuel management (and mechanical) considerations, the useful life 
of a reactor core is often determined by the excess (or built-in) reactivity 
available at startup. This excess reactivity is then compensated by poison control 
rods which are adjusted during reactor operation as fissile material is consumed 
(and generated) and fission product poisons accumulate. The presence of excess 
reactivity, however, has some drawbacks; for example, accidental loss of control 
function could lead to a hazardous situation. Furthermore, the neutron flux in 
the vicinity of control rods is depressed, and hence the power density distribution 
and fuel burnup are uneven. 

The requirement for a significant amount of excess reactivity does not arise 
in a large converter reactor which can be designed for efficient conversion of 
fertile into fissile nuclei. Thus, the latter may be replaced almost as fast as they 
are consumed. In fact, the reactivity of a large natural-uranium, graphite-
moderated reactor increases for some time during the early stages of operation 
(§10.3f). For small reactors, however, the conversion is relatively small, partly 
because of the loss of neutrons by leakage and partly because it is not possible 
to include an adequate quantity of fertile material in the core. The drawbacks 
associated with excess reactivity can then be largely avoided by the use of a 
burnable poison.^^ 

A burnable poison is a nuclide with a high (or moderately high) cross section 
for neutron absorption, with the absorption product having a small neutron 
cross section. It may be distributed uniformly throughout the core, or it may be 
in the form of lumps. Ideally, the amount of burnable poison should be such 
as to compensate for almost the whole excess reactivity at startup. Then, as the 
reactor operates, the poison should be consumed at such a rate as to maintain-
exact criticality as the fissile material is depleted and fission product poisons are 
generated. This ideal may possibly be approached in some cases,®^ but even if 
not, burnable poisons can be used advantageously. The situation may be 
explained by means of an elementary example. 

Consider a large thermal reactor in which only reactions of thermal neutrons 
need be taken into account. For simplicity, the distributions of thermal neutrons 
and of the various nuclides in the core are taken to be uniform. Let ctf be the 
macroscopic fission cross section and a, the radiative capture cross section of 
the fissile species; CT;, is the cross section of the burnable poison, and CT^ is the 
absorption cross section of other poisons present in the core. These other 
poisons are assumed to have small microscopic cross sections, so that era remains 
essentially constant during reactor operation. If the poisoning effects of fission 
products are neglected and possible conversion of fertile into fissile material is 
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ignored, the infinite medium multiplication factor for the system may be 
expressed by 

Of + Oy + Oa + ffft 

= ^ , (10.50) 
(1 + api -I- CTo -1- CTft 

where a is the conventional symbol for Oyjaf for the fissile nuclide and v is the 
average number of neutrons produced per thermal fission. 

If the uniform thermal-neutron flux at time t is ^(0 , then the rate of decrease 
of the concentration, Nf, of fissile nuclei is 

^ = -N,(j)a,{\ + a)m, 

where Sf is the microscopic fission cross section. Hence, 

N,(t) = N,{0)exp [ - | / / ( 1 + cc)<t>{t')dt'j 

= Nr(0) exp [-5^1 + «)/(/)], (10.51) 

where /(?) is the integrated neutron flux (or fluence), defined by 

i(t)^jy(t')dt'. 

Since cjf{t) is equal to Nf{t)of, it wifl have the same time dependence as Nf(t). 
The variation of the concentration of the burnable poison nuclei, N^, with 

time is given by 

^ = -N,a,<i>{t), 

so that 
N,it) = N,iO)txp[-&J{t)]. 

and Of, will exhibit the same dependence on time. Hence, equation (10.50) may 
be written as 

k^it) = 

5:^X0) 
(1 + «)c7X0) + a„ exp [(1 + a)&fl(t)] + <r,(0) exp [{-a, + il+ a)a^}/(/)] 

(10.52) 

From this equation it is seen that without a burnable poison, i.e., with 
(Tj(0) = 0, the value of :̂co(0 will decrease steadily with time. If, on the other 
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hand, a uniform burnable poison is present with a larger microscopic absorption 
cross section than that of the fuel, so that 

ai> (I + a)af, 

then ka{t) can increase with time for a while. The reason is that under the 
postulated conditions the burnable poison is consumed at a greater rate than is 
required to compensate for fuel depletion. Eventually, ka(t) will decrease as the 
poison is used up (or burns out). Even if a^ is not greater than (1 -I- a)af, the 
decrease of kaoit) with time is less than in the absence of a burnable poison. 

The results of some more detailed calculations of the effective multiplication 
factor in the graphite-moderated, gas-cooled Peach Bottom reactor, which is 
described in §10.3a, with uniformly distributed boron-lO as burnable poison, 
are indicated in Fig. 10.15.̂ ^ The thermal-neutron absorption cross section of 
boron-10 is larger than that of the fissile nuclides in this reactor; hence, the 
multiplication factor increases at first and then decreases in the course of reactor 
operation. 

For a lifetime of 900 days, the excess reactivity required initially with no 
burnable poison would be almost 0.14, whereas with the uniformly distributed 
poison about 0.04 would suffice. In the latter case, however, the control rods 
would require the capability of compensating for almost 0.08 of reactivity. If 
the lifetime of the core is governed by the amount of reactivity available in the 
control rods, then the core life would be larger in the presence of the burnable 
poison. Thus, a control reactivity of about 0.08 would permit a lifetime of 
900 days in the latter case but less than 500 days if a burnable poison is not used. 

1.14 

1.00 

NO BURNABLE POISON 

200 400 600 800 
TIME AT FULL POWER, DAYS 

1000 

FIG. 10.15 EFFECT OF BURNABLE POISON ON THE EFFECTIVE MULTIPLICATION 
FACTOR FOR A HIGH-TEMPERATURE GRAPHITE REACTOR (AFTER H. B. STEWART 
AND M. H. MERRILL, REF. 53). 
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In the situation just considered, the high absorption cross section of boron-10 
for thermal neutrons results in an overcompensation for the normal decrease in 
reactivity. This disadvantage could be overcome by using a burnable poison with 
a somewhat smaller cross section. An alternative procedure is to employ the 
boron in lumped form; the self-shielding of the inner layers of the lump by the 
boron-10 in the outer layers results in a decreased total absorption of neutrons. 
The bottom curve in Fig. 10.15 was obtained by treating the boron as lumped 
with an initial self-shielding factor of 0.5, i.e., the average thermal-neutron flux 
in the lump is half the average in the surrounding medium. In the early stages 
of reactor operation the reactivity now decreases. But as the boron-10 burns out 
and the size of the lumps decreases, the self-shielding factor increases and so 
also does the neutron absorption. Hence, the reactivity begins to increase and 
finally decreases as in the case of uniform distribution of the burnable poison. 
The reactor will now operate for 900 days with an initial excess reactivity of less 
than 0.04 and the same amount of control capability. 

10.2g Flux Flattening with Burnable Poisons 

Burnable poisons can also be used to flatten the spatial variation of the neutron 
flux and thereby to realize a more uniform burnup of the fuel. For example, by 
simply decreasing the need for control rods in the core, a burnable poison can 
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FIG. 10.16 EFFECT OF BURNABLE POISON ON RELATIVE POWER DENSITY IN A 
TWO-REGION CORE; ^ IS THE RATIO OF POISON CONCENTRATION IN OUTER 
(RADIAL) REGION TO THAT IN INNER REGION (AFTER REF. 54). 
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minimize the associated flux depressions and nonuniformities in power density. 
Moreover, it is possible to distribute the poison in such a manner throughout 
the core as to obtain additional flattening of the power density. 

The effect of the distribution of a burnable poison is illustrated for a particular 
case in Fig. 10.16, which refers to a small water-moderated reactor using highly 
enriched uranium as the fuel.®* The cylindrical core is divided into two radial 
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regions, in each of which the poison is distributed uniformly; the ratio of the 
poison concentration in the outer region to that in the inner region is represented 
by |S. The curves in Fig. 10.16 show the radial variations of the power density for 
four values of/3; for /3 = 1, the poison distribution is uniform throughout the 
core. It is evident that by having more of the poison in the inner region a 
substantial flattening of the power density can be achieved. 

The situation in Fig. 10.16 refers to radial distributions in a core at the 
beginning of its life. During operation of the reactor, the power distribution will 
change, largely as a result of nonuniform burnup of the fuel and to motion of the 
control rods. It may then prove advantageous to use, in addition, a nonuniform 
(axial) poison distribution which will compensate for absorptions in the control 
rods and give both a more uniform flux and fuel burnup. 

The curves in Fig. 10.17®® show how the fuel and the burnable poison are 
consumed in the axial direction at various times during operation of a cylindrical 
reactor of the type considered above. The fuel rods are moved as a bank from 
the top of the reactor, so that they are all inserted to the same depth. The 
fractional core height in the figure represents the distance from the bottom of the 
core. In Case A, the burnable poison is distributed uniformly over the length of 
the reactor; it is seen that the fuel and poison are consumed more rapidly in the 
lower half of the reactor where the control rods do not penetrate. In Case B, the 
same amount of poison is used but it extends only three-fourths of the way up 
the core. The neutron flux, and hence the burnup of the fuel, is more uniform 
in the axial direction than in Case A. 

10.3 CALCULATIONS ON GRAPHITE-MODERATED. 
GAS-COOLED REACTORS 

10.3a Introduction 

In concluding this chapter, it is of interest to consider how various static 
calculations described in earlier chapters may be combined to furnish the input 
for dynamics calculations and to determine some of the operating characteristics 
of power reactors. Although spatial dependence is not emphasized in any detail 
in what follows, the subjects considered have an important relationship to fuel 
burnup, and so this seems an appropriate place for the discussion given below. 

Graphite-moderated, gas-cooled reactors provide an especially clear example 
because their operating characteristics are determined largely by the behavior of 
neutrons in the reactor. Consequently, it should be possible to predict such 
properties as temperature coefficients, based on calculations of Doppler broaden­
ing of resonances and shifts in the thermal-neutron energy spectrum. Such 
calculations will be considered in some detail in this section. The situation is 
different in water-moderated reactors where, for example, thermal expansion 
and possible boiling of the moderator-coolant may be the dominant factors in 
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reactor dynamics. The computation of such effects would require detailed 
engineering studies of heat transfer, coolant flow, etc., which are not treated in 
this book. 

In discussing some of the calculations made in connection with graphite-
moderated reactors, with gaseous coolants, emphasis will be placed on two 
particular reactors, namely, the Calder Hall (type) reactor in the United King­
dom and the Peach Bottom reactor m Pennsylvania. A brief description will 
first be given of these two reactors. 

The Calder Hall Reactors 

There are eight reactors of the Calder Hall type,®® four at Calder Hall in England 
and four at Chapelcross in Scotland, designed for the dual purpose of producing 
both electrical power and plutomum-239. Each reactor operates at a thermal 
power of approximately 225 MW and generates some 50 MW of electricity. 
The heterogeneous core, about 9.4 meters m diameter and 6.4 meters in height, 
contains 1696 vertical (finned) fuel element channels arranged in a square lattice 
with a pitch of 20.3 cm (Fig. 10.18). The fuel rods are of natural uranium metal, 
2.92 cm m diameter, canned in Magnox, a magnesium alloy. The coolant is 
carbon dioxide gas at a pressure of about 100 psi. 

Because they are intended, in part, for the production of plutonium-239, the 
Calder Hall reactors have a fairly high initial conversion ratio, i.e., number of 
plutonium-239 nuclei formed to number of uranium-235 nuclei consumed, of 
around 0.85. The buildup of plutonium-239 has several interesting consequences. 
In the first place, the reactivity increases for a time after the reactor has been 
operating. Furthermore, the temperature coefficient changes with burnup, as 
will be seen in due course, so that the over-all isothermal coefficient becomes 
positive. 

FIG 1018 FUEL ELEMENTS OF CALDER HALL REACTORS (LATTICE SPACING NOT 
TO SCALE) 
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When the Calder Hall reactors were designed, in the early 1950s, the nuclear 
data, theoretical methods, particularly computer codes for making neutron 
transport calculations, and the computers themselves were such that relatively 
little reliance could be placed on computed reactor parameters. Consequently, 
much use was made of integral experiments®'' and of the experience gained with 
the similar plutonium production reactors at Windscale. More recently, modern 
computational methods have been applied to the Calder Hall reactor design 
and the results of a unified treatment®^ of the Calder Hall and Peach Bottom 
reactors will be referred to later. 

The Peach Bottom Reactor 

The Peach Bottom reactor®^ is a small prototype HTGR (High-Temperature 
Gas-Cooled Reactor), producing 115 MW of heat and about 40 MW of elec­
trical power. The moderator is graphite, the coolant is helium, and the fuel is a 
mixture of uranium carbide (UC2), highly enriched (93 atomic percent) in 
uranium-235, and thorium carbide (ThCj) in a graphite matrix. The core is 
some 2.8 meters in diameter and 2.3 meters high and is composed of a close-
packed triangular lattice of fuel elements, 9 cm in diameter. The schematic cross 
section of a typical fuel element in Fig. 10.19 shows a graphite spine, which 
provides mechanical strength and also contains a trap for fission-product gases. 

FIG. 10.19 FUEL ELEMENTS OF PEACH BOTTOM REACTOR. 
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surrounded by an annular fuel region and finally by a sleeve made of impervious 
graphite. 

The reason for using thorium-232 and highly enriched uranium-235, rather 
than uranium of moderate or low enrichment, as fuel is that the uranium-233 
produced from thorium-232 gives a better neutron economy (in a thermal 
reactor) and a higher conversion ratio than does plutonium-239 derived from 
uranium-238. For example, at a neutron energy in the vicinity of 0.1 eV, the 
value of 7], the number of fission neutrons produced per neutron absorbed, is 
approximately 2.30 for uranium-233 and 1.80 for plutonium-239.*° In the small 
Peach Bottom reactor, however, the conversion ratio is only about 0.4.^^ 

Attention should be called to a special aspect of the Peach Bottom reactor for 
which allowance must be made in computing resonance capture. Although the 
fuel is lumped in small discrete particles in a graphite matrix, the fuel region 
might have been treated as homogeneous were it not for the thorium-232 
capture resonances. Because the lump dimensions are not small compared with 
the mean free paths near the resonance peaks, however, the lumping must be 
taken into account in computing the resonance absorption. The term "semi-
homogeneous" has been used to describe a system of this kind. 

10.3b Outline of the Calculational Methods 

In the application of multigroup methods to the reactors referred to above, the 
gross migration of neutrons throughout the core can be treated adequately by a 
simple approximation, such as Pi or diffusion theory. This is possible because 
the cores are large in comparison with neutron mean free paths (and migration 
lengths). Within the individual lattice cells, however, the detailed variations of 
the neutron flux with position, energy, and direction must be taken into account, 
especially in the evaluation of resonance capture and the utilization of thermal 
neutrons. These two effects are of decisive importance both for the criticality of 
the reactor and its temperature behavior. In the following discussion emphasis 
is placed upon calculations which are required to determine criticality and the 
temperature coefficients of reactivity at various times in the lifetime of the 
reactor core. 

The first step in the calculation is to obtain microscopic cross-section and 
related data for all the significant nuclides. Such data, especially for uranium-238 
(and thorium-232 for the Peach Bottom reactor), must include the resonance 
parameters, i.e., the measured parameters for the resolved resonances and the 
theoretical distribution of the parameters for unresolved resonances (Chapter 8). 

In principle, similar data should be available for the fissile nuclides present. 
Because of the uncertainties in the resonance parameters of these nuclides (§8.2b) 
and their relatively low concentration in the fuel, it is a reasonably good approxi­
mation to use cross sections averaged over many resonances for most of the 
neutron energy range. The resonances at the lowest energies must, however, be 
included explicitly. 
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Finally, a model must be specified for the scattering of thermal neutrons in 
graphite (Chapter 7). For the calculations to be described here, the incoherent 
approximation was employed with a phonon spectrum, as shown in Fig. 7.10. 

The cross-section data in a form suitable for computer processing is used to 
generate multigroup constants for cell calculations. The computer program 
GAM-I®^ was used, for example, in the calculations referred to below. This 
program, based on the P^ or B^ approximations (§4.5c) with a guessed value of 
the buckling, B, can yield group constants for up to 32 groups of nonthermal 
neutrons; in addition, it includes a treatment of resonance absorption in 
heterogeneous systems (§8.4c). 

Differential cross sections for the scattering of thermal neutrons by graphite 
were obtained from the SUMMIT program.®^ The results were the numerical 
values of the scattering cross sections for a fine mesh of initial and final neutron 
energies. These were then used in the GATHER-P* program to yield the 
thermal-neutron spectrum in an infinite medium and this leads to the thermal 
group cross sections. The various computations described thus provide multi-
group parameters for neutrons of ah energies. 

The multigroup constants were then employed in a cell calculation to deter­
mine the spatial distribution of the neutrons within a lattice cell for each energy 
group. For the Peach Bottom Reactor, the situation is relatively simple since 
the lattice cell is a fuel element, which can be assumed to be infinitely long, 
having the geometric cross section shown in Fig. 10.19. 

For the Calder Hall reactor, on the other hand, the lattice cell would include 
the fuel element, its canning, and coolant passage, and also a proportionate 
share of the moderator arranged as a cylinder around the fuel element (§3.6a). 
The spatial distribution of the neutron flux within such a cell, which contains 
thin regions and media which readily absorb thermal neutrons, cannot be com­
puted adequately by means of Pi theory. A higher-order P^ approximation or 
an S}i calculation would be appropriate and an S^ program was used in some 
of the calculations. If the cell geometry were very complicated, a Monte Carlo 
treatment might be the best way (perhaps the only way at present) for computing 
in a reliable manner the flux within the cell. 

The cell calculations would give the reaction and scattering rates for all the 
materials in the cell and for all the neutron energy groups. For use in the gross 
neutron diffusion calculations, for which the cells are homogenized, effective 
cross sections are defined in such a way as to preserve the reaction rates when 
integrated over the whole cell. The procedure for determining these effective 
cross sections is described in §3.6c. 

10.3c Results of Cell Calculations 

The results of the calculations^® have shown that, for the Peach Bottom reactor, 
which contains fuel elements of small diameter with low concentrations of fissile 
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material, the spatial variations of the neutron flux within a cell are relatively 
slight and unimportant. In the Calder Hall reactor lattice, however, there are 
substantial spatial variations in the flux that depend on the energy, particularly 
for thermal neutrons. These variations were taken into account by using 26 
groups of thermal neutrons. The results are conveniently summarized in Fig. 
10.20 in terms of the fuel rod shielding factors for each of these groups. Since 
the departure of the shielding factor from unity represents a depression of the 
flux in the fuel relative to that in the moderator, it is evident that the spatial 
dependence of the flux in a cell varies with the neutron energy. This variation is 
due to the energy dependence of the neutron absorption cross sections in the fuel. 

When the fuel has been burned to the extent of 800 MW-days/tonne (§10.2d), 
a considerable amount of plutonium-239 is present in the Calder Hall reactor. 
In calculating the shielding factors, this was assumed to be distributed uniformly 
throughout the fuel elements. The corresponding shielding factors are indicated 
by the broken fines in Fig. 10.20. A small shielding factor implies a marked 
depression of the neutron flux in the fuel and hence a large absorption cross 
section. Thus, the pronounced dips at 0.3 and 1.0 eV are due to resonances in 
plutonium-239 and plutonium-240, respectively. The energy (or group) depend­
ence of the shielding factors is important in determining temperature coefficients, 
as win be seen in §10.3f. 
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FIG. 10.20 FUEL ROD SHIELDING FACTORS IN 26 THERMAL ENERGY GROUPS 
CALCULATED FOR CALDER HALL REACTOR (AFTER H. B. STEWART AND M. H. 
MERRILL, REF. 65). 
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The foregoing results, which are necessary for predicting reactor behavior, 
provide an interesting example of the usefulness of multigroup methods and 
their advantage over simpler treatments of neutron transport, especially for 
thermal neutrons. It was clear to the earliest designers of heterogeneous graphite 
reactors that diffusion theory was not adequate for predicting the migration of 
thermal neutrons in and near fuel rods. Various ingenious methods were 
devised for combining diffusion theory in the moderator with collision prob­
ability or other more accurate theories as applied to the fuel. In this manner, for 
example, an accurate treatment was developed for the one-speed approximation 
to thermal-neutron migration in simple geometry.^^ The dependence of the 
shielding factor on neutron energy within the thermal range, as indicated in 
Fig. 10.20, can be obtained, however, only by the more detailed multigroup (or 
equivalent Monte Carlo) calculations. 

Effective reaction and scattering cross sections, defined in the manner given 
earlier, can be derived from the results of the cell calculations. These are then 
used in a multigroup Pi or diffusion-theory computation of gross neutron 
migration. For this purpose it is not necessary to use as many groups as were 
included in the cell calculation. Typically, a few fast groups together with a few 
thermal groups suffice and they are obtained by combining a number of the 
cell groups. 

In connection with temperature coefficient calculations, discussed below, 
two multigroup diffusion-theory codes were used, namely, GAZE-2^'' and 
GAMBLE,^^ which are one- and two-dimensional, respectively. Both codes 
allow for up-scattering of neutrons in the thermal-energy range. In applying the 
one-dimensional code to a reactor with a more-or-less cylindrical core, a DB^ 
correction would ordinarily be made to represent leakage in the transverse 
direction (§6.4j). In the two-dimensional calculation, for finite cylindrical (/-, z) 
geometry, no such correction is required. 

Control rods or lumped poisons in the reactor would be treated in an 
approximate way. A ring of control rods, for instance, would be represented 
by a cylinder of poison of such amount as to give the expected neutron 
absorption in the rods, as computed separately by transport or Monte Carlo 
methods. 

The output of the diffusion-theory codes includes the reactivity (or k) and the 
gross spatial distribution of the neutron flux and various reaction rates; from the 
fission rates, the over-all (or gross) power distribution can be derived. When 
these results are combined with the cell calculations, which give the fine structure 
of the flux, the power density distribution, etc., within the individual fuel 
elements can be predicted. 

The series of computer calculations outlined above are summarized in Table 
10.1. The particular codes cited are those applied in the General Atomic (now 
Gulf General Atomic) organization which was responsible for the design of the 
Peach Bottom reactor. Other reactor design organizations would usually employ 
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TABLE 10 1 OUTLINE OF MULTIGROUP CALCULATIONS FOR GAS-COOLED, 
GRAPHITE-MODERATED REACTOR 

Cross-section data, 
„ including resonance 
Geometry + p^ameters and thermal + 

scattering model 

GAM-1 
SUMMIT 
GATHER-1 

i 
Group constants 
for cell calculation 

r s, -1 
[cell calc J 

Fluxes withm cell 
and group constants 
for gross flux 
calculations 

+ rGAZE-2 ] 
[GAMBLE] 

Control poison 
calculations 

I 
k, power distribution, etc 

their own equivalent computer codes to carry out the same (or similar) set of 
calculations. Several such code systems are described m Ref. 46. 

By varying the temperatures of various regions of the system, either explicitly 
or by using perturbation theory, it is possible to derive temperature coefficients 
of reactivity under operating conditions. The changes in reactivity in going from 
room temperature to the operating temperature can also be computed. 

The codes described above can be combined with a burnup program in which 
the concentrations of important nuclides are varied with time, so that changes in 
reactor properties with time can be predicted (§10.2c). The FEVER code,®^ for 
example, has been used in connection with design studies of the Peach Bottom 
reactor. This code is a one-dimensional, few-group burnup program which 
generates the required fluxes during the course of the calculation. It follows only 
gross depletion and not the detailed spatial variations within the lattice cells. 
Because of the semihomogeneous nature of the Peach Bottom reactor core, 
the gross depletion is adequate for this system, but it is not appropriate 
for the Calder Hall reactor in which, as seen above, there are consider­
able spatial variations of the neutron flux, and hence in the burnup, within the 
cell. 

It may be mentioned that, in spite of the detail which can now be treated in 
multigroup calculations, an actual design program for a new type of reactor 
would always include integral experiments to complement and check the com­
putations. Nevertheless, considerable reliance would be placed on the calcula­
tions to predict the effects of variations in design parameters on the operating 
characteristics of the reactor. 
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10.3d Components of the Effective Multiplication Factor 

In order to gain some insight into the physical significance of the results of the 
multigroup calculations to be described in the subsequent sections, it is helpful 
to express them in terms of quantities which were employed in the early studies 
of the theory of thermal reactors. In the simple theory of bare, thermal reactors, 
for example, the effective multiplication factor, k, is expressed as the product of 
the infinite medium multiplication factor, k^, and the nonleakage probability, 
Pni; thus. 

Furthermore, /:„ may be written in the familiar manner as the product of four 
factors, i.e., 

where T], in its most general form, is the number of fission neutrons produced 
per thermal neutron absorbed in fuel, / is called the thermal utilization factor, 
p is the resonance escape probability, and e is the fast-fission factor.''° 

It should be clearly understood that the four-factor formula will be used here 
only as a means for expressing the results of detailed multigroup calculations, as 
described in §10.3c, and of understanding their physical significance. The 
reactivity (or k), in particular, is derived entirely from multigroup calculations. 

Suppose that it is desired to express the results of such a multigroup reactivity 
calculation in terms of the simple formula 

k = rifP^Pnl. (10.53) 

There are no unique definitions in multigroup theory for the quantities on the 
right side of this expression, but a set of consistent definitions can be derived 
from considerations of neutron economy. It will be recalled (see, for example, 
§4.4d) that in a multigroup calculation, k will generally be found by iteration of 
the fission neutrons; furthermore, in §1.5e, k is regarded as the asymptotic ratio 
of the numbers of neutrons from successive generations of fission, i.e., it is the 
ratio computed with the flux eigenfunctions corresponding to the eigenvalue k. 
On this basis, the following consistent definitions''^ could be used for the factors 
in equation (10.53). 

The quantity P î is first defined as the probability that a source (fission) 
neutron, with a source spatial distribution given by J ^(r, E)vaf(T, E) dE, is 
absorbed in the reactor core. Thus, P^, is the number of neutrons absorbed in 
the core divided by the number of fission source neutrons in the k calculation. 

The thermal utilization, / , can be defined as the probability that a thermal 
neutron which is absorbed in the core is absorbed in fissile material. Hence, / 
could be computed as the thermal-neutron absorptions in fissile nuclides 
divided by the total thermal absorption in the core. The factor rj would then be 
the number of neutrons produced from thermal fission divided by the number 
of thermal neutrons absorbed in fissile species. 
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Along the same lines, the resonance escape probability, p, can be defined as 
the probability that a neutron which is absorbed in the reactor core is absorbed 
as a thermal neutron. Finally, the fast-fission factor, e, is defined as the total 
number of fission neutrons produced divided by the number of neutrons formed 
as a result of thermal fissions. 

In these definitions, it is assumed that all the fissile (and fissionable) material 
is in the reactor core To implement the definitions, it is necessary to specify 
the thermal energy range, this is commonly taken to extend up to about 1 or 
2 eV. It will be evident that the four-factor formula for k is useful only when 
most of the fissions are caused by thermal neutrons, so that p and e are then 
close to unity. 

10.3e The Reactivity Temperature Coefficients 

Among the most important properties in determining the operating character­
istics and safety of a nuclear reactor are its temperature coefficients of reactivity. 
In graphite-moderated, gas-cooled reactors, the temperature coefficients arise 
primarily from neutronic effects, since the effects of coolant density and thermal 
expansion on reactivity are very slight. In a heterogeneous natural-uranium 
reactor, such as the Calder Hall type, the over-all temperature coefficient is, to 
a large extent, determined by two quantities, namely, the fuel and the moderator 
coefficients. 

A negative prompt coefficient associated with the fuel temperature arises 
from the Doppler broadening of the resonances in uramum-238 (§8.Id); this 
will always result in an increased absorption with increasing temperature and, 
hence, a decrease m reactivity. The temperature coefficient associated with the 
moderator is somewhat delayed (§9.4b) and is due to changes m the thermal-
neutron spectrum corresponding to changes in the moderator temperature. This 
temperature coefficient can be either positive or negative, as wiU be seen shortly, 
depending on the amount of plutonium-239 present in the fuel. 

A temperature coefficient of reactivity is usually defined as 

dp _ I8k 
8T~ k 8T' 

where T is the temperature of interest, e.g., an average (or effective) moderator 
or fuel temperature. From the discussion in §9.2c, it will be seen that this 
definition corresponds to use of an adiabatic approximation for defining the 
reactivity.* Such an approximation is particularly appropriate for the treatment 
of slow transients. In an actual transient, some problems would arise from the 

* Strictly speaking, equation (9 17) would lead to 
dp ^ \_8k 
8T *= dT' 

but for k close to unity, the temperature coefficient is essentially the same as the one given 
above 
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distribution of temperatures within the fuel and moderator; nevertheless, the 
temperature coefficients for constant (average or effective) fuel and moderator 
temperatures are a useful way of summarizing reactor response. In addition to 
the individual fuel and moderator coefficients, an isothermal temperature 
coefficient can be defined by considering the whole reactor core to be at a uniform 
temperature. 

The simplest approach to the calculation of the various temperature co­
efficients referred to above is to evaluate k at two temperatures and then to 
derive the coefficient from 

Alternatively, perturbation theory could be used to obtain the change in k due 
to a small change in cross sections arising from a change in temperature. 
Although the latter procedure might be the more accurate, it would involve 
computation of the detailed adjoint fluxes. Consequently, the first of the two 
methods was used to obtain the results which are quoted below. 

If k is interpreted in terms of equation (10.53), then the temperature co­
efficient may be expressed as 

l_8k^l_dr, l_8f l_8p l_8^ ±8P^ (10 54) 
kdT -qBT fdT pdT €8T^ P^, dT u^-J^; 

Since the fuel temperature coefficient is largely due to the effect of Doppler 
broadening on the resonance absorption, it may be simply taken to be equal to 
the third term on the right of equation (10.54); thus. 

Fuel temperature coefficient ~ - —=,• 
P 01 

Hence, to a fair approximation, the remainder may be regarded as the moderator 
temperature coefficient, i.e., 

. « , rr- • \ dk \ dp 
Moderator temperature coefficient x Y—=, TT;^-

kdT p dT 

It is evident that the quantity {\jr]){d-r)ldT) is part of the moderator temperature 
coefficient. The physical reason is that T) is determined by the energy spectrum 
of the thermal neutrons and this is dependent on the temperature of the 
moderator rather than of the fuel. 

For a semihomogeneous reactor, such as one of the Peach Bottom type, the 
unusual nature of the fuel introduces somewhat different detailed temperature 
coefficients of reactivity. There would be a very fast coefficient associated with 
the temperature of the small uranium and thorium carbide particles; this would 
be negative because of the Doppler broadening enhancement of neutron absorp­
tion by thorium-232 with increasing temperature. In referring to the fuel tem­
perature coefficient as very fast, it is assumed that the uranium-235 carbide and 
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thorium carbide are intimately mixed in the fuel particles. If the carbides were 
separate, then the temperature response would be delayed because of the 
necessity for heat to flow from the uranium-235 to the thorium-232 before 
Doppler increase of the resonance absorption could be effective. 

In addition to the fuel coefficient of reactivity, there would be a fairly fast 
temperature coefficient arising from changes in the neutron spectrum due to 
temperature changes of the graphite matrix containing the fuel particles. For 
most purposes, however, this contribution of the moderator could be combined 
with the one arising from Doppler broadening in thorium-232 to give a prompt 
temperature coefficient. 

Finally, there would be a delayed coefficient, as for the Calder Hall reactor, 
associated with the temperature of the unloaded graphite. Because of these 
(and other) complications, only the isothermal temperature coefficient of the 
Peach Bottom reactor will be considered here in any detail. 

10.3f Results for the Calder Hall Reactor 

The neutronic properties of a natural-uranium reactor change appreciably 
during operation as plutonium-239 is produced in the fuel. At the beginning of 
operation, neutrons are absorbed mainly in the uranium-235 and uranium-238, 
approximately half in each of these two nuclides. Since the initial conversion 
ratio is quite high, namely, 0.85 in the Calder Hall reactor, plutonium-239 is 
generated almost at the same rate as uranium-235 is consumed. But the thermal 
fission cross section of plutonium-239 is much larger than that for uranium-235; 
as a consequence, after a short time of operation k increases due to the buildup 
of plutonium-239 in the reactor. 

Effective thermal cross sections, described in §10.3b, are given in Fig. 10.21 ''^ 
as a function of temperature, in the energy range up to 2.1 eV, for the Calder 
Hall lattice. As mentioned previously, the plutonium-239 is assumed to be 
distributed uniformly in the fuel; actually, however, it wifl be produced prefer­
entially in the outer parts of the fuel rods where there is less shielding. Hence, 
the effective plutonium-239 thermal cross sections will be even larger than 
indicated in the figure. In any event, it is apparent that the cross sections for 
plutonium-239 are more than double those for uranium-235. 

Values of k and of the isothermal temperature coefficients for the Calder Hall 
reactor were calculated using multigroup methods (§10.3c). The results, inter­
preted according to the four-factor formula, are recorded in Table 10.2 for the 
beginning of operation and in Table 10.3 for a composition corresponding to 
an exposure of about 800 MW-days/tonne, which is about half the fuel fife.'''' 
In making the calculations for Table 10.3, the poisoning effect of fission products, 
including xenon-135 and samarium-149, was not taken into account. Hence, 
the reactivity changes are due to consumption of uranium-235 and buildup of 
plutonium-239 only. 



590 SPACE-DEPENDENT REACTOR DYNAMICS 

TABLE 10.2. CALCULATED PROPERTIES OF THE CALDER HALL REACTOR AT 
THE BEGINNING OF OPERATION." 

Temp. 
°K 

323 
530 
700 
900 

Temp. 

426 
615 
800 

k 

1.0355 
1.0224 
1.0146 
1.0078 

kW) 

-6.136 
-4.511 
-3.382 

/ 

0.5839 
0.5815 
0.5816 
0.5822 

V 

2.0642 
2.0568 
2.0486 
2.0402 

P 

0.8193 
0.8158 
0.8135 
0.8112 

Isothermal Temperature Coefficients (in 10" 

l/8f\ l/8r,\ l(8p\ 
f \dT] V \8T) P \8T) 

-1.996 
+ 0.0607 
+ 0.563 

-1.723 
-2.355 
-2.049 

-2.091 
-1.644 
-1.455 

TABLE 10.3. CALCULATED PROPERTIES OF THE CALDER 
800 MW-DAYS/TONNE BURNUP.''^ 

Temp. 
°K 

323 
530 
700 
900 

Temp. 

426 
615 
800 

k 

1.0604 
1.0578 
1.0622 
1.0691 

kWJ 

-1.168 
+ 2.453 
+ 3.219 

/ 

0.6052 
0.6144 
0.6271 
0.6415 

•n 

2.0415 
2.0171 
1.9925 
1.9684 

P 

0.8193 
0.8157 
0.8135 
0.8111 

Isothermal Temperature Coefficients (in 10' 

l / 8 / \ l / 8 , \ l(8p\ 
f \dT) V \ST} P \8T) 

+ 7.226 
+ 12.07 
+ 11.37 

-5.816 
-7.197 
-6.097 

-2.089 
-1.647 
-1.454 

t 

1.0800 
1.0809 
1.0814 
1.0819 

s/»C) 

+ 0.413 
+ 0.297 
+ 0.218 

Pnl 

0.9709 
0.9694 
0.9680 
0.9667 

1 (8P.A 

-0.736 
-0.871 
-0.657 

HALL REACTOR AFTER 

€ 

1.0779 
1.0780 
1.0775 
1.0768 

=/°C) 

+ 0.0111 
-0.2602 
-0.3058 

Pnl 

0.91 n 
0.9707 
0.9698 
0.9692 

1 (8P^A 
Pnl\8T) 

-0.501 
-0.518 
-0.295 

A number of features of Tables 10.2 and 10.3 are of interest. It will be observed, 
in the first place, that k is larger for the 800 MW-days/tonne core than at the 
beginning of operation. This is seen to be due to the increase in/, caused by the 
large cross section of plutonium-239. Moreover, this increase is more than 
enough to compensate for the decrease in rj, which is smaller for plutonium-239 
than for uranium-235. The prompt fuel temperature coefficient, expressed by 
(llp){dqldT), is negative, as expected, and remains almost unchanged during 
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8(X) MW-days/tonne of operation. Evidently, the slight depletion of uramum-238 
and the changes in fissile material have little over-all effect in this connection. 

The moderator temperature coefficient, taken as the difference between the 
total coefficient and the contribution from the resonance escape probability, as 
indicated earlier, is seen to change from negative at the beginning (Table 10.2) 
to positive after a period of operation (Table 10.3). An examination of the tables 
shows that the large (positive) increase in (l//)(S//87') is responsible for the 
change in sign. Physically, this means that in the middle-of-life core, the propor­
tion of thermal neutrons absorbed by fissile nuclei increases with temperature. 
From Fig. 10.21, it is evident that this situation arises from the increase in the 
effective thermal cross section of plutonium-239 with increasing temperature. 
The basic cause of the increase is the pronounced resonance at a neutron energy 
of 0.3 eV. The shift in the thermal-neutron spectrum in the moderator with 
temperature results in more neutrons with energies in the vicinity of the 
plutonium-239 resonance as the temperature increases in the range of interest. 
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FIG. 10.21 EFFECTIVE THERMAL-NEUTRON CROSS SECTIONS VS TEMPERATURE 
IN THE CALDER HALL REACTOR AT THE BEGINNING OF CORE LIFE (AFTER H. B. 
STEWART AND M. H. MERRILL, REF. 72). 
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FIG. 10.22 EFFECT OF FISSION-PRODUCT POISONS ON TEMPERATURE COEFFI­
CIENTS (AFTER H. B. STEWART AND M. H. MERRILL, REF. 76). 

It follows, therefore, that the positive moderator temperature coefficient in a 
Calder Hall reactor core which has operated for some time is due to the presence 
of plutonium-239. 

Another matter apparent from Tables 10.2 and 10.3 is that (1/'̂ )(ST?/Sr) has 
undergone a relatively large negative increase as a result of reactor operation. 
There are two factors responsible for this change, both being related to the 
formation of plutonium-239. First, the value of -q for plutonium-239 is smaller 
than for uranium-235 and, second, -q for plutonium-239 decreases with tem­
perature or, more specifically, drjjdE is negative for this nuclide for neutron 
energies < 0.3 eV. 

Although several approximations have been made in computing the tempera­
ture coefficients under consideration, notably uniform consumption of uranium-
235 and buildup of plutonium-239 and neglect of fission-product poisoning, the 
results are in fairly good agreement with experiment.''* It might appear, at first 
sight, that the positive isothermal temperature coefficient of reactivity in the 
middle of the core life, at temperatures above about 500°K, would lead to a 
hazardous and unstable situation. However, because of the negative prompt fuel 
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coefficient, together with the large heat capacity of the moderator and the 
consequent long delay in the temperature increase, there should be no difficulty 
in controlling the reactor by rod motion or other means. This has been confirmed 
by transient experiments on the Calder Hall reactor''®; the response is either 
stable or the power may diverge so slowly that it is readily controllable. 

Reference may be made to two other aspects of the calculations on the Calder 
Hall reactor. First, the effect of equilibrium amounts of xenon-135 and samari­
um-149 on the temperature coefficients has been determined for the beginning 
of the core life. These fission-product poisons serve primarily to depress the 
thermal utilization and the influence on the temperature coefficient is indicated 
in Fig. 10.22.̂ '* 

Finally, it was mentioned earlier that the detailed multigroup treatment of the 
thermal neutrons in a lattice cell was an important feature of the calculations. 
This point is illustrated in Fig. 10.23,'''' where it is seen that the temperature 
coefficient, especially (l//)(8//Sr), is substantially affected by the use of energy-
dependent shielding factors, as compared with a single (constant) value for 
thermal neutrons. 

10.3g Results for the Peach Bottom Reactor 

Since the Peach Bottom reactor is a relatively small prototype HTGR, it has 
more fissile material per unit volume than would be necessary for a larger 
reactor of the same type. As a result, the conversion ratio is relatively low, i.e., 
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initial expected value 0.4, as stated earlier. Furthermore, e is approximately 
1.25 and p about 0.62,''^ both of which differ from unity by more than should 
be realized in a larger core. 

Some effective thermal-neutron (microscopic) cross sections in the energy 
range up to 2.1 eV, as a function of temperature, are shown in Fig. 10.24; they 
were computed by multigroup methods for an isothermal core of a small 
HTGR at the beginning of core life.''^ The dashed curves indicate the variations 
to be expected for l/r-absorbers. 

For temperatures up to about 15(X)°K (or so) the effective absorption cross 
section of uranium-233 is only slightly larger than for uranium-235. This fact, 
combined with the low conversion ratio, would imply a relatively rapid decrease 
in k with burnup of the uranium-235. Consequently, it would be advantageous 
to use boron-10 as a lumped burnable poison (§10.2f) to reduce the reactivity 
decrease during operation of the reactor. The sort of gain to be expected in the 
Peach Bottom reactor was shown in Fig. 10.15, where the lumping of the boron 
was such as to give an initial self-shielding factor of 0.5. In a larger HTGR, 
with a high conversion ratio, approaching 0.9, the normal change in reactivity 
during operation would be less than indicated; in that case there would be no 
special benefit in the use of a burnable poison. 

A prompt negative temperature coefficient of reactivity, caused by Doppler 
broadening of the thorium-232 resonances, is to be expected in the Peach Bottom 
reactor. There are, however, some positive coefficients arising from changes in 
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FIG. 10.24 EFFECTIVE THERMAL-NEUTRON CROSS SECTIONS VS TEMPERATURE 
IN A SMALL HTGR ; BROKEN LINES INDICATE EXPECTED RESULTS FOR l/i'-ABSOR-
BERS (AFTER P. U. FISCHER AND N. F. WICKNER, REF. 79). 
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the thermal-neutron spectrum. In this energy region, the fissile nuclides, 
uranium-233 and uranium-235, are competing for neutrons with thorium-232, 
which is essentially a l/r-absorber, with fission-product poisons, and with a 
burnable poison, if present. Consider, first, the competition of the fissile nuclides 
with the l/y-absorber. The effective thermal absorption cross section of uranium-
233 is seen from Fig. 10.24 to decrease less rapidly with temperature than if it 
exhibited the 1/y-dependence on energy. Hence, if sufficient uranium-233 is 
present, it will lead to a positive contribution to (l//)(5//8r) and also to the 
temperature coefficient. The fission product xenon-135 has a similar effect (see 
Fig. 10.27), since the effective thermal cross section decreases more rapidly with 
increasing temperature than does a l/y-absorber, as shown in Fig. 10.25.''^ 

For a lumped boron-10 burnable poison, on the other hand, the effective cross 
section falls off" with temperature more slowly than a 1/r-absorber. Hence, it 
makes a negative contribution to (l//)(S//3r). Under certain conditions, namely, 
near the end of the core life of the Peach Bottom reactor, when there is a maxi­
mum of uranium-233 and a minimum of boron-10 with xenon-135 present, 
calculations show that the net contribution of the thermal-neutron spectrum to 
the isothermal temperature coefficient is small and may be positive.*" Since the 
prompt coefficients are more negative, however, the over-all (isothermal) 
temperature coefficient of reactivity is still negative. Thus the situation is not 
hazardous. 
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FIG. 10.25 EFFECTIVE THERMAL-NEUTRON CROSS SECTIONS OF XENON-135 
VS TEMPERATURE, BROKEN LINE INDICATES 1/v-BEHAVIOR OF Oa. (AFTER P. U. 
FISCHER AND N. F. WIKNER, REF. 79). 
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COEFFICIENT FOR BEGINNING OF LIFE OF PEACH BOTTOM REACTOR (AFTER 
H. B. STEWART AND M. H. MERRILL, REF. 82). 
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Even if the over-all temperature coefficient were positive, the reactor could be 
operated safely because the prompt coefficient is negative This is the case, as 
already indicated, for the Calder Hall reactor which has a positive isothermal 
temperature coefficient around the middle of its core life at the normal operating 
temperature of about 600°K In order to increase the temperature stability t i the 
Peach Bottom reactor, rhodium-103 is added to the fuel, the effective thermal-
neutron absorption cross section of this nuclide actually increases with tempera-
ture^^ above about 1500°K (Fig 10 26) Hence, it makes a large negative 
contribution to{\ jf){c'fjdT), as shown by the calculated curve in Fig 10 27, which 
corresponds to the addition of 5 kg of rhodium-103 to the almost 2000 kg of 
fuel mixture ^̂  It should be mentioned that rhodium-103 is formed as a fission 
product and this also contributes to the negative temperature coefficient 

Some calculated values of the isothermal temperature coefficients, and of their 
components, are given in Tables 10 4 and 10 5, for the beginning and end, 
respectively, of the core life ^̂  The multigroup methods and codes already 
described were used and allowance was included for the added rhodium-103 
The relatively minor contribution of the nonleakage probability to the tem­
perature coefficient is due to variations in the neutron flux in space and energy 
as the core temperature changes 

TABLE 10 4 ISOTHERMAL TEMPERATURE CUEFFICIENTS OF THE PEACH BOTTOM 
REACTOR AT THE BEGINNING OF CORE LIFE (in ^0'^|°C) ^"^ 

Temp 
"K 

450 
750 

1050 
1350 
1650 

k\vTl 

- 7 0 
- 5 5 
- 4 7 
- 4 3 
- 4 4 

i(^) 

- 1 0 
- 1 0 
- 0 6 
- 0 2 
- 0 1 

f\8T] 

- 1 2 
- 1 7 
- 2 3 
- 7 9 

- 3 6 

m 
+ 1 3 
+ 1 2 
+ 1 2 
+ 1 0 
+ 1 3 

1 I8p\ 
PW) 

- 6 1 
- 3 9 
- 2 8 
- 2 1 
- 1 8 

1 /SP„A 
PnA8T) 

- 0 0 
- 0 1 
- 0 2 
- 0 1 
- 0 2 

TABLE 10 5 ISOTHERMAL TEMPERATURE COEFFICIENTS OF THE PEACH BOTTOM 
REACTOR AT THE END OF CORE LIFE (m 10 =/°C) ^̂  

Temp 
°K 

l_idk\ WS2^\ i / _ ^ \ i /_a^\ i / 8 p \ 1 pPnA 
k \8T) 7, \8T) f \8T) e [dTj p \8T) Pni \ 8T) 

750 - 3 2 - 1 0 + 1 6 + 0 3 - 3 8 - 0 3 
1350 - 2 3 - 0 1 - 0 1 + 0 3 - 2 1 - 0 3 
1900 - 3 1 + 0 2 - 1 8 + 0 6 - 1 6 - 0 4 
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EXERCISES 

1. Consider one-speed diffusion theory in a bare slab. The flux may be expanded in 
spatial modes proportional to cos {mrxja), where a is the slab thickness, and for 
each mode there will be seven period eigenvalues. Characterize these eigenvalues 
for the system. As a further exercise, somewhat more complicated models, such 
as a two-group bare slab^* or a reflected reactor,^^ may be considered. The 
more difficult problem of one-speed transport theory for a slab is treated in 
Ref. 86. 

2. When a system is close to (delayed) critical the spatial effects described in §10. le 
in connection with the pulsed-source experiments are relatively less important. 
Explain why by considering the expansion equation (6.45). It may be useful to 
employ the eigenvalue spectrum found in Exercise 1. 

3. Obtain the solutions to the point-reactor equations (10.20) and (10.21) for one 
group of delayed-neutron precursors, e.g., by Laplace transform methods. 
Show that when AA « 1, the solution has the properties of equations (10.22) 
and (10.26). 

4. In addition to the pulsed-source method, reactivity can be determined by 
"source-jerk" and "rod-drop" experiments. In the source-jerk method a sub-
critical system initially contains a source which is withdrawn abruptly. Detector 
readings are taken before and after withdrawal of the source. In the rod-drop 
experiment, the system is at delayed critical when control rods are suddenly 
inserted. The reactivity of the subcritical reactor is then determined."'' 

By considering the point-reactor kinetics equations, show how these experi­
ments might be interpreted to yield the reactivity in each case. Discuss the 
problems which arise when spatial effects are taken into account and describe 
the manner in which these effects may be calculated using time-independent 
methods. Do these procedures present any advantages over the pulsed-source 
method ? 

5. One-speed diffusion theory is to be used to analyze the following pulsed-source 
problem. Consider slab geometry as in Exercise 1, with a source Q{x, t) = 
Q{x) 8(0- Expand the time-dependent flux in a complete set of spatial modes and 
discuss how an experiment might be set up in order to minimize the contribution 
of the higher modes in a reactivity determination. How will the results change 
when energy dependence is taken into account ? For some actual experimental 
details, see Ref. 88. 

6. By using one-speed diflFusion theory, analyze the following neutron-wave experi­
ment. Suppose there is a source Q(x, t) = S(x)e"°' on the midplane (x = 0) of a 
very long rectangular parallelepiped having thickness d in both the y and z 
directions. Expand the flux in terms of spatial modes for the y and z dependences 
and find the x dependence for each solution. Obtain the complete solution and 
discuss its behavior for large x. For comparison with a realistic experiment 
Ref. 89 may be consulted. 

7. If the half-life of a radioactive nuclide is short enough, the nuclide can be 
neglected in a burnup calculation (cf. §10.2a). Develop a criterion for the 
maximum half-life for which such neglect might be permissible. 

8. Consider a thermal reactor using uranium enriched to 4 atomic percent in 
uranium-235 as fuel. Suppose that oa in equation (10.50) is such that ATOO is 
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initially 1.30, with the reactor in hot operating condition and equilibrium xenon 
and samarium poisoning and all control rods out. The reactor can operate until 
k^ falls to 1.10; calculate the expected core lifetime in MW-days/tonne of 
uranium, taking only thermal neutrons into consideration. Fission products, 
conversion of uranium-238, and all spatial dependences are to be ignored. For 
simplicity, the cross sections and related quantities may be taken to be the 
values at 0.06 eV. 

Suppose that boron-10 is added homogeneously to the fuel so that ko, is 
initially 1.10. By how much will this decrease the required control capability 
and the core lifetime ? With the same amount of boron-10, suppose the uranium-
235 in the fuel is increased so that the initial ATC is the same as in the unpoisoned 
reactor (1.30); calculate the expected core lifetime. 

Examine the possibility of using boron-10 as a lumped burnable poison in 
such a manner as to compensate almost exactly for the changes in reactivity 
during reactor operation.^" 

9. In a reactor in which thorium-232 is converted into uranium-233, the inter­
mediate protactinium-233 is present for a time long enough for it to capture an 
appreciable number of neutrons. What fraction of the protactinium-233 will 
decay and what fraction will capture neutrons in a thermal reactor operating 
at a temperature of 500°C with an average thermal flux of 10^^ neutrons cm^-sec 
in the fuel ? How would this aff'ect the conversion ratio ? 

10. Suppose that k has been obtained by iteration of a fission source. Use the 
transport equation, e.g., equation (1.49), to write out the definitions of ij, / , p, 
and e in mathematical form and show that they are self-consistent. Express the 
results in the notation of multigroup diffusion theory. (Comparison may be 
made with Table 3-1 of Ref. 53.) 

11. By using the effective thermal cross sections in Fig. 10.21 and elementary one-
group reactor theory, estimate the reactivity required to compensate for equilib­
rium xenon-135 poisoning in the Calder Hall reactor. Assume an average 
operating temperature of 600°K and either estimate the thermal-neutron flux or 
obtain the value from Ref 56 and suggest reasons for any discrepancy. Deter­
mine the contribution of the equilibrium xenon-135 to (l//)(fi//sr) and to the 
over-all temperature coefficient. Compare the results with those in Fig. 10.27. 

12. Calculate the shielding factor for a lump of boron-10 in the form of a sphere 
with a radius of 1 mean free path for a neutron of 0.025-eV energy. Use collision 
probability methods and assume that the sphere does not perturb the incident 
flux from the moderator. Determine the shielding factor as a function of energy 
and estimate the variation of an effective shielding factor with temperature for a 
Maxwellian thermal-neutron spectrum. Comment on the results. 
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APPENDIX. SOME 
MATHEMATICAL 
FUNCTIONS 

THE DELTA FUNCTION 

The Dirac delta function, S(x), may be defined by the requirements that 
S(x) = 0 x jto^ 

and 

j fix) S(x) dx = fiO) 

if the range of integration includes x = 0, and is zero otherwise. The second con­
dition must hold for any suitably continuous function, f(x). The delta function may 
be given a rigorous mathematical interpretation as the limit of a series of increasingly 
peaked functions; it is in this sense a "generalized function."' 

Upon change of variable it is seen that 

and 

J fix) Six -a)dx= fid) 

I fix) s Q dx = afiO), 

provided that the range of integration includes x = a or x = 0, respectively. More 
generally, an integral involving S[^(;c)], where gixo) = 0 may be interpreted as 

f(Xo) J fix) S[gix)] dx = 

if the range of integration includes x = XQ. 

603 
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There are many ways to represent the delta function. One, which is used in this 
book, follows from the Fourier transform formula 

^W = ?-["' I'" ^ ^''^-'"f{y)dydt 

which suggests the representation 

r e-'«-rf| = 277 S(x). 
J — CO 

It IS consistent with the properties of the delta function to set 

X S(x) = 0 

for all X From this it follows^ that the equation 

A == B 

does not imply 

A _ B 
X X 

if the values x = 0 is to be included, but rather 

A B 
- = - + c Six), 
X x 

where c is an undetermined constant Extensive use is made of this observation in 
developing Case's method in Chapter 2. 

THE GAMMA FUNCTION 

The gamma function, r(x), is given by 

Tix) = f'^^e-'dt 

so long as the real part of x is positive It satisfies the recurrence formula 

r (x + 1) = xTix). 
Some particular values are 

r ( i ) = 1 

Tii) = V^ 
and for integral values of x, x = n + 1, 

Tin + I) = 1-2-•-in) = «!. 

Tables of the gamma function are available ^ 

THE ERROR FUNCTION 

The error function, erf (x), is defined by the integral 

erf(x) = —= {'' e-""' du. 
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As X increases from zero to infinity, erf (x) increases monotonically from zero to one. 
It may be represented by the series 

, , , 2 1 x^ x^ x'' \ 
erf(x) = — ( x - — + _ - — + . . . j 

or, for large x, by the asymptotic expansion 

i _ £ Z ! / i _ J - 1-3 1-3-5 \ 
erf (X) s; 1 - ^ ^ 1̂1 - 2^, + ^^^.^^ - ^^^,^3 + • • • j -

The error function is also available in tabular form.* 

THE EXPONENTIAL INTEGRALS, ^^(x) 

The exponential integral, £'„(x), is defined for real positive x and n a positive integer 
by the integral 

/» CO 

Enix) = e-'^'u-'' du. 

It may be written in the alternative forms 

Enix) = f e- '^'V"'^ dyi = x " - ' f" £-"«-" du. 

For « = 0, the integration may be carried out with the result 

Eoix) = 
X 

When n = 1, 
£'i(x) = du = — Ei ( — x) 

Jx U 
and the function - Ei (— x) is often called the exponential integral. 

The exponential integrals satisfy the recurrence relations 

^^(x) = En-xix')dx' 
J X 

dEnix) 
dx 

and 

= --Bn-lCx) 

E^ix) = [e-^ - x£„_i(x)] for « > 1. (1) 
n — 1 

Equation (1) shows that all the exponential integrals can be found from £'i(x). 
However, it is convenient to have tabulations^-'' including « = 2, 3, 4, for use in 
neutron transport problems. 

For small x, the series expansion is sometimes useful, namely, 

„ / ^ + ( - 1 ) " ? r r r O o g x - A + y) f o r « > 0 , 
m=a "*^ — \ — m) in — 1)! 
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where y is Euler's constant (= 0.577216), Ai = 0, and A„ = 2m=\ l/w- This shows 
that as X goes to zero, all the exponential integrals for « 5= 2 remain finite, indeed 
EniO) = \lin — 1). However, £1(0) diverges logarithmically. 

For large x, £'„(x) has the asymptotic expansion 

£„(x)^ — [ 1 - - + - ^ ^ -, +...J. 

THE LEGENDRE POLYNOMIALS 

The Legendre polynomials may be defined by the relations 
Poix) = 1 

"̂̂ ^̂  = 24!£^^'"^^'" fo>-«=l '2. - - (2) 
They may also be defined as the unique (except for normalization) set of polynomials 
orthogonal on the interval — 1 < x < 1, such that « is the highest power of x in 
Pnix). In fact, they satisfy the orthogonality relation 

j;^P.(x)/'„(x).x = J ^ 
where §„„, the Kronecker delta, is unity if m = n and zero otherwise. The first few 
polynomials are 

Poix) = 1 
Pi(x) = X 
P^ix) = i(3x2 _ 1) 
Psix) = i(5x^ - 3x). 

They satisfy the recurrence relations 

xPnix) = r — - T [(« + l)P„ + l(x) + nPn^lix)] 
In + 1 

(x= - l ) ^ = «(^ i ' „ -P„_0. 

The Legendre polynomials form a complete set'''" of orthogonal functions for the 
expansion of a function,/(x), defined on the interval — 1 ^ x ^ 1. In particular, 
if/(x) is real and square integrable, i.e., the integral 

J ' j / (x) |=rfx 

exists and is finite, and if the expansion 

fix) ~ 2 /"̂ "W 
Tl = 0 

L = ^^~^Wfix)Pnix)dx 

is considered, then 
w 

Xim J '^ [/(x) - 2 fnPnix)^ dx = 0. 
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This equation is an expression of completeness in that the mean square deviation of 
the expansion from the function goes to zero as N^oo. If the function fix) is 
piecewise continuous or of bounded variation,'' then in addition 

N 

lim y f„Pnix) = fix), (3) 
n = 0 

if/(x) is continuous at the point x, whereas the limit approaches 
imx + 0) + fix - 0)] 

if/(x) is discontinuous at the point x, having the (finite) limits/(x + 0) and/(x — 0) 
as X is approached from the two sides. 

It is of interest to note that equation (3) may be written 
oo 

-^— J ^ /(x')P„(x')P„(x) dx' 
n = 0 

which may be summarized as 
CO 

8(X - X') = 2 ^ ^ ^ Pnix')Pnix). 
n = 0 

Thus, the delta function may also be used in this way to indicate completeness of 
a set of functions. 

When the neutron flux is expanded in Legendre polynomials, P„(/t), then except 
for possible delta functions arising from an anisotropic source, it would be expected 
that the expansion would converge as in equation (3), with a possible discontinuity 
in slab geometry at fi = 0 (§3.5a). 

THE ASSOCIATED LEGENDRE FUNCTION 

The associated Legendre function, P^ix) is defined for integral values of m = 0, 
1 , . . , , / by the formula* 

i'r(^) = (-i)-(i -xT '^^^AJ . 

From this it is seen that P°ix) = Piix). If equation (2) is used for Piix), then it 
follows that 

(-l)m ^t + m 

PTix) = ^-^(i-x-)-'^^-^ix--iy 

and this equation can be used to extend the definition of Pf (x) to negative integral 
values of m such that \m\ ^ /.It can then be shown that 

pr'^ix) = i-D'-^^-^^prix). 
(/ + m)\ 

* The choice of phase, (— 1)", for P^ix) is a common one and is used in Ref. 3. It is not 
employed universally, however, see e.g., Ref. 9, and the reader should check the usage of 
any particular author. 
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The associated Legendre functions satisfy the orthogonality relation 

J- i 2/ + 1 (/ — w)! 

and the recurrence relations 

and 

xPTix) = ^ ^ [(/ - /n + l)P,"Vi(x) + (/ + m)PT-^ix)] 

dP"'(x) 
(x^ - 1) — ^ = IxPfix) - (/ + m)Pr-lix) 

dx 

The first few associated Legendre functions are 

Piix) = - ( 1 - x^)!'^ Pi(cos e) = - s i n 61 

Piix) = -3 (1 - x2)i'2x Pi(cos e) = - 3 sin 6 cos 

Piix) = 3(1 - x^) Pi(cos B) = 3 sin^ 9. 

THE SPHERICAL HARMONICS 

The normalized spherical harmonics, Yimi6, cp) are defined by* 

YUe, 9) = y ^ ^ T J - - ^ ^rCcos e)^-^. (4) 

'V 477 (/ + /w)' 

From equation (4) it can be seen that 

Yi,^,r,ie,<p) = ( - i r i ' , * ( e , 9>) 

where F,* is the complex conjugate of Yim. 
The spherical harmonics are orthonormal in that 

and complete, in that if a function fiO, <p) is expanded in the series 

L I 

fie, 9) = 2 2 ^"• '̂"'( '̂̂ ) 
1 = 0 m= -I 

with 

then 

^ " • " J o j_J(0''p)Yilie, 9) dCOS ed<p 

L I 

hm y y fmYUO, v) = f(e, <P)-
1 = 0 m = - I 

* It may be noted that in some books, the term spherical harmonic is used for a solution 
of Laplace's equation in spherical geometry. This use differs from that given in equation (4) 
by a power of r, the radial coordinate, and y,m is then called a surface harmonic. Again, the 
phase convention is not universally used as indicated in the preceding footnote. 
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APPENDIX FIG. 1 COORDINATES FOR ADDITION THEOREM OF SPHERICAL HAR­
MONICS. 

This limit will be approached for any suitable function fie, <p), in particular, if 
fie, <p) is given in the region — 1 ^ cos 0 ^ \,0 <: <p ^ 2TT and is continuous and of 
bounded variation.^" I f / i s piecewise continuous, then at a discontinuity the mean 
value will be approached. Note that instead of the functions Yim, the real functions 
Pi"(cos e) cos m<p and ^"(cos e) sin m<p can equally well be used for the expansions. 

The spherical harmonics satisfy the important addition theorem. Let two points, 
P and P', on the unit sphere have the coordinates (e, <p) and (0', <p') as shown in Fig. 
1 and let y be the angle between the vectors to P and P'. Then 

cos y = cos 9 cos 0' + sin e sin e' cos (<p — 9). 

The addition theorem states 

P,(cos y) 
477 

11 + 1 
2 Y,li0',^')Yi,,ie,cp) 

which, using the definition of Y^ in equation (4), may be readily reduced to the form 
used in this book 

2 (1 — ni)' 
) - ^ Pi"(cos 0)Pf (cos 6') cos {mif - <?')]• 
(/ + m)\ 

m = 1 

Derivations of the addition theorem and the other equations involving Legendre 
functions in this Appendix may be found, for example, in Refs. 7, 10, 11. 
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Absorption probability, 114 
variational calculation, 298-301 

Adiabatic approximation, shape factor, 
474-75 

Adjoint, 255 
difference equations, 271-72 
flux. See Adjoint, function 
function, 253, 255 

boundary conditions, 255 
and delayed neutrons, 545-46 
and neutron importance, 257, 262-

64, 269 
physical significance, 256 
and reactor kinetics, 468-71 
time-dependent, 266 
trial. See Trial functions 
and variational methods. See Vari­

ational methods 
Green's function, 258, 261, 267 
transport equation, 255, 291, 545 

and flux-weighted integrals, 291 
integral, 261 
multigroup, 272, 273 
one-speed, 259-61, 270-71 

transport operator, 254 
spectrum, 265 
and criticality, 264-66 

Age-diffusion theory, 209-211 
multigroup, 211 

Almost self-adjoint operator, one-speed, 
261, 293 

thermal, 327 

Alpha (a) eigenfunctions, 38-41, 43-44 
and delayed neutrons, 542-46 

Alf)ha (a) eigenvalues, 39-43 
and criticality, 41-43 
and delayed neutrons, 542—46 
perturbation, 274-77 
variational methods, 295 
and thermal neutrons, 367-75 

Amplitude factor, reactor kinetics, 468 
transfer function, 486 

Angular flux, 5 
boundary conditions, 16-17 
in cell calculations, 166 
continuous, 15 
discontinuous, 158-161 
in discrete ordinates. See Discrete or-

dinates 
expansion, 168-69 

in spherical harmonics (or Legendre 
polynomials), 86, 103, 131, 
146-47, 166, 177, 208 

interface conditions, 15-16 
Associated Legendre function, 607 
Asymptotic flux, 71, 78-9, 81, 83, 89, 

100 
reactor theory, 174 
relaxation length, 71-72, 90, 105-107 

Beryllium, scattering, 362 
cross sections, 321-22 

Bethe-Tait analysis, 525-27 
Blackness theory, 136 

611 
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B.V method, 201-203 
Boltzmann equation, 1. See also Trans­

port equation 
Boundary conditions, 15-17, 134-36 

cell, 164 
free-surface, 17 
Marshak, 98-99, 134-35 
Mark, 99, 101, 220, 235 
periodic, 135 
for Ps equation, 98-99, 134-36, 145 
reflecting, 135, 164 
white, 164 

Bragg cutoff, 321 
scattering, 320-21 

Breeding ratio, 572-73 
Breit-Wigner formula, 391-98 

level width, 392, 398 
distribution, 411-15 
reduced, 395, 412 

reaction cross sections, 392 
scattering cross sections, 393-98 
total cross sections, 394 

Burnable poison, 573-8, 594-95 
and flux flattening, 576-78 

Burnup calculations, results, 568-73 
codes, 568, 585 
equations, 564-68 
problems, 562-78 

Calder Hall reactors, 579-80 
temperature coefficients, 589-93 

Case's method, 69 
Cauchy principal value, 73 
Cell calculations, 163-68, 582-83 

boundary conditions, 164 
effective cross section, 167, 582, 589, 

591, 596-97 
spherical harmonics expansion, 165-

68 
Cent, reactivity unit, 283 
Codes, reactor, 204-5, 239, 242, 247, 

582, 584-85 
burnup, 568, 585 
resonance cross sections, 451, 582 

Collision probability, 115-25 
and resonance absorption, 443-6, 449-

51 
thermal neutrons, 364-66 

Conservation form, streaming term, 30-
32, 58-59 

principle, discrete ordinates method, 
228 

property, difference equations, 143 
relations, transport equation, 17-18 

Consistent P approximation, 241, 245 
Constant cross section approximation. 

See One-speed theory 

Conversion ratio, 572-73 
Criticality and adjoint function, 267-68 

and adjoint operator, 264-66 
calculations, multigroup, 193, 205-206 

one-speed, 95-97, 101 
by 5.V methods, 235, 246 
by variational methods, 296-98 

conditions for, 37-48 
in multigroup theory, 187, 193 
rigorous analysis, 37-48 

Critical system, perturbation, 279-81 
Cross correlation, 511 
Cross sections, accuracy tests, 247-48, 

283-88 
effective, cell. See Cell 

resonance. See Resonance 
group. See Group constants 
libraries, 243, 245, 247-48 
resonance. See Resonance 
scattering. See Scattering 
transfer, 182, 241 
transport, 104 

Cubic crystal, scattering law, 347-50, 
352 

Current. See Neutron current 

Dancoff correction, 123-25, 447 
Debye temperature, 401 
Decay channels, 411 
Decay eigenvalues. See Alpha eigen­

values 
Delayed neutrons, 37, 464 

and eigenvalue problems, 542-46 
fraction, effective, 472 
and period eigenfunctions, 542-46 
precursors, 37, 464 
and reactor kinetics, 470-72 
and reactor stability, 506-07 
and transport equation, 464-67 

Detailed balance, principle, 326, 329, 339 
Deuterium, scattering, 323. See also 

Heavy water 
Diamond difference approximation, 233, 

237 
Difference equations, 136-58, 142-43, 

146, 151-58, 193-97, 222-25, 
229-36 

adjoint, 271-72 
conservation property, 143 
in diffusion theory, 142-43, 151-58 
in discrete ordinates method, 222-25, 

229-36 
in matrix form, 140, 195 
in multigroup theory, 193-97 
in one-group theory, 136-38, 146, 151-

58 
approximation errors, 138-39 
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plane geometry, 136-43 
spherical geometry, 146 
two-dimensional geometry, 151-58 

Diffusion, cooling, 379 
heating, 381 

Diffusion length, 71-72, 105. See also 
Relaxation length 

experiments, 375 
Diffusion theory, boundary conditions, 

134-36 
difference equations, 142-43, 151-58 
eigenvalue problems, 188-90, 375-78 
multigroup, 185, 188-90, 194-97 

eigenvalues in, 188-90 
and /*] approximation, multigroup, 

179-80 
one-speed, 89-90, 104-105, 133, 

145, 150 
Dirac delta function, 603 
Disadvantage factor, cell, 168 
Discontinuity condition, 68, 74, 84 
Discrete ordinates methods, 52-53, 214-

49 
codes, 239, 244, 247 
equations, multigroup, 239 
features of, 214-16 
group constants, 239 
multigroup, 237-49 

applications, 242-49 
scattering function expansion, 237 -

39 
one-speed, 216-37 

and conservation principle, 228-29 
in curved geometry, 226-36 
in general geometry, 236-37 
in plane geometry, 216-26 

double Pv method, 220-21, 225 -
26 

scattering function, expansion, 2 2 1 -
22 

and spherical harmonics expansion, 
218-19 

Discrete 5» methods. See Discrete ordi­
nates 

Distributed source, and point source, 79 
Dollar, reactivity unit, 203 
Doppler broadening, 389, 391, 398, 6 0 1 -

609 
and cross sections, 401-409 
and fast reactors, 453-54, 457-58. 525 
and NR approximation, 431-33 
and resonance integral, 452-53 
and resonance overlap, 407, 439-43 
and resonance shape, 402 
and temperature, 404 
and thermal reactors, 588, 589, 594 

Doppler functions, 404, 406 

Doppler width, 404, 407 
Double Pv approximation, 161-63 

in discrete ordinates method, 220-21, 
225-26 

DTF IV discrete ordinates code, 244, 
247 

Effective cross sections. See Cross sec­
tions 

Effective multiplication factor, 44-47 
components, 586 
computation, 205-206 
eigenfunctions. See k eigenfunctions 
eigenvalues. See k eigenvalues 
temperature coefficient, 587-97 

Effective resonance integral. See Reso­
nance integral 

Eigenfunctions, 38-47 
alpha. See Alpha eigenfunctions 
completeness, 43, 533 
effective multiplication factor. See k 

eigenfunctions 
existence, 43-44, 369-70 
expansion, 268, 533 
in multigroup theory, 186-197 
reactivity. See k eigenfunctions 
in thermalization, 374 

Eigenvalues, 39-47 
alpha. See Alpha eigenvalues 
decay. See Alpha eigenvalues 
with delayed neutrons, 542-46 
in diffusion theory, 188-90, 375-78 
effective multiplication factor. See k 

eigenvalues 
existence of, 43-44, 369-70 
in multigroup theory, 186-98 
multiplication rate. See Alpha eigen­

values 
and perturbation theory, 274-83 
problems, 37-48 

computation, 205-206, 247 
multigroup, 186-98 
thermalization, 366-83 

relaxation length, 370-72 
time decay, 372-73, 375 
types, 367-69 

reactivity. See k eigenvalues 
time decay. See Alpha eigenvalues 

Einstein crystal model, 343 
Elastic scattering. See Scattering 
End-point method, 96 
Energy groups, 181 
Equivalence principle, 448-51 
Error function, 604 

Escape probability, 114-25, 444-46, 449 
Dancoff correction, 123-25 
fully rational, 124 
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rational approximation, 120 
Wigner, 118, 124 

resonance See Resonance 
Euler equations, variational theory, 303-

12 
Excursions, power See Power 
Experimental Boiling Water Reactor, 

516-17 
Experimental Breeder Reactor, 514-16 
Exponential integrals, 605 
Extended transport approximation, 242 
Extrapolation distance, 94-95, 98-99 

Fast-neutron systems, St calculations, 
243-47 

Fast reactors, accident analysis, 522-27 
criticality calculations, 243-47 
Doppler effect, 453-54, 457-58, 525 
pulsed, 520-22 
resonance in, 457-58 

Feedback, 467 
delayed, 492, 502-506 
fuel, 491, 502-506 
function, 495 
moderator, 491, 502-506 
point reactor, 490-509 
and reactor stability See Stability 
temperature, 492 
and transfer function, 491-94 
xenon, 556-62 

Fermi age, 210 
Fermi pseudopotential, 337-38 
Fick's law, 89, 104, 133-34 

energy dependent, 179, 184 
Fission calculations, 46-47, 190-93 

channels, 414—15 
spectrum, 9, 10 

Flat source (or flux) approximation, 
445, 449, 451 

Fluctuations, neutron density, 36 
Flux, angular, 5 See also Angular flux 

neutron See Neutron 
scalar, 5 
total, 5 
vector, 5 

Flux recovery approximation, 424 
Flux weighted integrals, 291 
Free-atom, scattering See Monatomic 

gas 
Free surface, 17 

boundary conditions, 17, 134-35, 255 
Frequency spectrum See Phonon 
Fuchs Hansen model, 517-20, 526 
Fuel burnup See Burnup 

feedback See Feedback 
loading, 569-73 
shielding factor, 583 

temperature coefficient, 588-98 
Functionals, 292-95 

Gamma functions, 604 
Garelis-Russell method, 550-54 
Gauss ehmmation method, 141 
Gaussian approximation, scattering, 3 5 1 -

53 
m water, 359 

Gauss quadrature parameters, 218-19, 
235-36 

Gauss-Seidel method, 156 
Godiva assembly, 243, 244-46, 283-85 
Godiva II, pulse experiments, 520-22 
Graphite, scattering, 354-58, 582 
Green's function, 20-21 , 26 

adjoint, 258, 261, 267 
in one-speed theory, 68, 76-77, 85, 94 
and reciprocity relations. 111 
m thermalization, 329 

Group constants, 48, 49, 51-52, 182, 184 
bilinear averaged, 308 
for cell calculations, 582 
determination, 199-200 
discrete ordinates, 239-42 

consistent P approximation, 241, 245 
extended transport approximation, 

242 
resonance, 438-39, 451, 582 
self-consistent, 308-10 
thermal, 363, 582 

Group cross sections See Group con­
stants 

Group diffusion coefficient, 185 
Group flux, 183, 200-204, 248, 309 

B\ method, 201-203 
measurement, 248 

Heavy hydrogen See Deuterium 
Heavy water, scattering, 362 
Hermitian operator, 253 
Heterogeneous systems, absorption prob­

ability, 114, 298-301 
collision probability, 115-25, 443-46, 

449-51 
equivalence principle, 448-50 
escape probability, 115-125, 444-46, 

449 
resonance integrals, 451-53, 454—57 

Hydrogen scattering, 320, 323, 346-47, 
see also Water 

Importance See Neutron importance 
Incoherent scattering, 323 See also Scat­

tering 
approximation, 340-41 

Inhour equation, 478-80 
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Inner interations. See Interations 
Inner product, 253 
Instability reactor. See Stability 
Integral transport equation. See Trans­

port equation 
Interaction rates, 11 
Interface conditions, 15-16, 136 
Intermediate scattering function, 340-50 

cubic crystal, 348 
isotropic harmonic oscillator, 343-47 
monatomic gas, 342 

Isotropic harmonic oscillator, scattering, 
343-47, 352 

Iteration methods, 154-58 
improved, 156-58 

Iterations, fission, 46-47, 190-92. See 
also Iterations, outer 

inner, 158, 204, 206 
in discrete coordinates, 234 

outer, 192 
in eigenvalue problem, 204, 206 
in multigroup theory, 194—98 

power, 192 
source, 192 

Jezebel assembly, 243, 246, 283-90 
Jump condition, 68, 74, 84 

Kinetics. See Reactor kinetics 
k eigenfunctions, 45-47, 187 
k eigenvalues, 44-48 

computation, 205-206 
and delayed neutrons, 542-46 
and discrete ordinates, 246-47 
in fast-neutron systems, 246-47 
iteration. See Iteration, outer 
in multigroup theory, 186-98 

difference equations, 193-94 
iteration procedures, 194-98 

and perturbation theory, 111-19, 2 8 1 -
83 

positive dominant, 189 
in thermal-neutron systems, 584-85 

Legendre polynomials, 606 
Lethargy, 207 

and age-diffusion theory, 209-11 
and elastic scattering, 207-208 
and Pi approximation, 208-209 
and resonance integral, 450-51 

Liebmann method, 156 
accelerated, 157 

Liquids, scattering, 350-51 
Line relaxation method, 170 

Mark boundary conditions, 99, 101, 220, 
235 

Marshak boundary conditions, 98-99, 
134-35 

Maxwell distribution, 323-26, 377 
deviations, 378-83 

Mode (or Modal) expansion, 533-34, 
588 

synthesis, 534-36, 540-41 
Moderator, scattering in, 354-62 

temperature coefficient, 588-98 
Milne problem, 93 
Monatomic gas, energy transfer function, 

333 
scattering in, 329-37, 351-52 
function (or kernel), 331-33 

intermediate, 342 
thermalization in, 330 
velocity transfer function, 335 

Monte Carlo method, 53-56 
Multigroup, age-diffusion theory, 211 

calculations, 204-206, 242-47, 584-85 
constants. See Group constants 
diffusion theory, 178, 185 

adjoint, 273 
eigenvalue problems, 186-198 
perturbation methods, 281-83 
source problem, 185 

methods, 51-53, 173-211 
discrete ordinates, 237-47 

Pv approximation, 178 
equations, 181-83 

Pi approximation, 178 
eigenvalue problem, 187-94 
equations, 183-84 
adjoint, 272 
variational derivation, 305-308 

thermal neutrons, 364-66, 582-83 
Multiplication rate eigenvalue. See Alpha 

eigenvalue 

Narrow resonance (NR) approxima­
tion, 423-33, 424, 426 

in fast-neutron system, 457 
in heterogeneous system, 446, 451 

Narrow resonance infinite mass (NRIM) 
approximation, 433-38, 451 

Nelkin scattering model, 359 
Neutron conservation, 17, 18, 26. See 

also Conservation 
current, 6 

angular, 5 
delayed. See Delayed neutrons 
density, 5 

angular, 4 
diffusion length. See Diffusion length 
flux, angular, 5. See also Angular flux 

asymptotic. See Asymptotic flux 
flattening, 576-78 
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scalar, 5 
total, 5 
vector, 5 

importance, 257 See also Adjoint 
function 

equation, 262-64 
and flux mode, 269 

lifetime, prompt, 472 
zero, approximation, 480-82 

as point particle, 2, 35 
polarization, 3, 35 
pulse, experiments, 367, 369, 376-77, 

546-55 
fast, 520-22 

reduced wavelength, 2 
relaxation length See Relaxation 

length 
scattering See Scattering 
slowing down, 315, 383-84 
strength function, 419 
temperature, 380 

moderator, 382-83 
thermal, 324 

collision probabilities, 364-66 
eigenvalue problems, 366-78 
equilibrium, 336 
Maxwell distribution See Maxwell 

distribution 
reciprocity relation, 327-29 
transport equation, 325-27 

thermalization, 315-83 See also 
Neutrons, thermal 

transport equation See Transport 
equation 

wave experiments, 368 
wavelength, 2 

Nodal analysis, 533 
Noise, reactor, 513 

One-speed theory, 64-125, 129-69, 216-
37 

adjoint equation, 259-61 
operator, 261, 270-71, 293 

collision probabilities, 115-25 
criticality calculations, 95-97, 101, 

296-98, 311-12 
discrete ordinates, 216-37 
escape probabilities, 115-25 
perturbations in, 282 
variational methods, 293, 295-301 
P\ approximations, 87, 129-69 See 

also One speed transport equa­
tion 

One-speed transport equation, 65-66 
adjoint, 259-61, 270-72 
anisotropic scattering, 102-108 

separation of variables, 107-108 

spherical harmonics expansion, 102-
107 

cell calculations, 163-68 
finite medium, 91-101 

Milne problem, 93-97 
spherical harmonics expansion, 9 7 -

101 
infinite medium, 69-91 

Case's method, 69 
Fourier transform method, 79-85 
separation of variables, 69-79 
spherical harmonics expansion, 86 -

91 
numerical solutions, 129-58 

dfference equations See Difference 
equations 

in diffusion theory, 151-58 
in Pi approximation, 143 
in Pi approximation, 136-42 

Pv approximation, 87-88, 132, 143 
boundary conditions, 97-99, 134, 

145 
double, 158-63 

Pi approximation, 88, 132-33 
boundary conditions, 98-99, 134-

36, 145 
difference equations, 136-42 
and diffusion theory, 89-90, 104-

105 
in general geometry, 146-50 
in one dimensional geometry, 150-

51 
in plane geometry, 133, 136-42 
in spherical geometry, 145-46 

Operator, positive, 190, 197, 225 
transport, 38-41, 44, 254, 259-61, 

264-68 
adjoint, 254-55, 259-61, 264-68 

almost self-, 261, 293, 327 
spectrum, 41 
for thermal neutrons, 327-29 

Optical path length, 24, 364 
reciprocity theorem. 111 

Outer Iterations See Iterations 

Pair-distribution function, 338-41 
Peach Bottom reactor, 580-81 

temperature coefficient, 593-98 
Penetration factor, resonance, 395 
Period eigenvalues See Alpha eigen­

values 
Perturbation theory, 273-90 

and alpha eigenvalues, 214-11, 283-88 
applications, 273-74, 283-90 
and critical systems, 279-81 
and cross sections, 284-288 
and k eigenvalues, 277-79, 281-84 
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in multigroup theory, 281 
in one-speed theory, 282 
and reactivity effects, 288-90 

Phonon, 318 
expansion, 344-45 
spectrum, 355 

Px approximation. See Multigroup P» 
approximation; One-speed trans­
port equation 

Pi approximation. See Diffusion theory; 
Lethargy; Multigroup P^ ap­
proximation; One-speed trans­
port equation 

Point and distributed sources, 78 
Point Jacobi method, 156 
Point reactor, 468-83 

amplitude factor, 468 
with feedback, 490-509 
kinetics equations, 473 

linearized, 482-83 
model, 473 
shape factor, 468, 472-76, 541-42 
transfer function. See Transfer func­

tion 
zero power, 476-77 

Point successive overrelaxation method, 
157 

Porter-Thomas distribution, 234 
Power coefficient, 495, 559 
Power excursions, 517-27 

Bethe-Tait analysis, 525-27 
Fuchs-Hansen model, 517-20, 526 

Power oscillations, 488, 489 
xenon-induced, 555-62 

Practical width, resonance, 426 
Prompt-jump approximation, 480-82 
Prompt-neutron lifetime, 472 

zero, approximation, 480-82 
Pulsed-neutron experiments. See Neutron 

pulse 
Pulsed-reactor experiments, fast, 520-22 

Quadrature weights, 217 
Gauss, 219 

Quasistatic approximation, 474, 540 

Rational approximation, 120, 446-49, 
451-52 

Reactivity, 472 
changes, and perturbation theory, 277-

79, 281-8 
determination, pulsed source, 546-54 
eigenvalues. See k eigenvalues 
and reactor period, 477-80 
temperature coefficients, 587, 589-97 

Reactor, calculations, 204-206, 243-47, 
581-86 

codes. See Codes 
dynamics, 463-527. See also Reactor 

kinetics 
space-dependent, 532-78 

fast. See Fast reactor 
graphite-moderated, gas-cooled, 578-

97 
kinetics, 463-527. See also Point re­

actor 
equations, 470-71 

linearized, 482-83 
pulsed, 548 
and xenon instability, 556-62 

noise, 513 
oscillator, 510 
period, 476 

and delayed neutrons, 544 
and reactivity, 477-80 

power excursions. See Power excur­
sions 

stability. See Stability conditions 
thermal. See Thermal reactor 

Reciprocity relations, general, 258 
one-speed, 108-15, 261 

applications, 110-15, 446 
thermal neutrons, 327-29 

Reduced Planck constant, 2 
wavelength, 2 

Relaxation length, 71. See also Diffusion 
length 

asymptotic, 71-72, 90, 105-107 
thermal, 368, 370-72 

Resonance absorption, in heterogeneous 
systems, 443-56 

collision probability method, 443-46 
equivalence principle, 446-49 
NR approximation, 446, 449, 451 
NRIM approximation, 449, 451 
in homogeneous systems, 420—43 

intermediate approximation, 436-
37 

NR approximation, 423-33, 435, 
438 

NRIM approximation, 434-36 
absorption probability, 422 

NR approximation, 427-30, 435 
NRIM approximation, 435 

Breit-Wigner formula. See Breit-Wig-
ner formula 

cross sections, 349-410. See also Breit-
Wigner formula, Scattering 
function 

effective, 421, 427, 431 
fast-neutron systems, 457 
with overlap, 440 

Doppler broadening. See Doppler 
broadening 
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escape probability, 422, 427-28, 586 
temperature coefficient, 588, 590, 

597 
flux, heterogeneous systems, 444-48 

homogeneous systems, 422-31, 434, 
436-37 

group constants, 438-39, 451, 582 
integral, heterogeneous systems, 451-

452 
calculated and experimental, 455 
computation, 451 
and temperature, 452, 456 

homogeneous systems, 421, 426 
computation, 451 
NR approximation, 428-30 
NRIM approximation, 435 

intermediate approximation, 436-38 
level spacing, 415-16 
at low energies, 409-10 
narrow (NR), approximation, 423-

433, 435-37 
infinite mass (NRIM), approxima­

tion, 434-37 
overlap of, 406-409, 439-43 
parameters, values, 417 

determination, 398-401 
in unresolved region, 410-20 

penetration factor, 395, 413 
practical width, 426 
quasi-, 408 
region, 389 
resolved, 390 

scattering, 393-98, 406, 408, 419 
and temperature. See Doppler broad­

ening 
unresolved, 319, 410-20, 439-43 
width, 392, 398 

distribution, 411-15 
practical, 426 
reduced, 395, 412, 414 

Richardson method, 156 

Scattering amplitude, 321 
anisotropic. See Scattering function 

expansion 
in beryllium, 321-22, 362 
in bound systems, 317-20, 337-62 
Bragg, 320 
coherent, 320-23, 337-43 
cross sections, binding effects, 316-23 

bound and free, 319-23 
coherent and incoherent, 322-23, 

337-40 
elastic, 176-7 
by hydrogen (protons), 346-47 
resonance, 393-98, 408 

calculation, 393-96 

Doppler broadening, 406 
in unresolved region, 419 

in cubic crystal, 347-50, 352 
elastic, 8, 9, 10, 49, 51, 176, 207-208 

bound and free atom, 317-23 
in terms of lethargy, 207-208 

function, elastic, 176 
expansion in spherical harmonics (or 

Legendre polynomials), 49, 
102-103, 131, 175-77, 220, 238 

general, 337 
intermediate, 340-50 

Gaussian approximation, 351-53, 
359 

isotropic harmonic oscillator, 343-
47 

monatomic gas, 331-33 
in graphite, 356-58 
in heavy water, 362 
incoherent, 323, 337-343 

approximation, 340-41 
inteilastic, 8, 10, 49-51, 317, 349 
isotropic harmonic oscillator, 343-47, 

352 
kernel. See Scattering function 
laws, 329^1 

in bound systems, 337-62 
experimental determination, 353 
free-atom, 329-37 
general, 337-40 
incoherent approximation, 340-41 
monatomic gas, 329-37, 342 

in liquids, 350-51 
in monatomic gas, 329-37, 342, 352 
pair-distribution function, 338-41 
potential, 393, 395 
resonance, 393-98, 406, 408, 419 
up-, 193, 198, 206, 338 
in water, 358-61 
in zirconium hydride, 347, 362 

Schwinger functional, 294 
Self-adjoint operator, 253 

almost, 261-62, 327 
Shielding factor, cell, 168, 583-84 
Slowing-down density, 422 

region, 315 
to thermal region, 383-84 

Ss method. See Discrete ordinates meth­
ods 

Source, point, distribution, 78-79 
problem, in multigroup theory, 185 
pulsed. See Neutron pulse 

Shape factor, 461, 472-76 
adiabatic approximation, 474, 540 
quasistatic approximation, 475, 541 

Spectral density, 512 
radius, matrix, 156-57 



INDEX 619 

Spherical harmonics, 608-609 
expansion. See Angular flux, Scatter­

ing function 
and Legendre polynomials, 86 

Streaming term, 14, 15 
in conservation form, 30-32, 58-59 
in general coordinate systems, 56-59 
in plane geometry, 28-29, 59 
in spherical geometry, 29-30, 59 

Stability conditions, reactor, 494-509 
with delayed feedback, 502-506 
delayed and prompt neutrons, 506-507 
nonlinear analysis, 508-509 
and perturbation frequency, 499-502 
xenon effect, 555-62 

Stabilized march method, 193, 198 
Sweeps, method of, 141 

Temperature coefficient, 433, 442, 456 
calculations, 583-85, 587-97 

Thermalization. See Neutrons, thermal, 
thermalization 

Thermal reactors. See Calder Hall, Peach 
Bottom 

calculations, 578-97 
methods, 581-82 

temperature coefficients, 583-85, 587-
97 

relaxation length, 368, 370-72. See 
also Diffusion length 

Topsy assembly, 243, 246 
Transfer cross sections, 182, 241, 438, 

439 
Transfer function, 483-517 

amplitude, 486 
applications, 514-17 
with feedback, 491-94 
measurement, 509-14 
phase angle, 486 
and reactor noise, 513 
resonance frequency, 498-99 
space dependence, 488-90 
zero power, 483-88 

Transfer probability, 8-11 
Transport cross section, 104 
Transport equation, 1, 11-59 

adjoint. See Adjoint 
Sji approximation, 201-203 
boundary conditions, 15-17 
and criticality, 37-38 

rigorous analysis, 42-43 
and delayed neutrons, 464-67 
derivation, 11-15 
homogeneous, 19, 38, 43-44 
inhomogeneous, 19, 38, 44 
integral form, 21-28, 32-34 

adjoint, 261 

for thermal neutrons, 364-66 
integro-differential form, 21 
limitations, 35-37 
linearity, 19 
multigroup form. See Multigroup 
and neutron conservation, 17-18, 26, 

30-32 
one-speed. See One-speed 
solutions, existence, 43-44 

methods, 48-56. See also citations 
under Discrete ordinates meth­
ods, Monte Carlo methods, 
P.v approximation. Pi approxim­
ation 

streaming term. See Streaming term 
for thermal neutrons, 325-27, 362-66 

integral form, 364-66 
variables, treatment of, 174—75 

Transport operator. See Operator 
Trial functions, 292-95, 300, 305 

adjoint, 292-95, 305 
discontinuous, 301 

Up-scattering, 193, 198, 206, 338 

Variational methods, 290-312 
and alpha eigenvalues, 295 
applications, 290-91, 295-98, 310-12 
and critical dimensions, 296-98 
and eigenvalue determination, 295 
and Euler equations, 303-12 
and flux-weighted integrals, 291 
functionals, 292 
and group constants, 308-10 
J functional as Lagrangian, 303-305 
one-speed, 293, 295-98 

and absorption probability, 298-301 
and critical dimensions, 296-98 

and Pi multigroup equations, 305-308 
trial functions. See Trial functions 

Water, heavy. See Heavy water 
scattering, 358-61 

Weighting factors. See Quadrature 
weights 

Wigner rational approximation, 118 
Wigner-Seitz approximation, 164 
Within-group flux. See Group flux 

Xenon instability, 555-62 
oscillations, 559-62 

Yvon's method, 161-63 

Zero prompt lifetime, 480-82 
ZPR-III 48 assembly, 247, 283-85, 288 
Zirconium hydride, scattering, 347, 362 




