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1

Introduction to the book

The use of atomic properties for time measurement was born in 1955 when the
first caesium beam frequency standard began regular operation in the United
Kingdom. Of course, other types of atomic frequency standard had already
been attempted. However, they had proved unable to provide a unit of time and
uniform time scales superior to those based on celestial motions, in the way
that the caesium standard could. Caesium standards soon proliferated, whilst
their accuracy advanced by leaps and bounds. The good agreement between
them inspired confidence and, in 1967, it was possible to make an atomic def-
inition of the second to replace the previously used astronomical definition.
Several years later, the existence of an adequate atomic time scale for the man-
agement of world affairs was officially recognised by the 14th General Con-
ference on Weights and Measures (1971).

Despite these achievements, over a quarter of a century later, the atomic
measurement of time has still not really become familiar. Could this be due
to a deeply ingrained habit of measuring out our everyday existence by the
movements of the celestial bodies? Or could it be a reaction to the lack of po-
etry in atomic clocks, or their inscrutable accuracy? This may be so, but there
are also more objective reasons that can sometimes make it difficult to accept
atomic time. One of these is the need to formulate the measurement of time
within a relativistic framework, and another is the complex relationships be-
tween atomic time and the time of the dynamical theories used by astronomers.
The latter problem was a subject of controversy over twenty years or so, and
even the International Astronomical Union was not completely able to lay the
ghost with a resolution adopted in 1991. Recently, some have thought that the
discovery of rapid pulsars, the so-called millisecond pulsars, might bring the
measurement of time back within the jurisdiction of astronomy.

Meanwhile, in the peace of their laboratories, physicists are barely suscep-
tible to such interpellations. Following a period of relative stagnation which
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lasted about twenty years, a sudden gain in the accuracy of frequency stan-
dards was achieved in 1994. The new techniques that made this improvement
possible are also full of promise for further progress in the near future. On the
other hand, the world of industry has not limited its involvement. Manufac-
tured quartz clocks and atomic clocks of various types have shown continual
improvement. The instrument favoured by fundamental metrological research
has always been the caesium clock and thousands of these have already been
produced. In 1994, a new manufactured version came out which scored a ten-
fold enhancement over the whole range of relevant qualities, compared with
previous versions.

Through the industrial manufacture of timing equipment, important appli-
cations of time—frequency techniques have seen the light of day. An example
1s the Global Positioning System (GPS), in full operation by 1995. This inter-
ests a whole range of potential users, from geodesists seeking to represent the
whole globe to the nearest centimetre, to ramblers, not forgetting the military
applications for which the system was originally devised.

Considering these recent advances in the already well-tested atomic tech-
niques of time measurement and the new problems posed by such a gain in
quality, it seemed an opportune moment to present something of their founda-
tions: the basic principles, construction of the best standards, ways of compar-
ing frequencies and times with the ultimate accuracy, and ways of accessing
the primary standards, that is, the best realisations of the second and the Inter-
national Atomic Time at the highest level of accuracy. It also seemed useful to
recall the role of astronomical time scales, which remain important for various
reasons.

As we have already mentioned, the fundamental measurement of time can
no longer be conceived of outside a relativistic framework. Up to the present
time, Einstein’s general relativity, the simplest of these theories, has always
remained in agreement with experimental results. We shall therefore adopt it
as our working hypothesis. However, we must express some reservations in
this regard. To begin with, we had hoped to treat the measurement of time
within the framework of classical physics and then indicate, in small print as it
were, what would be required to take relativistic effects into account. But then
it seemed to us that this method ran the risk of promoting a widely held view
that general relativity is in some sense a mere addition to classical theory, that
its contribution to science consists in making a set of relativistic corrections.
In reality, general relativity is a complete model for the structure of space and
time, as well as for gravitational effects. We have therefore directly established
the useful developments within the context of this theory. The reader who is
barely familiar with such questions should nevertheless persevere, for we shall
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go no further than recalling the postulates of the theory and its mathematical
consequences in the greatest simplicity.

The inevitable linearity of a written account is poorly suited to the many
interactions between the varied aspects of time measurement. The brief de-
scription given here of the various chapters in the book is intended to orient
the reader with regard to this problem.

Chapter 2 recalls the fundamental principles of time measurement for
macroscopic phenomena, the only ones to be considered here. In truth, this
is essentially a review of H. Poincaré’s analysis, whose relevance extends to
the relativistic context.

Chapter 3 shows how time measurement relates to general relativity. In an
extended space, time is one element of a four-dimensional coordinate system
and cannot be dissociated from the spatial coordinates. We shall define the
coordinate systems used and establish some equations relating local physics
to spacetime coordinates. We shall also discuss the conventions involved in
synchronisation and comparison of distant clocks.

Chapter 4 has a historical objective. It shows how time measurement has
evolved, in particular, during the twentieth century. We shall discuss the de-
velopment of ideas stimulated by development of techniques, as well as the
problems raised by transition from astronomical measurement of time to its
atomic measurement.

Chapter 5 describes the tools involved in using atomic time standards, and in
particular, methods for characterising their metrological qualities and compar-
ing one with another. The characterisation of frequency stability has led to new
developments in statistics. These refer to time series of measurements and the
definition of variances which allow manufacturers and users of frequency stan-
dards to speak a common language. The characterisation of the accuracy of a
frequency is also a problem specific to time measurement, although it could be
extended to any physical quantity whose unit is directly defined by a natural
phenomenon that is considered to be reproducible. Concerning the compari-
son of frequencies and time scales at a distance, we shall see that it is a crucial
question in the sense that it often gives rise to greater uncertainties than those
involved in the quantities to be compared.

Chapter 6 treats atomic frequency and time standards, also called atomic
clocks. We shall begin by reviewing, on an elementary level, the main ideas of
atomic physics and spectroscopy required to understand the workings of these
standards and their principal features. There are several sorts of atomic clock,
all making use of some transition between atomic levels of the same type, but
in different atoms, such as caesium, hydrogen and rubidium. Even ions are
used, like the mercury ion. It is the caesium clocks built and used in metrolog-
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ical laboratories that best achieve the definition of the second. These are the
primary frequency and time standards. Their main feature is accuracy. Indus-
trial versions of the caesium clock allow a relatively inexpensive dissemination
of the unit of time, and hence of atomic time itself. Other types of atomic clock
will also be described. They have been built or developed because they are spe-
cially suited to certain fields of application. Some are bulky but exceptionally
stable, whilst others are less stable but rather compact. In this chapter, we shall
go into the principles by which atoms are manipulated using the radiation from
lasers. This experimental technique, which appeared recently, makes it possi-
ble to slow down and trap atoms before launching them in a highly controlled
manner at very low speeds. Since 1996, this technique has led to an accuracy
that excels that of all other primary frequency and time standards. The potential
in these methods for manipulating atoms by laser beams, combined with the
extraordinary international competition that they arouse, are a firm guarantee
of future improvement in the performance of atomic clocks.

Chapter 7 is mainly devoted to the construction of the unique atomic time
scale taken by convention as the international standard, namely, the Interna-
tional Atomic Time (denoted in all languages by TAI, from the French name
Temps atomique international). We shall see how worldwide cooperation has
been able to establish and maintain such a scale, and we shall investigate its
qualities and the way it is disseminated. But we shall also see how it has been
necessary to compromise, accepting as the practical standard a time scale based
on the TAI but ingeniously adapted to maintain connections with the Universal
Time (UT) as specified by Earth’s rotation. This hybrid is known as Coordi-
nated Universal Time (officially denoted by the acronym UTC). We shall show
how the so-called proper second required for laboratory work can be obtained
from the TAI or UTC.

Chapter 8 gives definitions of the various astronomical times in common
use. These time scales have been gradually elaborated by observation of celes-
tial bodies throughout a long period of history. Their usual definitions carry the
traces of such historical developments and are thereby somewhat obscured for
those unfamiliar with astronomy. We have thus made every effort to bring out
the basic concepts upon which the operational definitions given by astronomers
are founded. We shall investigate the purpose of these time scales. In particu-
lar, the Universal Time, witness to Earth’s rotation, is a very important phys-
ical quantity requiring continuous measurement. Indeed, the efforts devoted
to measuring Universal Time remain on a par with those required to maintain
atomic time. Concerning pulsars, although they cannot provide a good measure
for time, their study is nevertheless hampered by the uncertainties involved in
atomic time. This is one of the most demanding applications for atomic clocks.
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Finally, Chapter 9 presents some applications selected for the high level of
quality in the time and frequency standards they require. Naturally, these appli-
cations belong to the area of fundamental research. The use of time standards
in more utilitarian programmes is concomitant with a certain degree of sacri-
fice as far as their ultimate qualities are concerned, in favour of reliability and
reduced costs. However, the more practical instruments sometimes lag only
slightly behind those destined for laboratory use when it comes to accuracy and
stability. The Global Positioning System provides a good illustration for this.
As we are all either direct or indirect users of this system, we shall go into some
degree of detail. We shall also show, as an example, how the measurement of
time is relevant to a space-based oceanographic mission, TOPEX/POSEIDON.
Indeed, we shall see that it underlies many aspects of the mission, with a high
requisite level of quality.



2

The principles of time measurement

2.1 Introduction

The range of physical time spans is vast, from the Planck time of 10™% s,
which is the shortest we can conceive of in physics, to those encountered in
cosmology, of the order of tens of billions of years, or 10!7 to 108 s.

From this range, we shall be concerned with only that very small part which
has given rise to accurate measurements. Roughly speaking, this extends from
periods of the order of 10~15 s, associated with visible atomic transitions, to
periods of several thousand years, let us say 10'! s, over which astronomical
observations have been made. This 1s the domain of typical laboratory experi-
ments and dynamical astronomy, which have each in turn required or supplied
time standards: the domain of time metrology.

Until the birth of relativistic theories at the beginning of the twentieth cen-
tury, time and space formed an external and immutable framework within
which our various activities could be accomplished. We were there to perceive
this framework through the presence and evolution of beings and objects. At
the same time, we were convinced that it existed independently of its con-
tent, and even that it would have existed without any content at all. Today,
it is thought that spacetime cannot be conceived of without mass and energy,
and that there is no privileged time such as Newtonian absolute time. Such a
conception forces us into redoubled humility before nature. Let us admit that
we do not know what time is. We know only that we need a temporal coordi-
nate and three spatial coordinates to represent physical phenomena and invent
mathematical models for them. Why these four independent coordinates and
not five, or more? It is quite simply because four are enough to ensure that no
measurable inconsistency occurs in our physical models.

Freed from absolute time, it becomes easier to accept a pragmatic approach
to defining, or rather, to measuring time. Indeed, time is defined in such a way



2.2 Time and reproducibility: the notion of duration 7

that mathematical models of nature remain simple. It is worth adding that the
other physical quantities, such as length, mass, and so on, should be defined
in the same way. It is thus by examining criteria of simplicity that we shall be
able to tackle the basics of time measurement, define a unit of time and choose
a time scale that can be taken as a world standard for dating events.

2.2 Time and reproducibility: the notion of duration

Nothing could be simpler than to take a well-known observational feature of
our relationship with nature and turn it into a postulate. This feature is the
reproducibility of any experience in time and in space. It was H. Poincaré who
first stated this postulate in his discussion on the measurement of time [2.1]
(translation): ‘“When we use the pendulum to measure time, what postulate do
we implicitly assume: it is that the duration of two identical phenomena is the
same; or, if we prefer, that the same causes require the same time to produce
the same effects.’
However, this simplicity is illusory. Several claims demand our attention.

2.2.1 Chaos

Experience teaches us only [2.1]: ‘that approximately like causes take roughly
the same time to produce roughly the same effects.’

Poincaré’s assertion here may be somewhat surprising. He was one of the
pioneers in the study of deterministic chaos according to which roughly similar
causes can produce quite different effects in the same time.

The existence of chaotic phenomena does not contradict the reproducibil-
ity postulate. It merely reminds us that caution is of the essence when apply-
ing it. In metrology, the aim is to provide reproducible standards, and it is
founded on well-behaved phenomena for which an approximate application of
the reproducibility postulate remains possible. It is indeed precisely the role of
the metrologist to recognise and use such phenomena, whose dependence on
poorly controllable perturbing causes remains weak and bounded.

2.2.2 Transposing the measurement of time to the measurement
of another quantity

When Poincaré speaks of the same causes and the same effects, he assumes
that we already have standards for assessing them. A measurement of time,
that is, in this case, duration, can only ever be accessible to us through the
measurement of another quantity.
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Returning to his pendulum example, if we wish to obtain the unit duration,
the second, by a single there-and-back oscillation, we must define with great
accuracy some ‘point’ of reference through which the pendulum passes and
obtain a signal at the moment it passes there. In practice, nothing is instan-
taneous. A photoelectric method could give a signal extending over 0.001 s.
The second would then only be given to a relative accuracy of 107>, But the
reproducibility postulate becomes useful when we can repeat the experiments
without interruption. For then, although the read time remains unchanged, the
error in the unit is, on average, divided by the number of cycles observed. In
the pendulum example, it reduces to 10™8 after one day’s observation. At the
present time, the second is defined as the duration of 9 192 631 770 periods
corresponding to a specified atomic transition. Simply counting periods would
lead in one day, provided none were missed, to a relative uncertainty in the
second of 10713,

In the two examples above, a measurement of time is converted into a volt-
age measurement, but the reproducibility postulate can reduce this measure-
ment to a simple, almost qualitative act of recognition, in such a way that any
uncertainty in the volt has no effect whatever on that in the second. This high-
lights the advantages of referring to phenomena of very short duration.

2.2.3 The local nature of phenomena

In order to control the causes of the phenomenon, in the hope that they will
be the same whenever we wish to reproduce it, the experiment must be a local
experiment, that is, rather close to the experimenter.

Are there any naturally reproducible large scale or distant phenomena that
are sufficiently rapid to answer the needs of accuracy? At the present time,
we do not know of any. The rotation of the Earth seemed for a long time to
fulfill these requirements, until there came proof of its irregularities, during the
second half of the twentieth century. The rapidly rotating pulsars discovered
since 1982, with periods in the millisecond range, would have been excellent
standards for duration, had the rotation not been slowing down!

If a distant and well reproducible phenomenon were discovered, we could
base the definition of the unit of duration on observations of it. In fact, we
would certainly do so, if there were some advantage to it. However, this would
require recourse to theory, if only to the theory of propagation of electromag-
netic waves. Used in the purest possible way, without appealing to any theory
that might one day be contested, reproducibility leads to local measurement
standards.
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2.2.4 Differential ageing?

Poincaré’s postulate mentions causal relations. We may wonder what happens
when two phenomena occur in parallel, independently of one another. If a
chemical reaction reaches conclusion whilst our atomic clock counts 1019 peri-
ods, can we be sure that in a million years from now, the same reaction will still
take the same number of periods? The postulate allows us to assert that it will
indeed be the same number. In fact, there is nothing to stop us establishing a
causal connection between the two phenomena, for example, by triggering the
reaction after n atomic periods and considering the global phenomenon ‘pe-
riod counting and chemical reaction’. The duration of this global phenomenon
must be invariable. The postulate leaves no room for differential ageing of the
various natural phenomena. Concerning the question as to whether local phe-
nomena and their laws age globally, this would suppose the existence of some
fictional time by which we could make our assessment. The existence of such
a time is a pointless hypothesis.

Notwithstanding, it is as well to refrain from unjustified overconfidence as
regards the reproducibility postulate. Although it has never yet been found to
fail, it may one day be brought into question by experimental progress.

2.2.5 Reproducibility and measurement standards

From the above discussion, we can conclude that the definition of measurement
units to be used for local physics can be based upon the reproducibility of local
experiments. Examining the definitions of the seven basic units in the SI system
(Systeme international d’unités), viz., the metre, the kilogram, the second, the
ampere, the kelvin, the mole and the candela (definitions given in Appendix 3),
reveals that this is currently the case for five of them. The exceptions are the
kilogram and the kelvin. The definition of the kilogram as the mass of a unique
object appeals to the supposed permanence of a property of this object, which
is a form of reproducibility. With regard to the kelvin, its definition appeals to a
more complex model, namely, the laws of thermodynamics based on additional
postulates.

The unit of duration, the second, normally referred to as the unit of time, is
therefore, in its present definition, a unit to be established locally, just like the
other units. This has consequences when we have to treat measurements within
the model provided by general relativity, and this is often necessary, precisely
because of the great accuracy with which we can determine the second.
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2.3 Time, evolution and time scales

Let us now turn to evolving phenomena which we have no reason to believe
are reproducible. Whilst such phenomena abound, we shall be concerned with
those belonging to the dynamics of celestial bodies, because of the high qual-
ity of the mathematical models developed to describe them, and perhaps also
because, in the past, time was always associated with the motions of such heav-
enly objects.

In order to describe these motions, we need only a scale of coordinates in
time, that is, a time scale, whose main qualities are that everyone should accept
it and that it should be accessible to all. (This already raises the question of how
to synchronise clocks used by distant observers, a discussion we shall postpone
until Chapter 3. Let us just say for the moment that we can synchronise.) But
if we wish to establish a model for these motions that allows us to predict
them as in the astronomical ephemerides, the temporal argument in the theory
must satisfy further criteria. What are these criteria? Let us turn once again to
Poincaré’s own account, rather than attempting to paraphrase:

They [astronomers] define duration in the following way: time must be defined in such
a way that Newton’s law of gravitation and second law of motion both hold. The law of
gravitation is an observational truth and, as such, is only approximate. This shows that
we have once again only an approximate definition. If we assume that we now adopt
another means of measuring time, the experiments upon which Newton’s law of grav-
itation is founded would nevertheless have the same meaning. It is just the statement
of the law that would change, because it would be translated into another language. It
would obviously be much less simple. The definition implicitly adopted by astronomers
can thus be resumed in the following way: time must be defined in such a way that the
equations of mechanics become as simple as possible. In other words, there is no way of
measuring time that is truer than all others. The one that is generally adopted is merely
the most convenient.

We thus find ourselves with two definitions for the measurement of time,
namely, the time which stems from the reproducibility of local phenomena,
and the time that arises from Newtonian dynamics. Are these two definitions
equivalent? Until the beginning of the twentieth century, there was every rea-
son to believe that either of these definitions would lead to representations
of the same absolute time, differing only by their level of quality. However,
since then, Einstein’s general relativity has appeared on the scene. Accord-
ing to this theory, only local time can be directly measured with a clock.
In other words, it is the proper time of this clock or an observer in the im-
mediate vicinity that is measured. The time which now renders the equa-
tions of motion simple (or rather, the least complicated), over an extended
region of space including, for example, the Solar System, is just a coordi-
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nate freely chosen for its virtues with respect to the problem at hand and
to which no physical reality is attributed. It is the coordinate time in an ar-
bitrarily chosen system of spacetime coordinates. We shall retutn to these
questions in Chapter 3. Their increasing practical importance is related to
progress in time standards. Let us just bear in mind for our present general
purposes that theoretical relationships exist between the proper time of an ob-
server and the various coordinate times that he or she might be called upon to
define.

Consequently, time metrology consists in supplying practically applicable
representations:

o for the unit of proper time used by any observer for local experiments and
for observations (even when they refer to distant objects);

e for the various coordinate times useful to astronomers, geodesists and engi-
neers involved in determining spacecraft orbits or, to put it briefly, all those
requiring precise models in spaces which vastly exceed the confines of the
laboratory.

As soon as we adopt a theoretical dynamical model that is satisfactory in
the sense that no experiment has yet found fault with it, time metrology can be
based either upon local measurements, or upon the experimental determination
of a coordinate time, Although both methods are theoretically equivalent, they
differ profoundly in their results, to such an extent that, in 1960, the question
was raised as to whether it would not be better to base the unit of time on
atomic properties (observed locally) and to leave the determination of fime
scales to astronomy. It is to this practical aspect that we shall now turn.

2.4 The two modes of time measurement

We no longer distinguish local experiments from those involving large regions
of space, since we have accepted that there exists a suitably all-embracing
theoretical framework. The following discussion can be understood, if desired,
in the familiar context of classical physicg and Newtoniah dynamics. In the
spirit of the present work, it refers to tHé-‘q‘baSig-js--gf __.‘;iﬁet!i;olc};’gy: how to de-
fine the second, and how to define the time geale‘used as the ultimate time
reference.

In this section, we shall investigate two modes of time metrology, depending
on whether we start from a phenomenon that anyone might reproduce in their
laboratory, or from a time scale given by the apparent motions of the celestial
bodies.
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2.4.1 Use of reproducibility

The phenomenon taken as the standard must be defined in such a way that its
duration can be considered as ideally constant. This means that we must be able
to specify strictly the same causes, or else that we are in a position to eliminate
any cause that could be viewed as a perturbation. The second, defined as an
agreed number of standard durations, then has an ideally constant duration.

Naturally, the seconds actually achieved differ from ideal seconds. These
differences can be reduced up to a point by time averages. But since they are
not independent for successive seconds, and they do not average to zero, an
optimal averaging period exists beyond which nothing more can be gained.
(We shall return to these statistical problems when discussing the stability of
oscillators in Chapter 5.) It is also possible to average over the seconds realised
in several laboratories.

Once these averages have been taken, the resulting second suffers uncertain-
ties from two sources:

e cxperimental uncertainties, in each laboratory, that are usually impossible
to deal with, since the experiment itself occurred in the past and the only
possible corrections are those concerning processing errors recognised sub-
sequently, which rarely happens;

e uncertainties due to the way averages have been carried out, including those
due to algorithms and comparison between standards (e.g., problems of sta-
tistical weighting).

In any case, these uncertainties remain bounded. Over the years, they grad-
ually decrease, thanks to technical progress with instrumentation and a better
understanding of the basic phenomenon which means that it can be purified by
eliminating the causes of perturbation.

Let us now consider how a time scale can be made. Such a scale is ob-
tained by cumulating seconds, in what is sometimes called an infegrated time
scale. But as the seconds accumulate, so also do their errors. The potential dis-
crepancy between the scale realised and the ideal scale, made by cumulating
ideal seconds, is always on the increase. Indeed, it can soon take on embar-
rassing proportions. As an example; the second’ was achieved in 2000 with an
uncertainty of the order of 1 x 10~ 13%, which” may seem quite insignificant.
However, it follows that the integrated time scale may deviate by one microsec-
ond in 30 years when compared with the ideal scale that would be obtained by
cumulating rigorously exact seconds. For certain applications, such a diserep-
ancy cannot be disregarded. For example, we shall see later that the arrival of
pulses from a pulsar can be timed to within 0.3 ps. The discrepancy between
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the practical time scale and ideal time may still limit the work that can be done
on the rotation of these objects.

Let us also note two consequences of choosing an integrated time scale as
the world standard.

o In order to ensure the durability of the scale and make the best use of the
existing standards for duration, averages must be taken. In other words, to
use the technical expression, we must set up algorithms for the time scales.
Various algorithms provide mutually diverging time scales, and there is no
real way of saying which is the best. As the standard time scale must be
unique, one must be chosen by convention between the results obtained by
different institutions.

o To err is human, and this kind of error is also integrated. It may arise from
experimental perturbations or comparison of standards, and affect transmis-
sion and centralised processing of data. As practical considerations make
it impossible to modify the standard scale retrospectively (all the dates at-
tributed to past events would have to be adjusted!), such integrated errors
remain forever impressed upon history.

It was therefore with good reason that the idea of adopting an integrated
time scale for world time was not very popular around 1960, when the first
experimental scates of atomic time began to be established, based on the re-
producibility postulate applied to frequencies of atomic iransitions. But the
advantages of atomic time over astronomical times proved to be decisive. In
1971, atomic time became official time, sixteen years after the first caesium
atomic time standard had become operational. Despite the impatience of the
atomic timekeepets, these sixteen years were, ail things considered, a short
enough period indeed for such a major development.

2.4.2 Use of a dynamical model

The main apparent motion of the celestial bodies is their daily path across the
sky due to the Earth’s rotation. However, the Earth’s rotational period, although
varying only slightly, is not strictly 1epr0tluic:1ble Qua,ht‘ltweljr, the causes of
these irregularities are known, but this does not mean thit we Have been able to
establish a satisfactory dynamical model. We shall return to this in Chapter 8
when discussing Universal Time. For the moment, let us consider the dynamics
of the Solar System. - '

What the theory achieves is an ephemeris, giving the spatial coordinates of
the celestial bodies (planets and their satellites) in terms of a time argument,
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the coordinate time of the theory. For our present purposes, the spatial coordi-
nates must be geocentric, in a non-rotating system, so that the observer need
only apply small corrections depending on his or her position and velocity, to
account for the Earth’s orbital motion and rotation.

The measurement of time is then very simple, at least in principle. The coor-
dinates of any body in the Solar System are measured at some moment which
we time with a clock. The ephemeris then gives the date corresponding to these
coordinates, expressed by its temporal argument. We thus have the time from
the theory in the form of a correction to the reading of the clock. The oper-
ation is repeated as often as desired (or possible), the clock serving only to
interpolate between the #stronomical observations.

The primary data is therefore the time scale. The unit of time can be taken as
the running unit interval of the graduation of this scale. To provide for possible
revisions of the ephemeris, we may also define the unit of time as a unique time
interval between two specified astronomical events. In this case, it is simply
one of the two constants of integration in the equations of motion (the other
fixing the origin from which time is counted) and only a physical realisation is
provided by the ephemeris.

But needless to say, the way is long from principle to practice. If we really
hope to achieve a unique time scale, a great many conditions must be satis-
fied. Measurements must refer to a single astronomical object, e.g., the Sun,
the Moon or some other. One particular ephemeris must serve as reference
by convention. The spatial frame of reference (which is a realisation of the
spatial coordinate system) must also be fixed by convention. The various mea-
surements, referred to a single clock, must be analysed and combined by an
organisation in charge of giving the official time.

Having taken all these precautions, we must raise the question of errors af-
fecting the scale produced, that is, its deviation from the ideal time of the the-
ory, apart from a linear function of time that corresponds to the arbitrary choice
of aunit and origin for time.

e Observational errors concerning the date are bounded (in contrast to what
happens with integrated times). They can be reduced by technical progress.
We note that it is preferable to chodse a celesﬁlgl lgody with rapid apparent
motion.

e The dynamical model, currently general relativity, may be questioned.

e Application of the model incurs errors such as those which arise when series
expansions are truncated or numerical integrations carried out. But it should
be noted that, since observations are permanently acquired, it is possible to
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improve the theory and its application in such a way as to obtain a revised
time scale.

e Finally, and of the utmost importance, the ephemeris is affected by errors
in initial conditions for the integration, that is, errors in the values taken for
positions and velocities.

The last in this list raises a question of logic. How can we obtain velocities
if we do not first establish a way of measuring time? This question was what
most preoccupied the eminent astronomers who set up Ephemeris Time during
the first half of the twentieth century. Without going into the complexity of
their work, we may say that the main reason for their success is due to the
lucky circumstance that the period of Earth’s rotation is not such a bad standard
for duration (involving relative variations of 1077 to 10™%), Thanks to this
good fortune, the equations of motion could be established and initial velocities
rather accurately measured. Moreover, the orbital motions are almost periodic
so that, as far as time measurements are concerned, the theory involves small
terms whose imperfections have little consequence for the final result.

In any case, the dynamical measurement of time rests in part on past obser-
vations whose uncertainties are then carried over to the future. The advantage
of providing a single scale, as soon as a reference ephemeris has been chosen,
is somewhat tempered by the need to revise the ephemeris as past observations
accumulate. We shall see, in Section 4.3 on Ephemeris Time, that other diffi-
culties have prevented this measure of time from being adopted as the practical
world time standard.

Notwithstanding, realisations of time based on dynamics and their long term
comparison with others based on atomic properties remain a test for both dy-
namical and atomic theories. For example, it has been asked whether the grav-
itational ‘constant’ is really constant.



3

Time measurement and theoretical models

At the beginning of the 1960s, fifty years after the publishing of Einstein’s
general relativity, time measurement and indeed the whole of metrology still
made no reference to it. Of course, some experiments were aimed at putting
general relativity to the test, but in the words of C. Will [3.1]: ‘the attitude
toward the theory seemed to be that, whereas it was undoubtedly of importance
as a fundamental theory of nature, its observational contacts were limited to the
classical tests and cosmology. As a consequence, general relativity was cut off
from the main stream of physics. Only the predictions of special relativity
were commonly taken into account.

However, at this time, interest in relativistic theories was rekindled and be-
gan to grow rapidly. The reason can be found in the development of theoretical
astrophysics and cosmology, supported by observational progress. We shall
see that this experimental progress was largely due to the proliferation of tech-
niques involving time and frequency. At the same time, therefore, there was a
real need to fit time measurement into a more satisfactory theoretical frame-
work than the one provided by classical mechanics and special relativity.

However, whilst a great many research scientists and engineers must now
take relativistic effects into account in their work, general relativity has not for
this reason become more familiar as a tool. In truth, communication between
metrology and general relativity has always been difficult. The real cause for
this barrier undoubtedly lies in. the fact that general relatlwty is based on differ-
ential geometry, whilst metrolﬁ)g‘y deals wﬂh ﬁt}lte ‘quantities. The application
of general relativity to time meastrement zi‘nd mbre generally, to metrology
and macroscopic physics thus brings us to the fundamental principles of the
theory. This is what we shall examine now, although rather briefly. We shall
review the way the concepts of space and time have evolved from the New-
tonian model to that proposed by general relativity. The reader can go further
with these subjects by consulting, for example, [3.2]. Another useful source is

i6
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the report [3.3] which discusses the application of general relativity to metrol-
ogy, and which inspired parts of the present chapter and Chapter 5. Those who
find such considerations disheartening or tiresome are advised to move directly
to the summary at the end of this chapter, where they will find the main things
they need to know for the purposes of the present book.

The relativistic treatment of time measurement involves spatial coordinates.
In this chapter, we shall define the necessary celestial and terrestrial coordi-
nate systems. Physical realisations of these systems, in the form of numeri-
cally specified coordinates for selected objects, are known as reference frames.
Methods for constructing such frames will be examined in Chapter 8. For the
time being, we shall indicate their accuracy and official status.

3.1 The Newtonian model and absolute fime

Let us begin with a strict definition of an event. This 1s a geometrical object,
namely, a point in spacetime which exists in itself. The first contact between
Armstrong’s boot and the lunar surface is an example of an event, insofar as we
may neglect the area of his sole and the time required to crush down the upper
layers of dust. An event can be identified by a description, as in the present
example, and this emphasises its intrinsic nature. However, it is often useful to
attribute a numerical code to it, namely, its four spacetime coordinates, within
a coordinate system. The latter is chosen specifically because it is the most
suitable for the aim at hand. In the example cited above, the archives conserve
the date (a time coordinate) in the Coordinated Universal 1.ne scale, whilst
the television viewer would have been more interested in the official local time.
Selenocentric spatial coordinates would be the most suitable for describing the
place where the footprints could be seen, but the engineers at NASA must have
followed Apollo’s trajectory in a geocentric system,

Coordinates are therefore an essential auxiliary tool, but they serve only to
label events, rather than to define them.

In the Newtonian model of spacetime, it is assumed that there exist subsets
of simulianeous events. Simultaneity is viewed as a physical property that can-
not be influenced in any way. A particular cross section of spacetime can be
identified by the date ¢y in a time scale U ér by-a daté 1y, in dhother scale V,
but the relation ty = ¢y (fy7) is a function of ¢/ alone. il each cross section of
simultaneity, spatial coordinates can be freely chosen, within the framework of
Euclidean geometry.

One consequence of immediate importance in the present context is that the
time interval between two events A and B is viewed as an intrinsic property of
that pair of events. As soon as the temporal coordinate axis has been chosen,
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it is unambiguously expressed as the difference between the dates of A and
B, and no further jinformation need be supplied. This would seem to be an
obvious truth, and yet extremely precise measurements, now common practice
in physics, belie this beaotiful property of the Newtonian universe.

Putting together the simultaneous sections of this Newtonian spacetime, we
now require a dynamical model. It is based on the well known principles of
Newtonian mechanics. We shall restrict ourselves to Newton’s first law, as this
will be enough to understand what such a model can tell us.

According. to this principle, an isolated material point moves in a straight
line with uniform speed. Needless to say, this is an idealisation from experi-
ments or observations made in a rough and ready manner. The isolated point
can be represented by a marble on a horizontal plane surface, time can be mea-
sured by a clock based on the notion of reproducibility (e.g., a pendulum),
lengths can be measured with a rigid rod, and we observe that the motion is
approximately uniform. But what does the first law really tell us? Does it de-
fine the isolated point or the uniform velocity? What measurement standards
can be used to assess this uniformity? We must accept that such questions are
posed in vain. The law merely tells us to adopt ‘good’ coordinates, such that
the spatial coordinates x* (i = 1, 2, 3) are linear functions of the time coor-
dinate ¢. The Newtonian model, like any model, is a construction of the hu-
man mind. It is logically developed from a minimal number of postulates, viz.,
Newton’s laws of mechanics. It 1s motivated by experience, but once created,
lives independently of it. It is the physicist’s task to construct the coordinates,
and the measurement standards for time, length, mass and angle in accordance
with the theory. With these constructions, the physicist must then check that
all measured phenomena correspond, within the limits of experimental uncer-
tainty, to the theoretical predictions based upon the model. If any disagreement
should occur, either the coordinate systems and measurement standards were
poorly chosen, or else the theory has been incorrectly applied (by omission of
perturbing effects, calculation errors, and so on), or even, as a last resort, the
theory itself 1s unsatisfactory.

Neither the first law of motion nor the other laws of Newtonian dynamics
are affected by the coordinate transformation

t —> th=t,

3.1

xt — x" = x! + Vi,

where the v* are three arbitrary constants. (They are also unaffected by the
trivial changes of unit and origin for the axes.) Whereas absolute time is an
essential element, absolute space is clearly an unnecessary notion in this dy-
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namical model. The set of spatial coordinate systems defined by the transfor-
mation (3.1) constitute the Galilean coordinate systems and the invariance of
the dynamical laws in these systems is the Galilean principle of relativity.

We must stress the fact that the (spatio-temporal) coordinate system is de-
fined by the equations of motion. It is the simplest form of these equations
that leads to Galilean coordinate systems and absolute time. To define, as is
sometimes done, the axes of the Galilean system by the fact that they remain
fixed relative to the stars or quasars is not correct. This is not a definition, but
an approximate observed feature. If we say that the spatial axes and absolute
time are graduated in metreg and seconds, in accordance with the definitions
of these quantities as supplied’by the SI system, we are in no way defining the
graduation of these axes. This is merely an assumed property which is approx-
imately corroborated by experience.

3.2 Special relativity
3.2.1 Physics in inertial systems

Unlike dynamics, both optics and electrodynamics seemed to be in a posi-
tion to identify an absolute space through measurements of the speed of light,
The crisis that was to lead to the abandonment of absolute space began with
experiments by Fizeau (1849) and Foucault (1850), reaching its climax with
Maxwell’s electrodynamics (1669) and attempts to measure the absolute or-
bital velocity of the Earth by Michelson (1881), then Michelson and Morley
(1887). Maxwell’s equations are not invariant under the Galilean transforma-
tion (3.1) and imply that light has constant speed in absolute space. However,
observations showed that all observers drag absolute space along in their stead.

Einstein’s special relativity (1905) resolved this crisis. In his theory, spatial
reference frames are still Galilean frames, or inertial frames, considered to be
removed from all gravitational fields. These frames all have uniform rectilin-
ear motions relative to one another. In the following, we shall not attempt to
describe special relativity starting from a minimal number of postulates, since
this would lead to an inappropriate level of subtlety for the present purposes.
We review in as simple a manner as pos sﬂaﬁ,e the.iprinciples anél consequences
of the theory, stressing those features most relavgmt 10 ihetfology The price to
be paid for these simplifications is a certain redundancy and circularity.

(a) Invariance of the speed of light

For each inertial frame, the speed of light in vacoum ¢ is the maximal speed of
any signal or particle. This speed is isotropic and is the same in all frames.
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We come back to the problem of measurement standards which already wor-
ried us when we considered Newton’s first law. As far as time is concerned, we
assume that clocks based on reproducibility in the way discussed in Chapter 2
are qualified to check directly or indirectly that ¢ is constant. This is the case
for an atomic clock producing the SI second. As far as length is concerned,
the standard was, historically, a metal bar. But in 1960, the metre was defined
as a certain multiple of the wavelength Ay of an atomic transition of krypton.
It was then implicitly assumed that the frequency vg of this transition and the
speed of light-were constant. Any atterapt to check the constancy of ¢ using
atomic clocks and metres defined in this way would be quite pointless. The
17th General Confetence on Weights and Measures (1983) explicitly based
the definition of the metre on the constancy of ¢ (see Section 4.4).

(b) The geometry of space
In each inertial frame, space is Euclidean. The distance D between two fixed

points in a particular frame is a well defined and measurable quantity. It is
convenient to use orthonormal Cartesian coordinates x* such that

D= [(Ax1)2 + (AxH)? (Ax3)2]”2 , (3.2)

where Ax? are the coordinate differences between the two points. Tn such con-
ditions, coordinates are themselves directly measurable guantities using mea-
surement standards, for example, according to the procedure described in (d)
below.

(c) Time coordinate and synchronisation

In order to define the time coordinate ¢ for an inertial frame, we may appeal
to a system of clocks fixed within the frame. By definition, what we read on
a clock C is the proper fime 1c of this particular clock. Let us consider two
fixed clocks C and D, distant from one another. A light signal is emitted by
C at time zc{emit) as recorded by C. It is then received and reflected by D
at time Tp (reflect), as recorded by D, and returns to C at time t¢ (return), as
recorded by C. According to Einstein’s synchronjsation convention, C and D
are synchronised if ! o
Tefemit) + ¢ (rettirn)
7 .

By principles (a) and (b), the fact of being synchronised according to Ein-
stein’s convention is a transitive relation in an inertial frame. This means that,
if C and D are synchronised, and if also D and E are synchronised, then so also

are C and E. It is therefore possible to synchronise all clocks fixed in a given

p(reflect) =
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inertial frame and to adopt the time © of one of them (its proper time) as the
time coordinate 7.

(d) Spatial coordinates

Accepting the postulate that light has constant speed ¢, and also the present
definition of the metre, the distance between two points A and B fixed relative
to an inertial frame can be unambiguously measured from the time At required
by a light signal to cross the vacuum from A to B. The spatial axes are gradu-
ated by appealing to the propagation of light along these axes (this propagation
occurring in straight lines), -

(e) Einstein’s principle of equivalence

We may now state a fundamental principle of physics, which says that no non-
gravitational phenomenon can be used to distinguish one inertial frame from
another. In other words, mathematical models of (non-gravitational) physics
have the same form in all inertial frames when we use identical measurement
standards, fixed in these frames. This implies that the constants of physics are
invariant when they are measured using these standards. This principle, stated
in different ways, is often called Einstein’s principle of equivalence,

3.2.2 Lorentz transformation and invariance of the interval

The principles stated above are incompatible with the Galilean transformation
(3.1) between the coordinates of two inertial frames. They require the Lorentz
transformation, If the system R’ is in translational motion with respect to the
system R, at some constant speed v as measured in R, along the x! axis of R,
this transformation is given by

t — =B —ve ),

s x =Bl — vy,

X2 s k= 2

x> xP =x3,

X

(3.3)

# 1
i
by

where 8 = [1 — (v/¢)*]~1/? and the origins cdincide att = 0 = ¢/,

The Lorentz transformation guarantees invariance of ¢ (this is straightfor-
ward enough to show) and Maxwell’s equations. However, it should not be
considered as a mathematical artefact designed to this end. It reflects a funda-
mental property of nature and its various consequences have never been con-
tradicted even by the most accurate experiments.
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Moreover, if At and Ax? are the coordinate differences between two events
A and B, the quantity As? defined by

As? = ~cPAP 4y (Af)z (3.4)
i

is invariant under the change of coordinates (3.3). This quantity As is called the
interval between the two events. Equation (3.4) gives the spacetime metric for
special relativity, known as the Minkowski metric. It shows how the interval is a
quantity associated with a pair of events that can be measured without referring
to any particular system of coordinates. Of course, in R, for example, we can
measure the temporz{l and spatial coordinates, deducing Af and, by (3.2), the
value of D). But these quantities have no universal reality, depending as they
do on the choice of coordinates. They are said to be coordinate quantities.

In each inertial frame, the propagation of light is characterised by As* = 0,
its speed being c.

3.2.3 Time in special relativity

The unit of time used in an inertial frame must be supplied by a standard that is
fixed relative to the frame. This is summarised by saying that the second must
be viewed as the unit of proper time (understanding that we mean the proper
time of the frame in which it is used).

The synchronisation convention involves clocks fixed relative to some co-
ordinate system. It depends on the frame chosen, in the sense that clocks syn-
chronised within R will not be synchronised within R’. As is well known, this
leads to the famous apparent time dilation observed in moving clocks. In or-
der to remove the slightest ambiguity, it is useful to specify exactly what the
quantities appearing in (3.3) are intended to mean. In these equations, £ and ¢/,
like x% and x”, are the coordinates of one and the same event (existing in it-
self, independently of the means used to record it). They are therefore readings
taken along the coordinate axes, in such a way that (3.3) expresses the relations
between readings relative to the two different coordinate systems.

As far as time is concerned, we have seen that } can be considered as equiv-
alent to the readings t of synchr0d1sed clocks,‘ﬁxed relatwe to R. We may like-
wise imagine a large number of clocks fixéd relative to R/, physically identical
to those in R, whose readings t/ are equal to ¢/

Two successive readings tj and 2 of a clock fixed in R correspond to two
events for which the time coordinates 1 and #, in'R, and #] and ¢} in R’, satisfy

h—Hh=1—1, Ié—t{zﬁ(fg—-fl)=t£—tf. (3.5)
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Since B > 1, the observer fixed relative to R’ concludes that the proper time
of the clock in R, which is in relative motion, increases less quickly than the
proper time of his or her own clock,

In this argument, there has been no question of sending signals between R
and R’. However, if the observer in R’ receives the frequency of the clock in
R, moving at relative velocity v (with magnitude v), via an electromagnetic
signal, then he or she must take the classical Doppler effect into account. The
relation between the emitted frequency f, measured in R, and the received
frequency f', measured in R, is

£ = f [‘11+ %] (1= v2/c2) 172 (3.6)

where n is the unit vector along the (straight) path of the signal, pointing in the
direction of propagation.

In addition, let us consider two events A and B such that a clock can be trans-
ported at constant speed along a straight line from A to B. In the coordinate
system of the frame R attached to this clock, since ¢ is equal to 7,

Ai? = —2AL? = —c?AT? (3.7)

In an arbitrary inertial frame R’, the proper time of a clock transported in this
way from one event to another can be used to measure the interval between
such events. It is related to the primed coordinates by

At? = A — 12 (Ax") . (3.8)
c

i

3.2.4 Field of application of special relativity

Special relativity may seem to be of very limited interest since it excludes grav-
ity and hence, strictly speaking, any distribution of mass, However, it is of key
importance in physics and metrology. One reason is that we can achieve an ap-
proximation to an inertial frame through a freely falling laboratory. Another is
that the theory can even be applied in an accelerated laboratory. In both cases,
the gravitational interaction between masses,inside the lz}borﬁtoréy, arising from
equipment or its users, is so small that it éa’il ahﬂayﬁ l;)i‘:""ne;glq_';!ted, except of
course in experiments specifically designed to'study this interaction (e.g., a
measurement of the gravitational constant),

In a freely falling laboratory, the acceleration almost completely compen-
sates for gravitational effects. The only remaining effects ate those due to the
lack of uniformity of the gravitational field (because of the finite distance to
the masses generating it). The restdual potential is called the tidal potential, by
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analogy with the potential that generates tidal effects in the terrestrial oceans
and landmasses, whilst the Earth is frecly falling in the gravitational field of
all the celestial bodies (which is mainly due to the Sun and the Moon). Tt gives
rise to effects of the order of 1016 per metre, in relative values, close to the
Earth’s surface. It is not negligible for the best atomic frequency standards in
space laboratories. In less stringent applications, such a laboratory is locally a
good approximation to an inertial frame, provided it is not rotating. t

In an accelerated, rotating laboratory, such as a laboratory on Earth, subject
to the acceleration due to gravity and carried along by the Earth’s rotation,
special relativity..can still be applied. For this to be possible, the difference
in the Earth’s grav'itational potential between various points in the laboratory
must have negligible effects. This is commonly the case in a typical room.
{(However, for time measurements, the gravitational frequency shift is about
10718 per metre of altitude, in relative values, and we are coming to the point
where the very spatial extent of an atomic clock could no longer be treated
as ‘local’.) In addition, inertial effects such as weight, the Coriolis force, and
$0 on, must be taken into account in a classical manner. As an example, we
shall see that certain atomic clocks use a beam of atoms in a fixed cavity in
the laboratory. In that case, we must take into account the curvature of the
beam due to the weight of its constituent particles, and possibly other classical
weight effects. But, in local experiments, it would be a mistake to take into
account relativistic effects due to the presence of the Earth’s gravitational field,
as long as it may be considered uniform. It should be remembered that photon
trajectories are only straight lines in an inertial frame (a property used by laser
gyrometers).

3.3 General relativity
3.3.1 Overview

General relativity is a complex theory, especially with regard to its develop-
ments in astronomy and cosmology. This is in spite of the fact that it is founded
on very simple principles, which will fortunately be adequate for the metrolog-
ical problems treated in this b@qk b +

Whereas special relativity apphes in pﬂfwible; to an empty and therefore
unreal universe, general relativity is a model of the real wotld, where mass
and energy find their proper place. It is a theory of gravitation. However,

T The problem of rotation is complex in relativity. Howevér, it is not of critical importance in time
measurement, In the present book, we adopt a kinematic definition for the condition of non-
rotation, viz., it is the absence of apparent rotation relative to the most distant known objects,
the quasars.



3.3 General relativity 25

gravitational effects are not viewed as an action at a distance, in the way pro-
posed by the “frozen’ framework of Newtonian spacetime. Rather, they appear
as local geometrical properties of a Riemannian spacetime, curved by the pres-
ence of mass and energy.

In general relativity, there are no theoretically privileged coordinate systems
(although there are systems that are more convenient than others, in the sense
that they lead to equations that are easier to handle). Let x*, © =0, 1, 2, 3,
be the chosen coordinates, without worrying for the moment about their mean-
ing in terms of space and time, The spacetime is equipped with a metric relat-
ing coordinate differences between any two infinitely close events, with coor-
dinates x* and x* + dx*#, say,’to a quantity ds called the interval as in special
relativity, except that now the interval is infinitesimal. The relation is

ds? = gog(x™) dx® dxf (3.9)

where we apply the summation convention on repeated indices and gqg = ggo»
so that there are ten independent components gq5. These g.g are the compo-
nents of the metric fensor and they are functions of the four coordinates x*.
Hence, a coordinate change leaves the scalar ds? invariant and it is considered
to be a measurable quantity using the usual means, that is, rods and clocks.

In the Newtonian model and also in special relativity, the ‘good’ coordi-
nates were physical quantities that could be measured anywhere and at any
time without ambiguity. The coordinates in general relativity never have such
physical properties globally, whatever we may do. This is a key difference for
metrology. In order to emphasise this fact, many authors consider coordinates
simply as numbers (i.e., without dimensions, in the metrological sense), rather
like telephone numbers [3.4] or street numbers. But in practice, when actually
making measurements, this viewpoint is difficult to impiement. In fact, there
is no entirely satisfactory solution to the problem of dimension and unit for
coordinates in metrology [3.3].

Since the Minkowski metric has proven to be wholly successful in local
experiments, there must exist, for each event x%, a change of coordinates
x* — x'#* such that the metric takes on a form analogous to (3.4) with

x'0 = ¢t’, viz., e :

dSZ = _CZ(dtf)Z + (dxfl)Z +1(d;qr2:)2 _;I_ ffﬂzxf@)z " (310)

The expression in terms of differentials reminds us that it is an approxima-
tion to apply special relativity to a space of finite extent. Mathematically, this
charige of coordinates is made possible by the symmetry of the g4, together
with a condition on the eigenvalues of the matrix they make up. In fact, there
are infinitely many primed coordinate systems which solve the above problem,
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since the resulting Jocal coordinate systems may have any orientation and
velocity.

The form of (3.10) brings out an extremely important feature for time mea-
surement. The spacetime trajectory or worldline of a clock, with proper time
denoted by T, is described by the successive values of all four coordinates. In
an infinitesimal displacement of the clock, a local coordinate system of the
form given by (3.10) can be attached to it, in such a way that the dx* i are zero,
fori = 1, 2, 3.'Then in a similar way to (3.7), we have

dr? = —¢?ds? . (3.11)

If finitely separatéd events A and B are such that a clock can be transported
from A to B, the increase At in proper time recorded by the clock will be given

by

At :c—lf | gup dx® dx?| /% | (3.12)
C

the integral being evaluated along the worldline C of this clock. The quan-
tity At is therefore measurable, although it does not express an infrinsic or
objective property of the pair of events, since various choices for C may be
available.

The gqp are related to the distribution of matter and energy by Einstein’s
field equation, a tensorial equation which plays a similar role to Poisson’s equa-
tion in Newtonian dynamics. Expressed in coordinate form, Einstein’s equation
provides six independent differential equations for the determination of the
ten independent gop. This underdetermination expresses the fact that we may
freely choose the four coordinates x*, by arbitrary coordinate transformation
from any specific solution.

Concerning particles with negligible mass that are not subject to any forces
other than gravitational effects (referred to as free particles in the present
context), there is a further postulate which states that they follow spacetime
geodesics. These are worldlines G for which the quantity

V= of |gupdx®dxf[ 7 (3.13)
is extremal. General relativity is thus a gravitational theory well suited to de-
scribing the motions of planets, for example. The worldlines of photons are
characterised by the fact that ds? is always zero.

General relativity leads to many predictions, especially in astrophysics and
cosmology, and for the time being, none has been contradicted by observa-
tion. Since Einstein’s work, other relativistic theories have been invented and
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several of them have passed the same observational tests (see Chapter 9). How-
ever, none of these theories has turned out to be indispensable [3.1]. For our
metrological purposes, modest as they are, we shall appeal to general relativity
because it is the simplest model whose predictions agree with measurements,
within the bounds of uncertainty in the latter,

3.3.2 Post-Newtonian approximation
(a) General form of the metric

We shall now make use of the,freedom left to us by the theory to choose the
most suitable coordinates. We shall also make assumptions compatible with
the best time measurements yet achieved. Although we are only concerned
with metrology and dynamics within the Solar System, it will not be conve-
nient to cover this region of the Universe with a single coordinate system. We
shall require at least two systems which are not rotating in space, one with
spatial origin at the barycentre of the Solar System, the barycentric system,
and the other with its origin at the centre of mass of the Earth, the geocentric
system. We shall also need a geocentric system rotating with the Earth, We
now describe the way the non-rotating systems were defined in 1991 by the
International Astronomical Union (IAU) [3.5].

The TAU recommends that spacetime coordinates x° = ¢z, x!, x2, x> be
chosen in such a way that in each coordinate system, centred on the barycentre
of any system of masses, the square ds? of the interval should be expressed to
the lowest level of approximation in the form

0

ds? = —c* dr?
~(1 - %) (dx)? +- (1 -+ 2_31) (@' + @2 + @H?]
C C
(3.14)

where c is the speed of light, = the proper time and U the sum of the Newtonian
gravitational potentials for the system of masses under consideration (taken as
zero at infinity) and a Newtonian tidal potential generated by bodies outside
the system, this potential being expressed ifi- isuch ‘a Wa}f tha} it, vamshes at the
barycentre. By convention, the potential is takef as posﬂlive :

The TAU also stipulates that the measurement units to be used are the SI
second and the SI metre, for the proper time and proper length (i.e., to measure
d .5‘2) )

The metric (3.14) is an approximate solution to Einstein’s equations. How-
ever, it has become inadequate for establishing precise planetary ephemerides.
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At the General Assembly in 2000, the TAU therefore recommended adoption of
harmonic coordinates, using them to express the metric to higher order terms
in 1/c. It also provided a relativistic expression for the relevant (scalar and vec-
tor) potentials. The IAU also developed the application of this extended metric
to time. However, in the present book, which is mainly concerned with time
measurement on and near the Earth, the metric (3.14) provides an adequate
approximation io the new one. In the geocentric syster, it generates relative
frequency errors of at most 1018, out to 300 000 km from the Earth, and these
are much smaller than current uncertainties in frequency standards. The metric
(3.14) will thus be used in the following developments.

The ratio U/c? is hlways small compared with unity for our present preoccu-
pations. On the Earth’s surface, for example, it takes values around 1.5 X 108
in the baryceniric system and 0.7 x 10~? in the geocentric system. Space is
quasi-Euclidean and the spatial coordinates are very close to classical Carte-
sian coordinates. The coordinate ¢ = xY/c is close to the proper time of clocks
moving at slow velocities compared with ¢ in the coordinate systems under
consideration. It is referred to as barycentric ot geocentric coordinate time.

Coordinates defined in this way clearly have dimensions of length and time.
The practice in metrology is to attribute a single unit, the SI unit, to all quanti-
ties having the same dimension. The distinction between these quantities must
then by made through their definitions and not through the use of different
units. We shall follow this practice, expressing spatial and temporal coordi-
nates in metres and seconds. This has the disadvantage of causing some confu-
sion between proper quantities, which are directly measurable using standards,
and coordinate quantities (the coordinates themselves or quantities consiructed
from them) for which the graduation scale varies relative to the proper units,
depending on the place and time. It is essential to bear in mind this differ-
ence between such quantities. Whenever necessary, the unit on the coordinate
graduation scale will be referred to as the scale unit.

We shall frequently refer to the relation befween the proper time of a clock
and the coordinate time. Tt is based on the expression for the ratio between dz
and df. We may set

dey, o

—+ =L~ h{t,X), (3.15)
dt '. o _f’_-'l._ll ¥ ‘

where x represents the triplet x (= -1, 2, 3), as a reminder that this relation

depends on all four coordinates of the clock. On a given worldline, x = x(z),

and we may write, simplifying the notation,

dr
e 1 —h(t). (3.16)

it
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The increment A(z — t) during a coordinaie time interval (fp, £) is given by
At — 1) = fth(t) ds . (3.17)
ip
Using the metric (3.14),
h(@t) =c 2 [U(t) + %U(t)2:| +0@e™, (3.18)
where v is the coordjnatfs speed of the clock, defined by

[(dx.l)2 + (dx2? + (dx3)2]” ’
po b = , (3.19)

and U/ (t) is the value of the gravitational potential at the location of the clock.
The terms of order O (¢—*) in (3.18) are negligible for our present purposes and
will no longer be mentioned. The potential {/ and coordinates xti=1, 2,3,
are functions of ¢ along the worldline of the clock. In the integral, ¢ can be
replaced by 7, since this involves an error of order O (c™ .

(b) Coordinate systems and their realisation

In (3.14), x% represents coordinates in any coordinate system. To avoid
confusion, a different notation will be used for each system. The notation
t = x9/¢, x* will be reserved for non-rotating geocentric coordinates, and
s = u%/c, u* will be used for barycentric coordinates.

The spatial axes of the barycentric coordinate system recommended by the
IAU are centred upon the barycentre of the Solar System. They have fixed
directions relative to the directions of the compact extragalactic sources known
as guasars, with #3 pointing roughly along the axis of rotation of the Earth on
1 January 2000 and u! roughly towards the equinox for this date.

The spatial axes of the non-rotating geocentric coordinate system are centred
upon the centre of mass of the Barth (including its fluid envelopes). They have
the same directions as those of the barycentric system. In the metric, expressed
in the form (3.14), U is then the gravitational potential of the Earth, to which
must be added the Sun—Moon tidal potent:tal :

The coordinate transformations betweert ﬁhe baryceﬁtrlc and’ geocenttic co-
ordinate systems are complicated when treated rlgor@usﬁ! [3 6] ‘However, such
a degree of rigour will not be necessary here.

We shall also need coordinate system X° rotating with the Earth, It is at-
tached globally to the lithosphere, taking into account a medel for the motion
of the tectonic plates (a few centimetres per year). The X3 axis points in a di-
rection close to the Earth’s axis of rotation, and the X! axis defines the origin
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for longitudes, in such a way that the longitude at Greenwich is roughly zero.
This system derives from the non-rotating geocentric system by a spatial rota-
tion that takes into account the motions of the Earth’s axis of rotation both in
space and in the Earth itself. The geocentric coordinate time ¢ is the same in
the rotating and non-rotating systems.

In the rotating geocentric system, the metric (3.14) takes the form

2
ds? = —(1 — —2—) e df? -
[

2
(1 + _[2]) [dfz 4 pt dqﬁz +r? cos® ¢ (w2 At + 2w dr dL + dLZ)] ,
c a
(3.20)

where

e ¢ is the geocentric latitude (the angle between the geocentric direction of
the place and the plane of the equator),
L is the longitude (positive towards the east),

r is the geocentric coordinate distance
172
r= o+ x|

e w is the angular speed of rotation of the Earth (the constant approximate
value o = 7.292 115 x 107 rad/s is good enough),

[/ is the gravitational potential of the Earth plus the tidal potential, as in the
non-rotating system. '

We shall now consider how these coordinate systems may be set up in prac-
tical terms. Concerning time, the IAU has chosen an origin for ¢g and #. Each
of these scales is then uniquely determined, since the scale unit is determined
by using SI units for the interval ds. These scales are referted to as Baryceniric
Coordinate Time (TCB) and Geocentric Coordinate Time (TCG), distinguished
from the corresponding purely theoretical concepts by the use of capital letters
and the acronym. Physical realisations of TCB and TCG can be obtained from
International Atomic Time in therway explamed in Chapter 7.

As far as spatial coordinates ate concerned nphge the proper unit of length,
the metre, has been chosen, the graduatlbn of the coordinate axes is also deter-
mined. It remains only to orient the axes.

+ PFor their own specific reasons, astronomers also use the astronomical unit of length, approxi-
mately equal to 1.5 x 1011 m, Its relationship to the metre is determined experimentally. The
astronomical unit (AU) must also be considered as a proper unit, serving as a basis for gradu-
ating spatial axes,
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The barycentric coordinate system 1is realised physically by attributing in-
variable angular coordinates to the distant extragalactic sources known as
quasars. By international convention, the International Celestial Reference
Frame (ICRF) is used. It comprises a list of the right ascensions and decli-
nations of about 600 quasars, published by the International Earth Rotation
Service (IERS) [3.7]. Uncertainiies in the coordinates range from 0.0002” to
0.0005”, As already observed, the geocentric coordinate system is oriented in
the same manner.

Concerning the spatial coordinates in the rotating geocentric system, the
physical realisation adopted by convention is the International Terrestrial Ref-
erence Frame (ITRF). It comprises a list of coordinates at a fixed reference
date, and the velocities of about 200 sites spread around the world. The un-
certainty in the coordinate values is of the order of a centimetre [3.7]. Like
the ICRF, the ITRF is established by the IERS. This service maintains and im-
proves it on a permanent basis. It should also be noted that the I'TRF is officially
the primary geodetic standard to which all geodetic systems are gradually be-
ing related. The rotation of the ITRF relative to the ICRF is described by the
orientation parameters of the Earth.

(c) Relation between geocentric coordinate time and proper time

In the non-rotating geocentric system, the relation between the proper time
of a clock and the geocentric coordinate time ¢ is given by (3.17) and (3.18).
In the coordinate system rotating with the Earth, the expression for 4(¢) is
dA
+ 2 2p—2 ,

" (3.21)

A A 1
hif) = ¢™> [Ug HAU® + 5 V(r)2:|
where

o U is the potential U plus the potential of the axifugal force at the level of
the geoid (the geoid is a total equipotential surface), with the value Uz, =
6.263 686 x 107 m* 52,

o AU is the difference between the total potential (including that due to the
axifugal force) and U at the location of the clock,

¢ V is the coordinate speed of the clock relauve to the Earth

¢ Ag is the area of the projection onto the equatonal platge of thg surface swept
out by a vector extending from the centre of mass ‘of the Earth to the clock,
as measured in the rotating system and taken as positive when the clock
moves towards the east.

Relations (3.18) and (3.21) are often used. We shall apply them, in particular,
to compare times and frequencies of widely separated standards, and also to
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set up a worldwide time reference. They are largely accurate enough for such
purposes, given the uncertainties in present time standards, provided that U or
AU are correctly evaluated.

(d} Evaluating the Earth’s gravitational potential

At the surface of the Earth, the lunisolar tidal potential leads to relative fre-
quency shifts of the order of 10717, which remains negligible. It plays an in-
creasing role as we move away from the Earth, leading to relative frequency
shifts up to about 10~1% at the altitude of geostationary satellites (36 000 km).
We shall not takethem into account, even though it might be necessary for a
clock carried aboard such a satellite. The interested reader is advised to consult
[3.6].

Let us now consider the contribution made by the terrestrial potential Ut to
. Its evaluation leads metrologists into areas somewhat unfamiliar to them,
and often causes them some difficulty.

At the distances typical of artificial Earth satellites, an expansion of the
Earth’s potential in spherical harmonics is required. Bounds on accuracy are
determined by uncertainties in the satellite orbits. In the best of cases, they
cortespond to relative frequency inaccuracies between 10717 and 10718,

Considering ground-based clocks, or those carried by aircraft, if relative fre-
quency inaccuracies of the order of 10~4 can be tolerated, then it is enough to
keep the first terms in the spherical harmonic expansion, taking

GMg N FGMpa®(1 — 3sin® ¢)

Ur =
T r 273

(3.22)

where the symbols and their values (exact up to at least the last decimal place)
are explained as follows:

G Mg is the product of the gravitational constant and the mass of the Earth,
with value

G Mg = 3.98600442 x 10" m*s™2;

rg .

[ .o ot "
r is the geocentric coordinate c!ljspgmqe;in_meffes ol
Jo is the coefficient of the quadrupole moment of the Earth, with value
Jr = 1.082636 x 1073

e ¢ is the radius of the Earth at the equator, with value g = 6378 137 m;

¢ 1s the geocentric latitude.
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In (3.21), AU is given by
2r? cos? ¢
2 3
the last term representing the potential of the axifugal force.

If the altitude above the geoid % is known (not fo be confused with the func-
tion # defined earlier), then AL/ / ¢? can be obtained from [3.8]

AU =U — Uy + (3.23)

AU
—- = —1.08821 x 107" — 577 x 10" Phsin® ¢ + 1.716 x 10774,
c

. (3.24)

for A given in metres.

The inaccuracy is then less than 10~19 for altitudes below 15 km. However,
care must be taken in evaluating A, since its definition may vary depending
on the levelling networks and topographic maps used. It is safer to consult a
geodesist. Reference [3.9] is useful in this confext.

(e} Terrestrial Time: another geocentric coordinate time

By (3.21), if an ideal clock is fixed on the Earth at the level of the geoid, its
proper time 7 is related to £ by

A

d 0
k@) =1- £~ 10697 %107 (3.25)
dr c

It therefore lags by 22 ms per year relative to ¢. Higher up, the discrepancy
diminishes, but only very slightly, by 3.4 ps per year and per kilometre, ac-
cording to (3.24).

International Atomic Time (TAI) was first established quite spontaneously
using atomic clock readings without any attempt to take relativistic effects
into account, Its scale unit was therefore close to one second on the rotating
geoid. When a relativistic definition of the world time scale became necessary
during the 1970s, no one would have considered for a moment intreducing
a definition which meant that all Earth-based clocks would lag by 22 ms per
year. A Terrestrial Time (TT) was thus d§ﬁned, called Terrestrial Dynamical
Time (TDT) from 1979 to 1991, which ifivolves' a frefjuency hift relative to
the geocentric coordinate time, in such a way thdt ﬁhe’&ﬁ‘ scale unit Tasts one
second of proper time on the rotating geoid. We shall see in Chapter 7 that TAI
is a realisation of TT.

It was then noticed that the intricacy and temmporal variation (e.g., tidal
changes) inherent in the definition and realisation of the geoid are sources of
uncertainty in the definition and realisation of TT, and hence also of TAL In
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order to avoid these difficulties, the IAU redefined TT in 2000, using the fol-
lowing terms: TT is a time scale differing from TCG by a constant rate

d7T

=1—Lg, 3.26
dTCG . (3.26)

where Lg = 6.969290 134 x 107 '° is a defining constant. The value of Lg
was taken equal to the best available estimate of U /c? in 2000, but will not be
changed in the future, even though values for f}g may improve. This new def-
inition of TT does not imply a change of rate of TT in 2000. It has praciically
no effect when processing data from ground-based clocks, but is particularly
important for future spaceborne clocks. In the following discussion, we retain
the symbol Uy, but define it to be ¢?Lg.

The use of TT, although perfectly natural, has been a source of some con-
fusion in dynamical astronomy and space geodesy. The coordinate change it
involves has a rather complex effect on the evaluation of the potential, and is
not always applied correctly. Moreover, up until 1991, international organisa-
tions were uninformative as to which spatial coordinates should be used.

Let t be the Terrestrial Time, defined by

dt Uy

i 1— = 3.27
and a choice of origin (see Chapter 7). Now leaving the x* with their definition
via the metric (3.14) for the non-rotating geoceniric system, the new metric
takes the form

Ead 2
2U U,
ds? = — (1 - —2) (1 + =+ 0(c"4)) c* dr?
iy C

C

+ (1 + %’1) [(dxl)2 + (dx%)? + (dx3)2:| . (3.28)
Putting

dr :
=1 —h{), ) 3.29

(31 o "

where, keeping only terms up to order O(c"z),

u-U y?
WO ==+ 55, (3.30)

and v is the coordinate speed expressed relative to £. For the applications con-
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sidered in the present text, the expression

L)

ho) = ho) — -2 (3.31)

will be sufficiently accurate.

In the rotating geocentric system, spatial coordinates X’ are maintained, as
recommended by the International Union of Geodesy and Geophysics (IUGG)
in 1991 [3.10], and hence,

AU f 2w dAp

nt =t .
h(t) = 262 274 (3.32)

calculating the corresponding coordinate speed V using 7.

(f) Synchronisation and fime rveference

In general relativity, the Einstein synchronisation loses its transitivity and
hence also its interest for the problems which concern us. We shall make use
of the coordinate synchronisation defined as follows.

In a given coordinate system, two events are coordinate simultaneous when
they are attributed the same date in the coordinate time ¢ of this system. Two
clocks are synchronous, in the sense of being coordinate synchronised, in an
interval ¢t; < { < ¢y, if their coordinate siimultaneous readmgs are equal for ali
dates ¢ within this range.

In the same spirit, the results of comparisons between clocks are always
expressed by the difference in their coordinate simultancous readings, that is,
by comparing readings at the same coordinate time.

In general then, synchronisation and compatison of clocks have no meaning
in coordinate systems other than the one relative to which these notions have
been set up. Note, however, that a coordinate change of type

t — ' =1'(t),
: : : (3.33)
¥ — = N (1, .761, x2’ x3)
does not affect the condition of coordinate synchronisation, nor the result of
comparing clocks (although it changes thg, dates) This i is \ﬁvhat happens if we

i 1 - '.-

fos frg Y B
Clearly, for Earth-based metrology, or in cifctitnferrestrial space (out to the

orbits of geostationary satellites, for example), the rotating or non-rotating geo-
cenfric coordinate systems atre used. As they have the same coordinate time, the
choice between the two is merely a question of convenience. For ground-based
clocks, the rotating system is more appropriate, whilst for orbiting clocks, the
non-rotating system may well be preferred. If one day we succeed in setting

switch from £ to £. vy



36 Time measurement and theoretical models

up widely separated laboratories on the Moon, it could be necessary to define
a selenocentric coordinate time. Clocks synchronised on the Moon would not
then be synchronous in the terrestrial system.

As far as applications are concerned, worldwide dissemination of a uniquely
realised geocentric coordinate time based upon the definition of the second (of
propet time) and a unanimously recognised metric achieves the following.

e It provides a basis for synchronising clocks across the Earth and in its im-
mediate environment (i.e., for artificial satellites).

e It provides the time coordinate which, when associated with appropriate
space coordinates; gnables us to describe orbital motions (of artificial satel-
lites or the Moon) around the Earth.

e Through a four-dimensional transformation, it provides a practical realisa-
tion of other coordinate times, such as the Barycentric Coordinate Time
required for calculating the orbits of planets or interplanetary probes.

e Through the transformation (3.17), it gives the local proper time and also
the SI second to be used for local measurements (the proper second).

3.4 Summary and conclusions

As in everyday life, ordinary Newtonian time is quite sufficient for most tech-
nical and scientific applications. However, it is the metrologist’s duty to adopt
a theoretical framework compatible with the precision and stability of the best
standards, over the whole region of space in which they may be used. For time
and length, this framework is general relativity.

In this theory, it is essential to cistinguish proper physical quantities, directly
measurable using standards, from coordinate quantities which depend on an
arbitrary choice of spatio-temporal coordinate system. The reason is that if is
impossible to find a coordinate system in which the graduation unit along the
axes, called here the scale unit, is at each point of spacetime equal to a secend
or a metre, such as we might obtain them at this point by using the definitions
of SI units. Let us first examine the consequences for time.

e The unit of time, the second, to be nsed for experiments in a small enough
laboratory (the usual size of rdom, for ej;a@plg) Iﬁust be established by a
standard located in that laboratory anid fixed relative to it. Indeed, it is just
because fixed local standards are used for all physical quantities that the
universality of the local laws of physics can be guaranteed, and this justifies
the use of physical constants within the framework of special relativity (Ein-
stein’s equivalence principle). To put it briefly, we say that the local second
achieved in this way is the proper second (with the implicit understanding
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that we are talking about the proper time of the laboratory in which it is
used).

e The time scale taken as the worldwide reference must be defined as a coor-
dinate, since this is the only way of unambiguously dating events. In other
words, it is a coordinate time. As far as terrestrial metrology is concerned,
a geocentric spatial coordinate system rotating with the Earth is generally
used. However, a geocentric system that is not rotating relative to space is
sometimes useful. These two coordinate systems are defined in such a way
that they share the same time coordinate, called geocentric coordinate time.
The relation between proper time and the geocentric coordinate time is given
by the integral (3.17), using the expressions (3.18) or (3.21).

¢ In relativity, synchronisation no longer has an absolute meaning., By con-
vention, events are simultaneous in a specified coordinate sysiem when they
have the same time coordinate. From this convention, two clocks can be
compared by the difference between their coordinate simultaneous readings.
If this difference is always zero, the clocks are said to be synchronous in
the sense of being coordinate synchronised. For Earth-based metrology, this
coordinate is the geocentric coordinate time. We observe that a change of
coordinates in which # is a function of # alone does not affect these notions
of coordinate simultaneity or coordinate synchronisation.

In practice, there are obvious reasons for constructing the unique coordinate
time to be taken as standard by convention on the basis of the best possible
realisations of the second. Then the transformation of this coordinate time into
the proper time of any particular local environment provides a local time scale
graduated in proper seconds. This is what is now achieved using International
Atomic Time (TAI). It is essential to bear in mind that, although the TAI is
graduated in hours, minutes and seconds, the time interval between two con-
secutive marks indicating TAI seconds (hereafter referred to as the TAI scale
unit) does not last for one (local) proper second, except on the rotating geoid.

The same comments apply to the unit of length, the metre, and spatial co-
ordinates, The metre must be viewed as the unit of proper length. In its 1987
definition, based on a conventional value for the speed of light (compatible
with previous experimental values), it is '@btainqd from the proper second by
a local experiment. The scale unit for spatial codrdinafds, aithough commonly
called the metre, is not everywhere equal to the local metre. In practice, length
measurements are less accurate than time measurements, with the result that
the spatial scale unit and proper metre need not often be distinguished. How-
ever, this distinction is beginning to have some relevance in global geodesy
and it is essential in certain astronomical studies.
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The evolution of time measurement

When measuring time, just as when measuring any other physical quantity, it
would seem logical to begin by evaluating metrological needs in view of ap-
plications, and then to seek ways of satisfying them. This approach was indeed
attempted for astronomical dynamics. But more often than not, standards were
realised before considering the use to which they would be put; and then those
uses themselves preceded official recognition of the standards by organisations
set up to manage metrology on a worldwide scale. In this sense, metrology is
a strange combination of pragmatism and rigour.

The main part of this book is devoted to presenting a snapshot of time mea-
surement as it is practised at the time of writing. This contrasts with the present
chapier, in which we describe how such measurements have evolved, in terms
of both techniques and ideas. It is a story punctuated by hesitation, doubt and
sometimes even inconsistency.

4.1 Date, calendar and hour

The date of an event in the scientific sense is a whole set of data attributing
a time label to it relative to some specified time scale. Traditionally, it com-
prises some way of identifying the day, known as a calendar, together with a
subdivision of the day which we commonty call hours.

The wvarious calendars (Gregdnan, Jewigh, Islal:mc etc.) are ingenious
schemes for making use of the nathpl cycle& that have precise astronomical
definitions:

o the apparent solar day is the duration between two successive transits of the
Sun at the local meridian, '

o the tropical year is the duration between two transits of the Sun through the
vernal equinox (the spring equinox),

38
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e the lunation (or lunar month) is the duration between two successive new
moons.

We shall restrict ourselves mainly to the well-known Gregorian calendar,
which respects the tropical year to a good approximation.{

The day is subdivided into hours, minutes and seconds in a way inherited
from the Babylonians [4.1]. It has resisted any attempts at decimalisation. In
France, a decree was issued on 24 November 1793 with the intention of impos-
ing a decimal division of the day and a decimal second, but it was suspended
on 7 April 1795, It is only for intervals shorter than one second that decimal
submultiples are used, i.e., the’ millisecond, microsecond, etc.

In this complex system, a whimsical pocket of resistance to technocratic
intervention, the units do not even bear constant relation to one another. Added
to the fact that a year may contain either 365 or 366 days, a further claim
to originality was to come in 1971. The day, normally lasting 86400 s, can
sometimes include one second more or less in the Coordinated Universal Time
(UTC) that governs our lives.

In order to simplify their work, astronomers sometimes use the Julian Date
(JD). This is based on a continuous count of the days since 4713 BC. The Julian
Date can be complemented by giving also the decimal fraction of the day. In
this system, days are counted from midday. For example, 1 January 2000 at
midday corresponds to JD = 2451 545.0.

In time metrology, the study of the Earth’s rotation, and space science, the
Modified Julian Date (MID) 1s often used. This is defined by

MID = JD — 2400000.5 . (4.1)

This means that MID = 0.0... corresponds to 17 November 1858 at time
0 h. (Note that we are following international usage as regards acronyms. MJD
comes from English, whilst International Atomic Time TAI comes from the
French Temps atomique international.)

By their definitions, the calendar and the JD and MJD systems are closely
linked to alternation between day and night. They are )nevérthlaless used with
time scales based upon other phenomena, iich ‘a$ Intefpatipna] Atomic Time,
when these systems drift only slightly relative'td the true solar day. No ambi-
guity can result, provided that the time scale is indicated in the record of the
date.

T Between the Gregorian reform of 1582 and about the year 3200, the Gregorian calendar will
gain roughly one day over the tropical calendar. The uncertainty in this gain is mainly due to
unpredictable irregularities in the Earth’s rotation.



40 The evolution of time measurement

4.2 Time measurement based on alternation of day and night
4.2.1 Mean solar time

In ancient times, the day, from sunrise to sunset, and the night, from sunset
to sunrise, were almost invariably divided into 12 hours each. Naturally, these
hours did not have the same duration in the day and at night, except at the
equinoxes or on the equator, and they varied with season and latitude. These
variable hours, or seasonal hours, were still being used in the fifteenth century,
even though -ancient astronomers had already invented and used equinoctial
hours long before, dividing the apparent solar day between successive passages
of the Sun across the local meridian into 24 equal periods.

More precisely, the apparent solar time (or apparent time) is defined as the
hour angle of the Sun, i.e., the angle between the half-plane of the observer’s
meridian and the half-plane defined by the Earth’s axis of rotation and the
Sun. This angle is then counted in ‘hours’ of 15°. (Astronomers do not always
clearly distinguish between angles and times, as is revealed by the fact that
the astronomical ephemerides of the Bureau des longitudes in Paris are called
Connaissance des temps.)

Apparent solar time is directly observable and was still used in country ar-
eas up until the beginning of the twentieth century. However, it is not a “con-
venient’ time in the sense that H. Poincaré would have understood the term
(see Section 2.3). We may say that it is not a uniform time. Its irregularities
were already known to Ptolemy (circa AD 150), and are mainly due to the el-
liptical shape of the Earth’s orbit around the Sun and the tilting of the Earth’s
axis of rotation relative to the ecliptic (the plane of its orbit). They have a total
amplitude of 30 minutes and are reproduced cyclically in an identical manner
each year, as described by the so-called equation of time (see Figure 4.1). As-
tronomers took these variations into account by using a regularised time known
as mean solar time. This time scale is, like apparent time, associated with the
local meridian. However, attempts to perfect the system did not stop there. The
ultimate aim was to guarantee strict proportionality between mean solar time
and the angle through which the Earth turns about its axis. In Chapter 8, we
shall discover some of the subtleties of this requirement.

Despite the advantages brought about by its regularity, mean solar time was
long considered a mere tool in the astronomer’s panoply. Once their work was
done, they would carry out conversions so that the astronomical ephemerides
could be expressed in terms of apparent time. As an example, the mean so-
lar time at Greenwich, England, was only introduced in 1834, in the Naufi-
cal Almanac and Astronomical Ephemeris. The following year, in France, the
Connaissance des temps adopted the mean solar time of Paris.
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Fig. 4.1. The equation of time. Mean solar time minus apparent solar {ime in minutes.
(Kindly communicated by the Bureau des longitudes, Paris.)

4.2.2 Universal ime scales and time zones

During the second part of the nineteenth century, the introduction of rail net-
works made it essential to use a single definition of the hour, at least on the
national level. Many counfries then adopted the mean time of the meridian
through their capital city, increased by 12 hours. Hence, in France, an Act of
Parliament voted on 14 March 1891 imposed the hour of the Paris meridian.

However, this solution proved inadequate in certain countries which ex-
tended over a very wide range of longitudes. The idea of dividing such coun-
tries into time zones, the time differing from one to the nexi by a whole number
of hours, in such a way that solar midday always occurs at around 12 h, is ap-
parently due to Ch. Dowd in the USA in 1870 [4.1]. It was applied shortly
afterwards by S. Fleming, an engineer on the Canadian railroads.

The use of mean solar time thus began to spread, whilst still lacking a single
time standard the world over. Agreement for a worldwide tinification of time
came in October 1884 at an international ﬁ'énférénqé hp’}d in ashington ‘for
the adoption of a single prime meridian and a uilivérdal time’ [4.2]. The Green-
wich meridian stood out as a natural choice since it was already taken as the
origin for longitudes on most maritime charts, and indeed it was almost unan-
imously adopted by national representatives. The universal time was therefore
the one determined at this meridian. Moreover, it was stipulated at the confer-
ence that the universal day should begin at midnight on the prime meridian, in
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confrast to the common astronomical practice of counting days from midday,
and that hours should be counted from 0 to 24.

During the following two decades, the time zone system was related to uni-
versal time and extended around the Earth. Initially, the planet was cut into 24
time zones, each occupying 15° of longitude, with the first centred on Green-
wich. Each zone was centred on its standard meridian and standard time was
thereby established within the zone. Any country covering a reasonably small
range of longitudes was to adopt the time zone containing its capital city. Lit-
tle by liitle, countries began to implement the new system. Since 1971, it has
been associated with Coordinated Universal Time (UTC), to be defined in Sec-
tion 4.5 and discusséd in greater depth in Chapter 7. For example, on 9 March
1911, a French Act of Parliament introduced the time of the Greenwich merid-
ian to France in terms intended to spare national sensitivities: ‘Official time in
France ... is the Paris mean time delayed by nine minutes and twenty-one sec-
onds.” (It is interesting to note the inappropriacy of the terms, since the mean
time at midday is 0 h.) This Act remained in force until 8 August 1978, when
a government decree associated official time with UTC.

The standard time system has since lost something of its original simplic-
ity through the use of permanent shifts between official time and the tfime of
the relevant zone, and through the use of summer time. For example, the lat-
ter appeared in France in 1916 ‘in order to counter an annoying tendency of a
great number of town dwellers who get up and go to bed too late’ [4.3]. Itis ex-
wremely difficult to find out the difference between UTC and official time or the
commonly used time in various counfries, since no organisation is responsible
for collating such information.

Astronomers were slower to accept the universal time of the 1884 confer-
ence. The Connaissance des temps, for example, was aligned with Greenwich
Mean Time in 1916, but not with universal time which, as we have observed,
ditfers from GMT by 12 hours.

It was only in 1925 that the ephemerides used by navigators and astronomers
introduced the day which began at midnight rather than at midday. The new
time scale, deduced from mean time by adding 12 hours, was referred to as civil
time. For example, the civil timg at Greenwich, which was nothing other than
the universal time specified in 1884, was taken gs the time argument for the
Connaissance des temps from 1925 t6'1950. However, it is commonplace, even
in astronomy, to keep the appellation Greenwich Mean Time for this new scale,
and it has been the source of much confusion. Although the name Universal
Time arose straightforwardly from the terms used in the 1884 conference, it
was not until 1948 that the International Astronomical Union, after a good
deal of hesitation, finally made firm recommendations in its favour. This has
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not prevented continued incorrect use of the acronym GMT, where UT should
be used.

Even today, there still remains a vestige of the system whereby days are
counted from midday, viz., the Julian Pate mentioned in Section 4.1.

4.2.3 Towards a unique realisation of Universal Time

Let us begin with a convention aimed at simplifying language. We shall use the
name universal time to speak of any time scale based on the Earth’s rotation
and referred to the prime meridian. This therefore includes Universal Time
(UT) with its modern definitidn, as well as GMT, shifted by 12 hours relative
to UT, and also Greenwich Sidereal Time. The latter is the hour angle of the
vernal equinox measured from the prime meridian and it is mathematically
related to GMT and UT.

From the middle of the nineteenth century up until around 1970, national
timekeeping organisations operated along more or less unchanged lines. The
basic equipment included clocks that were as stable as possible, together with
refracting telescopes that could be used to observe the transits of stars across
the meridian, or occasionally at equal altitudes. This was complemented by de-
vices for emitting time signals that were originally electrical, optical or sound
signals. Then, in about 1910, emitters and receivers of radio time signals were
used. In periods of clear weather, astronomers spent their evenings, or even
the whole night, timing star transits by means of one of the local clocks taken
as master clock. They would then go to bed before setting about ‘reducing
their observations’, which basically meant deducing clock corrections. These
corrections were to be added to the readings of the master clock in order to ob-
tain, at the instant of astronomical observation, the local time values or, after
adding the longitude, the universal tirne. The putpose of the clock was there-
fore to provide a sort of average for observations, smoothing them out, so to
speak, and to keep time between evenings when observations were made. By
extrapolation, the clock thus gave an approximation to universal time in real
time. With the help of this extrapolation, time signals could be emitted in the
form of pulses at agreed nominal times. Figure 4.2 shows how this works,
highlighting some of the uncertainties assbmated’ with} the me{”hod The point
in having a good timekeeper is clear. However, ’by pushmg forward progress in
clock timekeeping, astronomers have finally lost their hold upon the manage-
ment of time.

When radio time sigrals began to cross the Atlantic in around 1910, it was
found that they could differ by as much as one or two seconds. This discovery
came at a time when random uncertainties in local measurements of universal
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4 UT — clock time
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Fig, 4.2. Emission of time signals in UT, The astronomical observation x of UT minus
clock time, available at the time E when the time signal is emitted, only extends up to
the time D because of computation and transmission delays, and bad weather. A lincar
cxtrapolation is used to predict the value (marked () at E. Subsequent observations
{marked o) belie this prediction. In addition, the emission time M may not actually
coincide with the prediction, The total error in the emission time is C.

time were as low as a few hundredths of a second. The main causes of system-
atic error, to be combined with random errors, were errors in observed star po-
sitions, instrumental delays and, above all, errors in longitudes, the three causes
adding together in unknown measures, Universal time is indeed unique by its
definition, but its realisations could diverge in a quite unacceptable manner.
At the Bureau des longitudes in Paris, it was clear that this situation would
have to be remedied. Therefore, in 1911, on the initiative of Ferrié, they sug-
gested that the French government convene an international conference to cre-
ate a Bureau international de I’heure (BIH). Its basic task would be to unify
world time. The meeting took place in 1912, but war was to intervene be-
fore the articles of the BIH could be established. The BIH nevertheless began
to carry out its functions 1mmediately, in a ’senu' -official manner, with assis-
tance from the Paris Observatory. It’*aequ]red ‘official status in 1919, when it
was placed under the responsibility of the International Astronomical Union,
and carried out its mandate until 1988, At this point its activities were split
into two parts. Atomic time measurement was transferred to the International
Bureau of Weights and Measures (Bureau international des poids et mesures,
BIPM), whilst its astronomical and geodetic activities were reorganised and
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extended to form the International Earth Rotation Service (IERS). The IERS
Central Bureau was set up in the Paris Observatory until 2001, before moving
to the Institute of Cartography and Geodesy in Frankfurt, Germany. We shall
comment further on the activities of the IERS later in the book. The references
[4.4, 4.5, 4.6] give a historical review of the BIH and summarise its activities.

The aim of the BIH was fo provide a single approximation to the theoretical
universal time, known as the definifive time and then to give the discrepancy
between this definitive time and the nominal emission times of time signals.
Calculations were extremely complex, although based on simple enough prin-
ciples. We may outline them in the following way. Each time service referred
astronomical observations and time signal emissions to its master clock. Then
by exchanging time signals, the BIH could put together a unique worldwide
master clock, referring the whole set of observations and emissions to it. It
was then a simple matter to construct the definitive time, by averaging astro-
nomical measurements, and refer time signal emissions (o it. The results were
published in the Bulletin horaire every month or every other month, depending
on the period.

Let us consider the results for October 1936 as an example, published in
April 1937. The definitive time of fifty-six daily emissions is given to the near-
est millisecond. We may expect a fuzziness to the extent of a few milliseconds
in the definitive time, due to vncertainties over the estimated propagation de-
lays of the radio signals. With regard to this fuzziness, the offsets of emission
times with respect to their nominal values as estimated by the BIH were con-
siderable, reaching as much as 0.2 s.

We may well wonder to what extent the BIH’s definitive time represented the
theoretical universal time defined by astronomers. It is hardly possible to give
a precise answer to this question because of the systematic errors already men-
tioned, but it would be wise to expect uncertainties of up to several hundredths
of a second. This shows how important it is to distinguish synchronisations
which can be very accurately guaranteed on some conventionally agreed ba-
sis, and the realisation of a theoretical time scale using this basis. We shall see
that this distinction explains a certain reluctance towards setting up an atomic
measure of time. i

The work carried out at the BIH barely ehhn ged untik around"1960 although
technical improvement of the clocks used gr adually*made it pdssﬂ)le to reduce
synchronisation errors in time signal emissions. We may say that, by this time,
the unification of time could be ensured to within one or two milliseconds, with
a time lag of about one year before results were announced. In real time, by
extrapolating clock readings and using local observations, the discrepancies in
the unification of tirne were of the order of 10 ms.
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4.2.4 Definition of the second before 1960: the second of mean solayr time

The measurement of time based on the FEarth’s rotation originally rested upon
the reproducibility postulate, as discussed in Chapter 2. This was first applied
to the mean duration of the day, and then to the period of rotation. When Eu-
ler showed in 1737 that the Earth, considered as an undeformable solid, was
spinning at a uniform rate, the mean solar time took on the character of a New-
tonian dynamical time. However, two centuries later, when it was realised that
the Earth’s rotation was not so regular after all, it turned out to be much more
difficult to establish a mathematical model, and thereby define a time system.
Only a small empirical correction was applied from 1955, in order to remove
an annual fluctuation (the corrected scale being denoted UT2). It had been re-
alised that mean solar time, and subsequently, Universal Time, were not a good
measure of time, and a betfer clock was sought to replace the Earth’s rotation.

The second, unit of time, or rather, duration, was tacitly and universally
defined as the duration of 1/86 400 of a mean solar day. It is surprising that this
definition of the second of mean time, which remained in force until as late
as 1960, had never been officially ratified by the organisations responsible for
world metrology since the 1875 Metre Convention.

4.3 Time based on Solar System dynamics: Ephemeris Time
4.3.1 First doubts on the uniformity of the Earth’s rotation

Whilst Copernicus accepted the ancient Greek dogma concerning the unifor-
mity of the Earth’s rotation, Kepler mentioned the possibility of some irregular-
ities, The first attempt to demonstrate the existence of such phenomena appears
to be due to Flamsteed. Shortly after the foundation of the Greenwich Obser-
vatory in 1677, he set up gigantic pendulums in the hope of revealing some
anomaly, but found none whatever [4.7]. Later, in 1752, the Berlin Academy
of Arts and Sciences, presided by Maupertuis, raised the following question:
‘Has the daily motion of the Earth always occurred at the same rate or not?
What means do we have at our disposal for answering this question? And if
there were some irregularity, what might be its cause?’ In his reply, Kant said
that there could be a slowing down effect die to digsipation of energy in tidal
movements of the oceans. He was 'l’i'ght,'e;bt-ltis"thé idea was only confirmed by
observation two centuries later.

The conviction that the Earth’s rotation must be perfectly uniform was
deeply rooted, and these first doubts were barely heard. In 1825, Laplace wrote:
‘It is therefore certain that, since Hipparcos, the day’s duration has not changed
by as much as one hundredth of a [decimal] second [i.e., 0.008 64 ordinaty
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seconds].” The claim is unfounded, as we shall see. Whilst Ferrel in 1864 and
then Delaunay in 1865 both asserted that discrepancies observed between the
Junar ephemeris and observation were due to a lengthening of the day, Fleming
declared in 1864 that there was no motion more uniform than that of the Earth
about its axis.

4.3.2 Acceptance of irregularities in the Earth’s rotation

Proof of irregularities in.the Earth’s rotation first came from a study of the or-
bital motions of the planets and the Moon. To the degtee of accuracy required
by observations, the orbital motions of the planets can be studied under the
assumption that both they and the Sun are point objects. The purely gravita-
tional interactions between them are simple enough for their motions to be
worked out to a high level of precision, using for example the model provided
by Newtonian mechanics which was common practice at the time. (Relativis-
tic theories have been in use for the past few years, but the differences will
not be relevant in the context of this discussion.) Generally speaking, satellite
motions about a central body are more complex to treat. This is due to the fact
that the central object may not be exactly spherical and also to the presence of
phenomena leading to energy dissipation. Such effects are nevertheless small
in the case of the Moon, which we shall be concerned with now, and we shall
ignore them for the moment. (Further explanations of this point will be given in
Chapter 8.) The next step is to fit the theory to observations. In other words, nu-
merical values must be attributed to unknown parameters so that an ephemeris
can be established, giving the positions of the bodies in tabular form as a func-
tion of time, e.g., in terms of the mean solar time. But what happens if the time
used to date observations differs from the uniform time of Newtonian theory?
Then discrepancies arise between observed positions and those given by the
ephemeris at the instant of observation, Such discrepancies, if large enough,
cannot be explained by the random errors of observation. Clearly, they are
minimised to a certain degree by the fitting of orbital parameters, which are
therefore biased. Even then, they still remain to some extent, and because of
the errors in the orbital parameters, they are liable to increase rapidly with time
when the ephemeris is used to predict what Wﬂl happen '*,

This is precisely what Newcomb found whert nsirg {he lunai* ephemeris es-
tablished by Hansen in 1857. Having checked that the theory had been used
correctly, Newcomb considered the possibility of irregularities in the mean so-
lar time. In other words, he put the Farth’s rotation to question, However, it
had first to be checked that the ephemerides of the other planets revealed the
concomitant discrepancies, and in a way compatible with the hypothesis of an
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irregularity in the Earth’s rotation. This was a difficult fask, since the effects
are much smaller for the planets than for the Moon. Indeed, they are propor-
tional to the apparent speed of the orbital motion. In 1927, following research
by Brown and de Sitter [4.8], no doubt could remain. The Earth’s rotation was
not a good clock.

Almost immediately, in 1929, Danjon suggested using the dynamics of or-
bital motions to measure time, in an article that proved remarkable for its clar-
ity and the correctness of its predictions [4.9]. Let us quote some short extracts
(translation).

. it is legitimate t'odconsider the [rotation of the] Earth as the sole cause for the
apparent disorder that still reigned in the Solar System. Although Newton’s law has
been saved, it is experiencing a quite extraordinary adventure: henceforth called upon
to gauge the passage of time, it becomes in part unverifiable and ceases to be what could
strictly be termed a law. | ... ] Since we would ask these [Kepler’s] laws to provide
a measure for the passage of time, we could no [onger subject them to experimental
control without entering into a vicious circle. [ ... | Let us simply hope that we shall
one day discover a good terrestrial time standard, so that we may leave these purely
fogical difficulties behind us.

The good terrestrial time standard appeared in 1955 in the form of the atomic
time standard. Danjon may well have been thinking of it.

Unfortunately, Danjon’s article was published in an amateur astronomical
review and did not receive the attention of his peers. It was not until 1950, dur-
ing an international colloguium on astronomical constants held in Paris [4.10],
that Clemence made a precise proposal for defining a dynamical time. This was
christened Ephemeris Time, following a suggestion by Brouwer. The definition
of Ephemeris Time, to be discussed in Chapter 8, was ratified by the IAU in
1952.

We shall see in particular that Ephemeris Time suffers from a serious draw-
back, the wretched quality of its readings, with uncertainties of the order of
0.1 s. It may be compared with certain luxury wrist watches which, although
provided with an excellent mechanism, have no graduations marked on the
face to help us gauge the position of the hands. It is thus only possible to ex-
hibit the large scale and long term variations in the Earth’s rotation. In 1936,
an irregularity in the Earth’s 10ta‘tlpn was revéaled foj: the first time and inde-
pendently in two laboratories, relative to artificial clocks, including both pen-
dulum clocks and quartz clocks. The annual total amplitude was later found
to be 60 ms [4.11, 4.12]. However, as can be seen from Figure 4.3, the annual
irregularity was at the limit of what could be revealed by the clocks in use at
the time. Later, atomic time proved adequate to demonstrating a great many
other irregularities (see Chapter 8).
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Fig. 4.3, Improvement in the quality of artificial clocks and comparison with the clock
provided by terrestrial rotation.
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All these irregularities lead to variations in the duration of the second of
mean time, In order to eliminate some short term fluctuations and the annual
irregularity, whilst also reducing the role of measurement uncertainties, we
may consider the average annual value of this second. Unpredictable variations
nevertheless remain, reaching almost 1077 s,
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4.3.3 Definition of the second from 1960 to 1967: the ephemeris second

As explained in Section 2.4.2, if we aim to base the definition of the second
on dynamical considerations, it suffices to fix the duration of some particu-
lar phenomenon numerically. The 1950 colloquium recommended basing this
numerical value on Newcomb’s Tables of the Sun, a proposal which raised
no objections. However, the choice of reference phenomenon did give rise to
some hesitation. The one chosen by the International Astronomical Union at
its 1952 General Assembly was the sidereal year of 1900, the duration mea-
sured between two solar transits of a fixed equinox (i.e., without taking the
precession of the éguinoxes into account), because this duration is virtually
constant. It was soon realised, however, that the more directly observable trop-
ical year was preferable, despite its slow variation. For this reason, and quite
exceptionally, the IAU resolution was corrected by correspondence.,

In 1956, the International Committee for Weights and Measures used the
powers conferred upon it by the 10th General Conference on Weights and Mea-
sures (CGPM) in 1954 to decide upon the following definition:

The second is the fraction 1/31 556 925.9747 of the tropical year for 1900
January O at 12 h Ephemeris Time.

This definition was ratified by the 11th CGPM in 1960, Shortlived, it was ab-
rogated in 1967 in favour of an atomic definition for the second.

The definition of the ephemeris second proved puzzling to those who were
not familiar with astronomy. Its strange definition arises from the fact that the
mean longitude of the Sun is, according to Newcomb, a quadratic function of
Ephemeris Time (ET). The tropical year for 1900 January O at 12 h ET is a
fictitious year corresponding to the speed of the mean longitude at the given
date.

Let us look more closely at the numerical value used in the definition of the
ephemeris second. Newcomb’s tables were based upon astronomical obser-
vations from the nineteenth century. Naturally, these were dated using mean
solar time. The duration of the ephemeris second is therefore roughly equal to
the average duration of the secoiid of mean tine oveér this century. However,
in 1960, when the ephemeris second” wasﬂacfdpted as the unit of time for SI
units, the new second was shotter than the currently used second of mean time
(averaged over the year 1960) by 1.4 x 1078 s, and this offset was roughly
known at the time of the decision. This goes against common metrological
practice of adjusting successive definitions of a unit in such a way that they
lead to an invariable quantity during changes of definition, at least, within the
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limits of experimental error. It could not have been predieted in 1960 that this
would have unfortunate consequences for the Coordinated Universal Time sys-
tem that is now in use.

The ephemeris second is uniquely defined, but it is rooted in the past, in
1900. Its physical realisation at a given date depends on the astronomical
ephemerides. It is estimated that it could be achieved to within &2 x 1077 s
around 1960 by the analysis of astronomical observations extending over sev-
eral years. Compared with the second of mean time, the gain in reproducibility
was by a factor of 50.

4.3.4 Ephemeris Time: a scale reserved for astronomers

The beauty and simplicity of Ephemeris Time raised some enthusiasm. In
1966, when atomic clocks had already been running for eleven years, Woolard
and Clemence wrote [4.13]: “The traditional practice of measuring time by the
apparent motions of celestial bodies may now be based upon an exact dynami-
cal foundation by adopting as a primary standard the measure of time implicitly
defined by the laws of motion.” The story of Ephemeris Time is nevertheless
plagued by a long series of difficulties and misunderstandings, as we shall see
in Chapter 8.

Ephemeris Time was never made available, nor used, in everyday life. In
fact, its application was limited to the needs of astronomical dynamics. There
has never been an official organisation expressly set up to centralise and pro-
cess its measurements so as to produce a unique realisation that could have
been adopted by convention.

Let us emphasise that, until 1960, the official time scale, Universal Time,
and the definition of the second {(of mean time) were both based in a consis-
tent way upon the Earth’s rotation. Hence, the dissemination of the time scale
effectively provided the SI second. With the adoption of ET began a period
of incompatibility between the time scale, still UT, and the unit of time. The
atomic measurement of time was to put an end to this confusion in 1971.

4.4 Atomic time measyrément:
4.4.1 Atomic frequency standards and the atomic definition of the second
(1967)

Science has gradually accepted that the various chemical spécies are composed
of molecules which are themselves made from atoms. A relation was eventu-
ally established between the structure of emission spectta and the atomic and
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molecular composition of excited gases. The assumed universality of atomic
properties could then be transposed to these spectra. Maxwell in 1873 and
Kelvin in 1879 both suggested that the wavelength of a spectral line and the
period of the corresponding radiation could be used to define the unit of length
and the unit of time, respectively [4.14]. These proposals were truly prophetic
if we remember that the definition of the metre was only based upon the
wavelength of a spectral line from 1960 (and until 1983). Moreover, optical
emissions can now be used in this way by highly specialised laboratories, and
optical time and frequency standards may soon compete with current atomic
standards using transitions at centimetre wavelengths.

As in many othef areas, the understanding we now have of electromag-
netism, quantum physics, atomic physics and spectroscopy, which have led to
the invention and development of time and frequency standards, was acquired
at the end of the nineteenth century and in the first half of the twentieth cen-
tury, We shall summarise these years of progress by citing those physicists who
made key contributions. Planck laid the foundations for quantum theory, whilst
Einstein introduced the idea of the photon and stimulated emission, amongst
many other significant contributions, including the theory of relativity. Bohr
applied quantum theory to the explanation of atomic structure and introduced
the idea of energy levels. Hertz was the first to produce and detect radio waves.
De Broglie, Heisenberg and Schrdinger created and developed wave mechan-
ics. Stern contributed to the kinetic theory of gases and discovered with Ger-
lach the magnetism of atoms and its spatial quantisation.

Technological advances which began in the 1930s and wete pushed ahead
by the need for radio communication and radar detection during the Second
World War also played a key role. In 1945, it became possible to produce radio
waves with frequencies up to 30 GHz and to measure this frequency. These
developments were the starting point for a major leap forward in precision
Hertzian spectroscopy, led by Townes and Pound.

The first atomic clock was made in 1948 by Lyons at the National Bureau
of Standards in the USA, now called the National Institute of Standards and
Technology [4.15]. The reference was an intense absorption line of the am-
monia molecule, lying at around, 24 GHz. The mdlecular resonance controlled
the frequency of a quartz oscillator which theP pl;ov;lded pulses to mark time.
However, the resonance was br oadendd bythe Doppler effect and collisions, Its
long term stability was no better than that of a quartz clock and this approach
was dropped.

The caesium clock was the result of work cartied out by Rabi and his stu-
dents [4.16, 4.17]. At the end of the 1930s, Rabi was working on the magnetic
resonance technique for atomic or molecular beams. This method, originally
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aimed at measuring magnetic moments, was soon adapted to the study of the
radio frequency spectra of atoms and molecules. The first experimental evi-
dence for the hyperfine transition in the caesium atom was obtained in 1940,
The possibility of using the magnetic resonance methed with an atomic beam
to make an atomic clock had already been discussed within the Rabi group in
1939. It seems well-established that Rabi presented this idea publicly at a con-
ference in 1945, during a meeting of the American Physical Society. In fact, he
suggested using the caesium atom. In 1950, Ramsey improved conditions for
the interaction between the electromagnetic wave and the atoms by introduc-
ing two separate oscillating fields. Putting together the experimental methods
developed by Rabi and Ramse¥, Essen and Parry built the first reliable caesium
beam clock in 1955 at the National Physical Laboratory in the United Kingdom
[4.18]. It was regularly used to calibrate the frequency of quartz oscillators. At
the same time, one of Rabi's students, Zacharias, developed a prototype com-
mercial caesium clock at the Massachusetts Institute of Technology, in which
the atomic resonance controlled a quartz oscillator through a servo loop. The
first caesium clocks based on this prototype were commercialised in 1956 by
the National Company under the name of Atomichron [4.14].

Experimental confirmation of the principle of amplification by stimulated
emission of radiation was first obtained in 1954-55 by Townes in the USA
and by Basov and Prokhorov in the USSR. They built the first self-oscillating
masers (Microwave Amplification by Stimulated Emission of Radiation), us-
ing the ammonia molecular transition at 24 GHz. They were considered for use
in atomic clocks but their long term instability of the order of 10719 was too
great and the idea was not taken further [4.19]. These achievements were nev-
ertheless useful in showing the way to a solid state maser amplifier devised by
Bloembergen in 1956, and then the laser, developed by Schawlow and Townes
in 1958 [4.17].

The hydrogen maser, elaborated by Ramsey, results from an evolution of
Rabi’s magnetic resonance method. The criginal aim was to narrow the res-
onance line of the caesium atom by increasing dwell time between the two
oscillating fields [4.17]. To this end, the caesium atoms were held back for a
certain time, allowing collisions to occur ip a cell coated with parafﬁn wax and
equipped with baffles. It was then realised fhﬂt a'Teflon’ 'poatmg ‘was better, The
idea was put to the test with hydrogen atoms, a110w1f1g them to undergo a great
many collisions without significant perturbation. The detection of hydrogen
atoms by stimulated emission was also achieved and the hydrogen maser was
thereby invented in 1959-60. Its success rests upon the very long dwell time
of the atoms in the Teflon coated cell (about 1 8), and hence upon the very long
period of interaction with the electromagnetic field in a resonant cavity, which
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favours stability of the frequency. A commereial version was soon developed
by Vessot at the manufacturer Varian Associates.

Since many applications required compact atomic time and frequency stan-
dards, the possibility of using optical pumping was studied from the moment
of its discovery. In 1950, Kastler suggested replacing the intense inhomoge-
neous magnetic field, until then used to select and detect the atomic states, and
involving bulky magnets in those days, by an optical method. Dicke showed
in 1953 that Doppler broadening of microwave resonance lines could be prac-
tically eliminated by mixing the atoms with a neutral gas that limited their
scattering speeds, In 1956, Dehmelt discovered that the microwave resonance
was manifested by a reduction in intensity of the pumping light transmitted
by the cell containing the atoms and the buffer gas [4.15, 4.16]. It thus became
possible to build compact rubidivm clocks, and they were soon being produced
by various manufacturers. These are still the most widespread atomic clocks.
From the 1980s, optical pumping methods have been applied to cassium beam
clocks, thanks to the development of semiconductor lasers.

The two- or three-dimensional confinetnent of ions in a non-uniform alter-
nating electric field was developed by Paul from 1955. The long term trapping
obtained in this way is favourable for observing narrow lines in the microwave
region. Dehmelt was the first, in 1965, to use such traps in the precise mea-
surement of a hyperfine transition frequency, namely that of *He™. In 1969,
Major suggested combining the optical pumping and ion confinement meth-
ods in a time and frequency standard using **?Hg™. Such a standard was first
achieved in 1979 at the Laboratoire de 1’horloge atomique in France. Several
improved operating models of this standard were produced by Hewlett-Packard
under the guidance of Cutler in 1983. Studies of trapped-ion frequency stan-
dards continue, using transitions in the microwave and optical regions, Some
of these involve the laser cooling method proposed by Wineland and Dehmelt
in 1975.

In the same year, Hinsch and Schawlow described an efficient way of slow-
ing down and reducing the thermal motions of neutral atoms. The method was
first used to slow vown atom beams. Then, in 1989, Wieman and his team at the
University of Colorado succeeded in applying it'to caesium atoms held at low
pressures in a cell, A ball of atéms with a kinetie energy of thermal excitation
corresponding to a temperature of the order 0% 1 mlcrokelvm was trapped at the
crossing point of six [ight beams. Several teams in the USA and France, among
others, have made experimental and theoretical contributions towards improv-
ing techniques for cooling, trapping and manipulating cold atoms. It is now
possible to launch cooled caesium atoms with a speed of the order of 1 ms .
It has thus been possible to use them in caesium clocks, where the advantages
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of slow atoms are decisive. The first primary standard based on cooled caesium
atoms was built in France in 1996 by Clairon at the Laboratoire primaire du
temps et des fréquences, Salomon at the Ecole normale supérieure, and their
respective research teams,

The Nobel committee has rewarded some of those physicists who directly
contributed to the invention and development of atomic clocks: 1. Rabi (1944),
C. Townes, N. Basov and A. Prokhorov (1964), A. Kastler (1966), N. Ramsey,
W. Paul and H. Dehmelt (1989), S. Chu, C. Cohen-Tannoudji and W. Philips
(1997), the dates corresponding to the attribution of the prize.

Chapter 6 explains how the various atomic frequency standards work. We
shall see that it is the caesium standard that presently leads to the greatest
accuracy. Accuracy is a key idea in metrology. It refers here to the capacity
to deliver a frequency bearing a perfectly known relationship to the transition
frequency of the unperturbed atom. It excludes all frequency drift. At the time
of writing, the caesium standard thus plays a privileged role in fundamental
time measurement. Let us now review how its accuracy has evolved and outline
the consequences of this evolution for the definition of the second.

The first caesium standards involved frequency inaccuracies with a relative
value of the order of 1077, (Uncertainties and small variations are generally
expressed as relative values. We shall no lenger specify this in the following,
since an absence of physical unit will be a sufficient indicator.) Progress was
made in leaps and bounds and, as we shall see, standards could be compared
with one another in order to assess their agreement, Clearly, the transition fre-
quency Vo had to be expressed in terms of the unit of time then available.
In their early research work, Essen and Parry used the second of mean time
which could be supplied in real time. The ephemeris second was already de-
fined, although not yet the recognised SI unit. However, as we have already
noted, it could only be realised as a result of long analysis. This analysis was
undertaken by Markowitz et al. [4.20], giving in 1958 the frequency value

vgs = 9192631770 &£ 20 Hz. . 4.2)

The unit Hz mentioned here is based on the ephemeris second, The uncer-
tainty of £20 Hz was almost entirely due, to uncertamty in the realisation of
the ephemeris second. t R ’

Naturally the vatious laboratories studyirig atomic: rfréci’uency standalds were
keen to agree upon a single frequency value for caesium. The value due to
Markowitz et al. was immediately adopted by convention, in the sense that it
was regarded as a strictly accurate reference for expressing frequencies. This
implicitly defined an unofficial atomic second. Indeed, it was recognised as
such by the 12th General Conference on Weights and Measures (CGPM) in
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1964, although it was felt that the moment-had not yet come to adopt a new of-
ficial definition of the second in view of further significant progress that might
soon be made. However, aware of the urgency of the situation, the hyperfine
transition of caesium 133 was designated for use as standard and the above
value was assigned to its frequency.

In 1967, the frequency inaccuracies of the atomic standards were reduced to
10712 and it was decided to move ahead with an atomic definition for the unit
of time. This was accomplished by the 13th General Conference on Weights
and Measures in 1967:

The second is the duration of 9 192 631 770 periods of the radiation corre-
sponding to the transition between the two hyperfine levels of the ground
state of the caesium 133 atom.

The definition of the so-called ephemeris second was thereby abrogated.
The atomic second was fitted as far as possible with the ephemeris second as
it stood at the time. Subsequent measurements of Ephemeris Time confirmed
this fitting. The current second thus has a duration that corresponds to that of
the second of mean time as it was averaged over the nineteenth century.

The improvement of caesium standards continued. In 1976, inaccuracies in
the best standard, then in Germany, were reduced to a few multiples of 10714,
The situation remained at this point until 1995 when a new stage in the ascen-
sion towards improved accuracy was set in motion by the discovery that atoms
could be cooled by lasers. The technique has already been integrated info some
caesium clocks, as we shall see in Chapter 6.

Applications of time measurement are on the increase because industry is
able to manufacture high quality timing equipment. In particular, caesium stan-
dards are commercially available and, although they are less accurate than the
best laboratory instruments, they are less bulky, have high frequency stability
and can operate continuously with great reliability. Strictly speaking, these are
caesium clocks, stringing together the seconds. The existence of such clocks
has made it feasible to base the world time scale on atomic transitions rather
than the motions of celestial bodies. This brings us to the birth of International
Atomic Time.

4.4.2 From Universal Time to International Atomic Time
(a) The age of frequency comparisons and integrated atomic time

The first caesium frequency standards operated sporadically. They were used
from time to time to calibrate the frequency of independent quartz clocks
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which, between such measurements, retained a memory of the atomic fre-
quency. It was then possible to establish a time scale based upon the atomic
trangsition frequency, that is, an atomic time. Let us discuss some of the details
of this operation. We may thereby bring out the properties of the atomic time
realised by this method and also introduce useful definitions in what follows.

An oscillator is characterised by a nominal frequency vg, stated or claimed
by its manufacturer and referred to the definition of the second. Its actual fre-
quency is slightly different and varies. This is denoted v (8), where @ is the date
in a time scale O taken as reference. We shall see that few metrological qualities
are required of © which may, for example, be taken as Universal Time. Since
the nominal frequencies of vatious oscillators are not necessarily the same, it
is useful to define:

o the normalised frequency $(0) by

0
o) =22, @#3)
Vo
which is close to unity;
o the relative frequency offset y(0) by
o =o@ -1, (44)

which is small compared to unity.

In order to construct an atomic time scale, the value of the nominal fre-
quency of the transition vcs, o must first be fixed. This can be the value that has
been used to define the second, but in the beginning this was not known and
different values were used. If the frequency of the external quartz clock is vg,
the episodic comparisons of frequencies at dates &; can be expressed in terms
of the difference between normalised frequencies, viz.,

yes(i) — ya(6) = lycs — yol (60 - (4.5)

These are in fact mean values around the date 6;. Starting from these measured
values, the function [ycs — yqo] () must be estimated as accurately as possible.
The atomic time 74 is then obtained by corractmg the readmgs rQ of the quartz
clock: (S N

"o ;' ;’f;—g- v
9 R LI
[za — 7l (@) = [ra — Q] (60) + i [ves — ¥l (63 d6 . (4.6)
0]
This explains why time scales produced in this way are often referred to as
integrated time scales. The origin of T4 is arbitrary, Whilst it was at first chosen

differently by the various laboratories, it was eventually fixed in 1960 by the
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condition that T4 should equal the Universal Time UT2 on 1 January 1958 at
0 h UT2. As far as the value of vcs ¢ was concerned, it was universally agreed
to use the value obtained by Markowitz ez al. It is clear that the atomic time
scale depends on what assumptions are made to interpolate the frequency, and
also on the numerical method adopted to carry out the integral. In other words,
it is not uniquely determined.

When the first atomic time scales were being built up in this way in the
years 1955 to 1960, very low frequency (VLE, 10-30 kHz) radio broadcasts
were already being used for long distance radio communications and as nav-
igational aids. The cartier frequencies were stabilised by quartz oscillators.
These frequencies ¢ould be very accurately received by phase tracking. They
thus constituted a good reference to which frequencies available in different
laboratories could be compared. Frequency comparisons thus became possible
over intercontinental distances. Time comparisons remained uncertain, how-
ever, since, even though an initial time comparison was available, it was virtu-
ally impossible to avoid losing some periods of the carrier frequency, so that
anything from a few microseconds to a few tens of microseconds might slip
away each year.

The pioneers of atomic time therefore only had available frequency com-
parisons between standards, tainted with a good many uncertainties. These
included weaknesses in their local mode of frequency interpolation, a poor
knowledge of radio wave propagation, and phase losses. Through compu-
tations, they were nevertheless able to construct a mean atomic frequency
standard that was probably better than each of the individual standards, and
produce mean integrated atomic times that were materialised locally by cor-
recting readings from one of their clocks. This method was used in particular
by the Bureau international de I’heure until 1969 [4.21].

Such integrated atomic times had originally been set up to study irregulari-
ties in Universal Time, that is, in the Earth’s rotation. They were also used to
stabilise time signal broadcasts, allowing as they did a better extrapolation of
Universal Time than eatlier clocks. In contrast, their application to other fields
of activity, such as celestial dynamics in particular, raised little enthusiasm.
The general opinion of astronamers is well exptessed in a work published in
1966 [4.13]: T |

An atomic clock provides only a standard of frequency; it determines a unit of time,
but not the continuous count of units that ts necessary to determine the interval elapsed
since any initial epoch in the past. Astronomical time determinations are essential for
defining an epoch and referring instants of time to it, as no artificial clock can be indef-
initely sustained in continuous operation in the manner of the celestial motions.
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(b) The advent of modern atomic time

It is true to say that the rise of atomic time is primarily due to technical ad-
vances made in the design of atomic clocks and their general proliferation. But
it would not have taken place at all without precise methods for comparing
their readings, for fime comparisons, and without being able to transfer times
in such a way as to carry out synchronisation. Conventional radio time sig-
nals as they appeared at the beginning of the twentieth century, and which are
still used, are subject to some uncertainty as regards the time required for their
propagation. This uncertainty, estimated to be around 1 ms, is quite unaccept-
able if we hope to exploit the,qualities of atomic clocks over large distances.
For example, at the time when the atomic definition was adopted (1967), thirty
years of averaging would have been required to benefit from afar from the full
accuracy of the best caesium clocks by the use of such time signals.

In order to fix the orders of magnitude relevant to the metrological problems
treated in this work, we may reasonably assume that the frequency degradation
introduced by remote time comparisons over one day of measurements should
not exceed the inaccuracies in the frequency standards. For standards accurate
to 10_12, uncertainties in comparisons should be less then 0.1 us, whilst at
10~14, an uncertainty of 1 ns should be achieved. These are truly demanding
requirements. It has almost always been impossible to harmonise the accuracy
of time comparisons with the stability and accuracy of atomic clocks.

Nevertheless, in 1962, an experimental transmission of signals by the
telecommunications satellite Telstar provided a time transfer link accurate to
I ps (for the spatial segment) between the United Kingdom and the USA
[4.22]. Although this experiment was followed by many others, the exercise
remained at the experimental stage. As recalled in the quotation at the end of
the last section, one feature of the quantity time is that its measurement re-
quires a continued effort. Methods were therefore needed to compare times
that were simple and cheap enough to apply on a day-to-day basis.

A practical solution was found around 1968 using the navigation system
Loran-C. The signals travel by ground waves and thus have highly stable
propagation delays (with possible variations of =1 us), although they are
not known a priori, and a range of 1000-2000 km. Locally, the simultane-
ous reception of ordinary television signals was'also used sﬁccessfully, to even
greater accuracy. The idea was therefore to begin by determining the propaga-
tion delays and then check them episodically. This was done by transporting
operating caesium clocks, by road and on commercial flights. These methods
will be described in Chapter 5. For the moment, let us just say that large re-
gions of the globe could be covered in this way, including North America and
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Europe, with a routinely operating network. of time comparisons accurate (o
+1 ps.

From this moment on, mean atomic time scales could be constructed from
clock readings. These atomic times were realised by calculating corrections
to the readings of the participating clocks. This led to a new problem. Opti-
mal algorithms had to be established in order to build time scales from data of
varying quality (see Chapter 7). The Bureau international de I’heure replaced
its mean frequency standard by a mean atomic clock on 1 January 1969, with-
out introducing any discontinuity into its atomic time scale. In 1973, it set up
an algorithm and a world coordination that have survived to this day with only
minor modificatidns (see Chapter 7) in order to keep up with technical progress
in standards and time transfers, A considerable improvement in remote clock
comparisons was provided in 1983 by the satellite system known as the Global
Positioning System (GPS). The GPS has gradually superseded Loran-C in tim-
ing laboratories and reduced uncertainties to a few nanoseconds. Recently, time
comparisons by exchange of signals relayed by telecommunications satellites
began to be used operationally, with improved results, especially for frequency
comparisons.

National organisations, in particular the US Naval Observatory in Washing-
ton, were also producing atomic time scales. The need for agreement upon
a single reference led several key international organisations to recommend
the use of the BIH scale, including the International Astronomical Union
(IAU) in 1967, the International Union of Radio Science (URSI, Union radio-
scientifique internationale) in 1969, and the International Radio Consultative
Committee (CCIR) in 1970. Ultimate consecration came from the organisa-
tions in the Metre Convention, with the definition of International Atomic Time
(TAJ], Temps atomique international) formulated in 1970 by the International
Committee for Weights and Measures (CIPM) in the following terms:

International Atomic Time (TAD) is the time reference coordinate estab-
lished by the Bureau international de I’heure on the basis of the readings
of atomic clocks operating in various establishments in accordance with
the definition of the second, the unit of time of the International System of
units. N

Hie

11

This definition, or rather, this official recognition, was ratified by the 14th
General Conference on Weights and Measures in 1971. After a transition
period that had extended from 1955 to 1971, time measurement had finally
become coherent again, with the unit of time and the world time scale based
on the same physical phenomenon, a specified atomic transition. Time, like
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all other fundamental physical quantities, was now measured by laboratory
standards, Nothing could prevent it from taking its place amongst those other
quantities, within the International Bureau of Weights and Measures at Sévres
in France. This happened in 1988.

Since the atomic time scale at the BIH had been maintained continuously
since 1955, it was retroactively called TAI, even though computational meth-
ods had evolved.

Whilst the accuracy and stability of atomic time standards and the TAI were
improving, it became clear that a fuller definition within the context of general
relativity would soon be needed. We should mention the extremely apposite
ideas put forward on this subfject by Becker as early as 1967 [4.23]. But it
was not until 1980 that the Consultative Committee for the Definition of the
Second (CCDS, a CIPM committee which became in 1997 the Consultative
Committee for Time and Frequency) gave a relativistic definition of the TAIL,
a definition that was completed by the IAU in its resolution A4 in 1991, and
which should be slightly modified following the redefinition of TT in 2000 (see
Section 3.3.2e). An important consequence of progress in time measurement
for the history of science is that general relativity has become an essential tool
in metrology and in practical applications. Indeed the topic of ‘metrology and
relativity’ is the subject of a report prepared under the auspices of the CCDS
[4.24].

4.5 Coordinated Universal Time

During the period when International Atomic Time was being set up, the idea
of coordinating the broadcast of radio time signals (which had continuously
sent out Untiversal Time) was gradually maturing.

The initiative was taken by Great Britain and the United States. In each
of these countries, from August 1959, signals were broadcast to mark locally
obtained atomic time scales. At this time, the value of the caesium transition
frequency that would later serve to define the second was aiready in general
use. As noted, this value had been related,to Ephemeris Titme. Consequently,
atomic time scales were observed to run fast relative’to Uniyersal Time. In
order to build an atomic time in approximiate igfedment with UT, a relative
frequency offset yi; had to be introduced. The same value of yy was chosen
in both countries and time signals initially synchronised. Since UT involves
unpredictable variations, time adjustments had to be made in order to avoid
changing yy too often. These adjustments were made in steps of 50 ms at
agreed times in the light of observations of UT.
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As many time signals had their second markers strictly linked to the carrier
frequency (e.g., for an emission at 10 MHz, the second marker begins every
107 cycles), the atomic frequency could be found from yy, either by using the
spacing of the markers, or by measuring the carrier frequency.

This coordinated effort was soon joined by other countries and as early as
1960 the International Union of Radio Science asked the BIH, which was re-
sponsible for unifying UT, to fix the offset yy each year. Its value would then
remain constant throughout the year. Subsequently, the BIH also decided the
dates when time steps should be introduced.

This system evolved fairly rapidly. In 1963, the time steps went from 50 ms
to 100 ms., Until *1963, the time scale that was more or less common to all
the coordinated signals, and which had been spontaneously christened Coor-
dinated Universal Time (UTC), still had not been given a rigorous definition,
For example, the BIH considered UTC as an average of the emission times of
the coordinated signals. An important step in the development of UTC was the
BIH’s decision to define it, from 1 January 1965, by a mathematical relation
with the atomic time of the BIH, which later became the TAL This relation
was

UTC — TAI = yy(TAI — TAI) + B , .7

where T Aly is an arbitrarily fixed date origin and B a constant modified by
steps s0 as to maintain the condition

\UTC —UT2| <s, (4.8)

with UT2 being Universal Time cortected for its quasi-periodic annual irregu-
Jarity and ¢ the agreed tolerance.

This definition of UTC was used until 1972. However, the need for the fre-
quency offset yy, sometimes changed at the beginning of the year, became
more and more burdensome. (The largest modification was made on 1 January
1966, when it went from —1.5 x 1078 to —3.0 x 1073.) One of the drawbacks
was that certain emissions had their carrier frequency linked to the shifted
frequency of UTC, so that technical alterations had to be carried out on the
emitters, For this reason, the International Radio Consultative Committee had
accepted in 1966 that certain ’[1fne sugnals would be broadcast with yy = 0, at
the expense of frequent time steps "Phe size of these steps was fixed at 200 ms
and they were only imposed at the beginning of a month when needed to keep
+ Note that a time scale such as UT1 is designated by its , acTonym written in upright capitals, Its

reading at an instant specified in terms of a time scale 8 is written in italics, e.g., U T 1(6). The
argument @, value of @, is not always shown explicitly.
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¢ smaller than 200 ms. This Stepped Atomic Time was only adopted by the
German signals (Federal Republic of Germany) and one emitter in the USA, It
js significant mainly because it prepared the way for the currently used UTC
system, adopted in 1972.

We may wonder why time signals, and hence world time, were not adjusted
to International Atomic Time when this time scale was officially recognised in
1971. Of course, TAI runs fast relative to UT. In the very long term, 12 o’clock
would have occurred well before the Sun had transited the Greenwich merid-
ian. However, this deviation is of the order of one hour every thousand years.
When we realise that in Britain (and other counftries), we accept changing the
clocks by one hour twice a yefr and hence living through the summer an hour
or so ahead of solar time, the idea of puiting the clocks back one hour every
ten centuries would appear a rather minor adjustment,

Objections to a general use of TAI are partly sentimental, harking back to
the cherished belief that time is determined by the celestial motions, and partly
technical. Sailors who use astronomical means of navigation were firmly op-
posed to the idea of no longer broadcasting Universal Time, which they needed
for their fix. The correction required to obtain UT from TAI could be predicted
to the nearest second several years ahead, and this is accurate enough for as-
tronomical positioning at sea. However, maritime organisations considered that
the risk of error (e.g., a correction made with the wrong sign) was too great. [t
was also risky to broadcast two types of time signal, one in UT and the other
in TAL In 1970, after long debate and much disagreement [4.25], the CCIR
was ready to recommend that UTC be defined with yy = 0 and B equal to a
whole nuimber of seconds, modified by leap seconds. At first, the tolerance ¢
(now referred to UT'1 and not UT2) was fixed at 0.7 s, before being set at 0.9 s
in 1974. Moreover, time signals had to carry coded information that could be
used to obtain UT1 to within 0.1 s.

The new UTC was established according to rules whose details were laid
out by the CCIR (see Chapter 7), and was officially recognised by the 14th
CGPM 1in 1971, It was put into practice on 1 January 1972, requiring a time
step that was not a round fraction of 1 s. It has been in general use ever since.
The system is being increasingly criticiseq,, but attempts to form a continuous
time scale like TAI have failed. The leapi"'s'?’ecdnﬂS' mtrodupecfat intervals of
one to a few years, depending on the whims of ‘biif planet’s rotation, do indeed
have their drawbacks, but they must be accepted if we wish to have a single
world time. Humankind is perhaps not ready to move to a purely atomic time,
and so the Earth’s rotation continues to regulate world affairs, at least as far as
common usage is concerned.
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4.6 TFinal comments

Since 1972, the measurement of time has officially rested upon the hyperfine
iransition of caesium, even though the Earth’s rotation is still followed in an
approximate way. Some believed that astronomical measures of time were to
make a comeback when the first millisecond pulsar was discovered in 1982,
We shall see in Chapter 8 that such bodies cannot provide a definition of the
second, no matter how regular their rotation may be.

Tt will be noted how one definition of the second succeeds another, Under
the pressute of scientific and technical requirements, the use of a new definition
may even precede-its official adoption.

The situation for time scales is quite different. New ones are created, associ-
ated with the current definition of the second, but formerly used scales do not
disappear. This can be explained to some extent by their historical role. They
have been used to date events and consequently remain in the archives. Nat-
urally, there is every reason to maintain such archives in their original form.
This is true for astronomical observations, dated in the apparent time of the
place in which they were made. If we wish to make use of them, the dates can
be converted into Universal Time or Ephemeris Time, although this involves
some degree of interpretation and the result is not therefore unique, whereas
the original document remains authentic. As far as atomic time is concerned,
it has only existed since 1955.

Another reason is that the various time scales, based on different physical
phenomena, retain an intrinsic meaning. Universal Time represents the Earth’s
rotation, Ephemeris Time and the various coordinate times defined in the con-
text of general relativity are dynamical times, associated with dynamical theo-
ries. Who knows whether their long term comparison with atomic time might
not lead to crucial data? In the same spirit, a Pulsar Time is now under con-
struction.

The survival of formerly used time scales is not a manifestation of conser-
vatism. Neither is the definition of new scales a sign of perfectionism, for it is
required by applications. We must accept that we have moved into an era of
multiple time scales. Unfortunately for the reader, we shall be unable to sim-
plify without being guilty of omissmn At least, it w1ll be appreciated that the
idea of a universal time has beef ‘safe,gumdegl‘fon pubhc use.



5
Clock time

5.1 Introduction

The base unit of the International System of Units (S units) in the time domain
is a unit of duration, the second. It would therefore have been appropriate to
refer to the atomic standards which provide this unit as time standards, or time
interval standards. In practice, however, these terms are rarely used, with the
term frequency standard being preferred, for it is indeed the frequency that
they actually supply.

According to the official prescription [5.1], we must distinguish a primary
standard ‘that is designated or widely acknowledged as having the highest
metrological quality and whose value is accepted without reference to other
standards of the same quantity’ from a secondary standard ‘whose value is as-
signed by comparison with a primary standard of the same quantity’. We shall
follow this prescription even though the qualitative aspects in the definition of
primary standards are somewhat embarrassing. Indeed there exist frequency
standards that are certainly not secondary, and yet which could in no sense be
considered as primary.

Anyone building a frequency standard generally attempts to produce a wave
as close as possible to a sine wave, thereby aiming to ensure spectral purity,
and with frequency as close as possible to the nominal value. But the dis-
tinct periods of this wave are not identifigd and numbered. By definition, a
clock supplies further information, precmel}n by ldentlf%rm g }heée periods, This
is usually achieved by numbering pulses at 4'fréquenicy of 1 Hz which are
called second markers, or more familiarly, second pulses. The word ‘clock’
also implies the idea of continuous operation over long periods, e.g., of several
years. A clock therefore produces a time scale (its proper time, in relativistic
terminology).

65
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We begin this chapter by discussing ways of describing instability in the fre-
quency of oscillators and fluctuations in clock time scales. We will then be able
to characterise the stability of the various standards to be presented, including
in particular quartz oscillators which play a key role in time measurement at
all levels of quality.

It will be convenient to extend the results of our study to time scales which
are not produced by real clocks, as well as to those that have an astronomical
basis. We must then consider that such a scale arises from a fictitious clock. For
example, we will see that the (frequency) instability of International Atomic
Time is about 10~ over sampling periods of 40 days, although the word
‘frequency’ is quite often, and wrongly, omitted here.

When we consider a coordinate time scale, we must imagine that it arises
from the proper time of a fictitious clock, applying the theoretical relation-
ship between the proper time and the coordinate time in the coordinate system
used. The characterisation of the instability and inaccuracy then refer to this
clock.

Although work on instability has been stimulated by advances made with
frequency standards, it has applications in all those domains involving long
time series of measurements, notably in geophysics. The parameters describing
the Earth’s rotation may be cited as an example, one of these being Universal
Time itself.

When time measurement was based upon astronomy, the primary standard
was provided by celestial motions. These supplied us with time, that is, with ffe
time as we think of it when we read our watch, (The vagueness of terminology
used to speak of time is quite daunting!) Frequency was a quantity derived from
this, so that all frequency standards were then secondary. But the arrival of
atomic frequency standards raised a new problem, concerning the accuracy of
their frequency. Accuracy is often perceived as a qualitative notion. However,
in the study of frequency it has a precise definition that is somewhat peculiar
to this quantity. Inaccuracy can be quantitatively characterised, as we shall
explain in Section 3.5.

In the remainder of the chapter, we consider how frequency standards and
clocks can be compared. Another type of ﬁctltlous clock will be encountered
in this context, that is, the clot¥ assocmtedkw}t;h & time signal. These signals,
either broadcast, or disseminated by cable or any other method, are made up
of time markers carrying a date. They can therefore be viewed as clocks. How-
ever, the transmission delays mean that we must specify whether we consider
them at emission or in a given place of reception.
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5.2 Frequency and time instability
5.2.1 Definitions

Fluctuations in the frequency of an oscillator in the neighbourhood of its
nominal frequency result from perturbations such as thermal noise in elec-
tronic components, intrinsic noise of the resonator providing the oscillation
frequency, instrument ageing, and environmental variations. These fluciuations
constitute what is called frequency instability.7

If the oscillator is operating as a clock, its frequency instability leads to fluc-
tuations in the time scale it produces compared with the ideal time constructed
on the basis of its nominal frequency. This is known as time instability.

For both frequency and time, we may distinguish random and deterministic
instabilities. The former refers to fluctuations that would seem to be random.
The latter refers to those that appear to be functions of external parameters,
such as age and temperature, although it is not known a priori what form the
functions take (for then, a corresponding correction could be made). In the fol-
lowing, we shall be mainly concerned with the random component, assuming
that the deterministic component, if one is observed, has been measured and
subtracted off.

The properties of time and frequency instabilities can be characterised either
in the fime domain or in the spectral domain, In the time domain, we study
the behaviour of average frequency samples of varying duration. Naturally, a
minimal sampling interval is set by measurement conditions. In the spectral
domain, we exploit properties of the Fourier transform of the function repre-
senting the frequency variations or time deviations. Here, too, we only have a
discrete series of measured values, which implies the existence of a (Fourier)
cutoff frequency.

Since the beginning of the 1960s, a great many theoretical and experimen-
tal studies have been carried out to characterise frequency instability and the
time instability of oscillators. This research has enabled specialists to reach
agreement concerning the use of variances suited to such a characterisation,
The results obtained have been adopted by the various professional and inter-
national organisations [5.2, 5.3].

5.2.2 Noftation

Readers must now prepare themselves for a difficulty that the authors have not
been able to spare them, viz., differences of notation. In this section, devoted

+ Although it is not strictly correct, use of the expression ‘frequency stability” rather than ‘fre-
quency instability’ is tolerated.
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to the statistical characterisation of oscillators, we have adopted the notation
established by general usage. It is unfortunate that it sometimes differs from
the notation normally used to refer to the same physical quantities in other
theoretical contexts, such as relativity physics, time scales and frequency stan-
dards. The problem is that the alphabets avaitable are not sufficient to represent
the range of parameters and mathematical models needed to describe physi-
cal reality. It 1s likely that even greater confusion would have been caused by
modifying the traditional notation and the notation specific to each area has
therefore been maintained. The reader will be warned when a symbol changes
meaning in such a way that it might lead to misinterpretation.
The signal v¢ delivered by an oscillator C can be written

velt) = Vo, osin [2mvg ot + ¢c ()] , (5.1)

where we have assumed that the amplitude is constant. The quantity vg, ¢ is
the constant nominal frequency and ¢ the ideal proper time based on the defi-
nition of the second. The latter is equivalent to 7, used in this sense in previous
chapters. The phase ¢c contains the deviations, both random and systematic,
relative to the ideal periodic variation.

The instantaneous frequency v (f) is defined by
1 dexc(f)

£) = -
ve(s) b‘oc+2n &

(5.2)

The relative trequency offset of the oscillator, first introduced in Section 4.4.2a,
is given by

ve(t)
Uo, C

yc(t) = —1. (5.3)
It represents as a relative value the instantaneous departure of the oscillating
frequency from its nominal value, This is very small for the highly stable os-
cillators we shall be considering.

An oscillator often supplies a range of frequencies with specified nominal
values, e.g., 1 MHz, 1 kHz, I Hz. By its construction, the actual frequencies
remain in strictly the same ratw as the n@mmal frequenc1es so that there is
only one normalised frequency for’ all these' flequéncy values.

The clock reading is incremented by the nominal value 1/vg, ¢ of the petiod
every time the total phase 27w vy, ¢f +¢c(f) increases by 2rr. The time indicated
since the time origin is therefore

tc=1t+xc(), (5.4)
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where we have set

$c(t)

2w, ¢

xc(f) =

(5.5)

The quantity Zc is the proper time of the clock C. The proper time deviation

resulting from imperfection in the oscillator is thus equal to xc(#). This is the

time instability of the clock with respect to an ideal reference time scale.
From the above definitions, it is easy to show that

dx ()

dt
where y(#) represents the relative frequency offset of an oscillator or a clock
as a function of ¢ and x (¢) its proper time deviation.

y() = (5.6)

5.2.3 Measurements in the time domain

Many methods have been devised to measure frequency and time instability
[5.4, 5.5, 5.6]. Each requires two frequency generators or two clocks, one be-
ing taken as reference. We begin by assuming that the latter has negligible
frequency instability compared with the instrument under investigation. We
shall consider the contrary case in Section 5.2.8.

We restrict ourselves to illustrating the measurement of time instability on
the one hand, and frequency instability on the other, by two commonly used
and easily interpreted methods.

(a) Measurement of time instability

The experimental setup is shown schematically in Figure 5.1. The clock un-
der investigation and the reference clock supply periodic pulses, e.g., every
second. The clocks are connected to the two inputs of an intervalometer. This
instrument registers the moment when the rise of an applied pulse reaches a
predetermined level. Counting is triggered by the arrival of a pulse at input 1
and it is stopped by the first pulse to follow at input 2. The intervalometer is
generally controlled by the reference clock. {

The measurement gives the value xi ofm(r) imbdultji one, sedond at the time
fr when a pulse generated by the clock under test’ alri¢es ai input 2. Using the
best instruments, the uncertainty in the measured value is of the order of 10 ps.
A systematic error arises from the propagation delay in the connecting cables.
If it is constant, it plays no role in the statistical analysis of the time instability
since the latter appeals to differences between values of xg, as we shall soon
see.
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test clock
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> 1 .
under test oscillator
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Electronic
counter

Fig. 5.1. Schematic view of the measurement of titme instability (top) and frequency
instability (bottom).

'The set of values x; obtained in this way constitutes a time series defined
at equally spaced times t. Following common usage in the field of instability
characterisations, the time interval between successive values of #; will be de-
noted 7. Strictly speaking, this is an interval of proper time and, according to
the notation introduced in Chapter 3, should be denoted Ar.

(b) Measurement of frequency instability

The method to be described is suited to the case where the two oscillators,
or more generally, the two generators, produde different but closely spaced
frequencies. For example, their; values ma,;i:F be cldse to 10 MHz, whilst their
difference could be of the order of 1 Hzx

Let vc (1) be the frequency of the oscillator under investigation, and vg that
of the reference oscillator, supposed constant. As shown in Figure 5.1, the
oscillators are connected to a mixer, This is a nen-linear device which, to a first
approximation, generates the product of the two signals it receives. Its output
signal contains spectral components at frequencies |vc — vr| and ve -+ vr. The
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Jow frequency component is isolated by filtering and we- thus detect the beat
frequency vy, = [ve ~— UR/.

The relative change in v, can be written

) _ X Ave _ (5.7)
Vb vy V¢
This is considerably greater than the relative change in vc, because of the pres-
ence of the multiplicative factor vg/vp. Using the numerical values proposed
above, the latter is of the order of 107,

The frequency vy, is measured with the help of an electronic counter whose
time base is confrolled by the feference oscillator, It measures the duration of
n periods of the input signal. This duration is equal to v = n/w,. The counter
thus provides the mean value of vy, over the time interval 7, denoted by ﬁg .

The uncertainty in this measurement depends on the signal-to-noise ratio of
the beat signal. With appropriate equipment, this uncertainty is close to 1077 /7
when vy lies in the vicinity of 1 Hz and the pass band of the low-pass filter is
equal to 10 Hz. It follows that the uncertainty in the value of Av, /vy, is of the
order of 10~ /7 in the example considered here. This can often be neglected.

To simplify, let us suppose that the dead time between two measurements
is very small compared with the time interval r. Successive measurements
thus produce a time series of values of v}, at the discrete times # such that
te+1 — t = T. We then extract the average value of 17 and hence of vy,. Using
(5.3) and (5.7), we may deduce a time series of values of the relative frequency
offset of the oscillator under test, but averaged over the time interval 7. -

As the value of y;, is defined between times #; and #; 1 1, equation (5.6) shows
that the following telation holds between the measured values of the frequency
instability y; and the time instability xy :

-7

1
Vi = "t"[xk+1 —xi] (5.8)

5.2.4 Measurements in the spectral domain

Measurements in the spectral domain [5 .4,%:;{5, 3.6] -pro_—t%‘_idq us ';fzirzith the power
spectral densityT of the time and frequency fluctoatiofi§ uhdet investigation.
The latter are denoted S; (f) and Sy (f), respectively. The frequency f is the
analysis frequency, also known as the Fourier frequency, and not to be confused

T The power spectral density of a random process at frequency f is equal to o2 JA S, where o
is the mean squared fluctuation of the process filtered through a very narcow window of width
A f centred on the value f.
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with the oscillation frequency. By (5.6),
Sy(f) = 4m” £25:(f) - (5.9)

5.2.5 Modelling frequency and time fluctuations

Experimentally, it is only possible to obtain a limited number of samples of
¥ since the total measurement time is necessarily finite. There may only be
a handful in the case where the time or frequency instability is to be charac-
terised over a period 7 that exceeds a few days. It is therefore only possible
to calculate an‘estimator of the variance of the fluctuations under investigation
(see Section 5.2.6). This estimator is itself a random variable, in the sense that a
different value would be obtained if the measurement were to be repeated. The
uncertainty is all the greater when the sample number decreases, It is then diffi-
cult, even impossible, to deduce the power spectral density of the frequency or
time fluctuations for low values of the Fourier frequency. However, it is often
needed when studying the properties of systems that use atomic frequency and
time standards, such as certain navigation and telecommunications systems to
be discussed in Chapter 9.

In order to get around this problem, a mathematical model of time and fre-
quency fluctuations has been developed. The validity of the model is assessed
by checking that experimental results agree with the model or its predictions,
within the bounds of experimental uncertainty.

The model which gives a satisfactory account of instabilities of random
origin in the frequencies of oscillators that we are considering here has the
following characteristics. The process is ergodic. The frequency instability,
represented by y(¢), has zero mean value. The probability density of y(¢) is
Gaussian. Finally, the power spectral density of the relative frequency fluctua-
tions is represented by a polynomial in f which contains up to five terms. For
f =0,

2
Sy ()= D haf*, (5.10)

o=—2
vy

where « is an integer in the'range '—2 t@ +2 The values of the constants A
depend on the source. They ma¥ be zefb for certam values of . The corre-
sponding value of S, (f) follows from (5.9) and (5.10).

Table 5.1 gives the usual terms for the various kinds of independent noise
that may contribute to time and frequency instability.

The physical origins of white phase and frequency noise are understood.
They are associated with thermal noise in the radio region or shot noise from
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Table 5.1. Terms used to describe the five noise processes contributing to
time and frequency instability.

o Noise
2 White phasc notse
1 Flicker phase noise
0 White frequency noisc
—1  Flicker frequency noise
—2  Random walk frequency noise

a particle flux. The origins of the other types of noise are less clear, However,
the great number of experimental results acquired are witness to their reality.

5.2.6 Characterising frequency instability

In general, the variance of a random process is related to the integral of its
power spectral density over the whole frequency range. For y(¢), we find that

elyol- [ S dr (5.11)

where E{ } denotes the mathematical expectation. It is immediately obvious
that, when S, (f) has the form (5.10), the integral diverges. For & > —1, the
divergence occurs for f — oo. However, frequency fluctuations are always
filtered through a low-pass filter, This mathematical difficulty does not there-
fore correspond to a real physical problem. More serious is the divergence for
f —> 0 when ¢ = —1, —2. Of course, a frequency of zero can never be at-
tained, but it can be shown that the mathematical divergence implies that the
estimated value of the variance depends on the total measurement time. This
is unsatisfactory. The situation is even worse when we consider E {x(¢)} be-
cause the power spectral density Sy (f) contains terms in f*~2. The corre-
sponding integral therefore diverges at the lower bound for fou;q,out of the five
values of ¢, i.e., those with o < 1. a h 'A

It can be shown that for & < 1, it is the firsf'of sécond order increments in
x(t), and hence in the phase fluctuations (see (5.5)), that are stationary. The
above difficulties are then removed if the statistical treatment of the time and
frequency fluctuations appeals to the mean square of these'increments. Many
variances can then be considered. We shall discuss only the most commonly
used amongst them.
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(a) Definition of the Allan variance

We begin by discussing the Allan variance, also known as the two-sample vari-
ance. Its definition presupposes an unlimited number of samples. It is equal to
half the mean value of the two-sample variance of the quantities y;, where
the samples are taken in an adjacent series, i.e., with no dead time between
successive values.T We have [3.7]

i
o) = S E {[j,ij - y,f]z} . (5.12)

Using (5.8), we obtain

-]

1
oHT) = 55 E [z = 2oegs + ' (5.13)

which brings in the second order increment in x;. Equations (5.12) and (5.13)
can be used to characterise frequency instability in the time domain.

The Allan variance can also be expressed in terms of the power spectral
density Sy (f). It can be shown that

o2(r) = fo HADP S,(f)df (5.14)

where |Ha(f)|* is the squared modulus of a transfer function which repre-
sents, in the frequency domain, the properties of the digital filtering associated
with calculation of the Allan variance. This transfer function is given by

sin? (7 £ 7)

@fry?

When f — 0, |HA(f )% varies as f2, gnaranteeing the convergence of the
integral at the lower limit for all the typical values of «.

The low-pass filter with cutoff frequency fi, which is always present at the
input or inside the equipment measuring y; , is taken into account by multiply-
ing |Ha(f )I2 by the power transfer function of this filter, denoted | Hr(f )2,
We assume here that

|HA()* =2 (5.15)

2 1 dor f < fh,
| Hr (/)] -==1{ 00 for f = . (5.16)

i J"l
” [

1 The factor of 1/2 arises because the two-sample variance is a special case of a more general
one, the N-sample variance. When the random variables are relative frequency fluctuations
averaged over the time interval 7, the N-sample variance is

) . N EELR S
N, 1)=—— e — 3 W]
AW T =y ) (J’n NZM‘)
=1 k=1
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Table 5.2. Correspondence between the various noise components perturbing
an oscillator and the Allan variance of the normalised frequency fluctuations
when 2 fyt > 1.

Sy(f) a7 (1)
ha f? 3hy fnf4n T
hf  hi[LO4+3InQrfir)]/An 272
ho. hof2t
hoafh 2h_1In2
hoof~% 2m%h_nt/3

The value of the Allan variance is only affected by this filiering for &« = 1, 2,
provided that

1
o> o (5.17)

(b) Variation of Allan variance with sampling period ©

Calculating the integral on the right hand side of (5.14) with | Ha (£)|? replaced
by |Ha(f )% | He( f )[2,_ we can establish the expression for cr:}%(r) associated
with each noise component perturbing the oscillator, when the condition (5.17)
is satisfied, The correspondence is shown in TFable 5.2.

The functional dependencies of Sy(f) and the Allan deviation oy (7) ate
usually represented on a log—log graph, as in Figure 5.2, which shows their
asymptotic behaviour. When a given type of noise dominates over at least one
decade of f or t values, such graphs reveal the value of &, by observing the
slope of the curve. They can thus be used to identify the type of noise involved,
if « < 0. For example, the section of the graph of o (z) with zero slope is as-
sociated with flicker frequency noise and is commonly called the flicker floor.
The Allan deviation varies as 71 for white and flicker phase noise. They can-
not therefore be distinguished in this way, One way to reniedy this situation
is to take advantage of the different depeﬁldence of- crjg (1:) 011{ ‘the pass band
fu of the low-pass filter. Another is to considér theamthﬁed Allan variance
discussed below.

In the above, it has been assumed that there is no dead time between suc-
cessive samples of ¥ . If this is not the case, as happens in practice, bias is
introduced into the calculation of Jf(r), except for white frequency noise.
The biases have been tabulated [5.5].
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=0
p=0
-
log {f)
= /
_ o= —2
p=0 p=+1/2
-
log (7)

Fig. 5.2, Asymptotic log—log representation of the variation of Sy () and oy (7) with
their respective arguments f and 7, for the different values of o, Slopes are given by
the values of p.

Figures 5.6 and 6.11 show examples of how the Allan deviation varies
with 7.

(c) Practical églculation of_.the'Allgn variance

In the real world, the number of mailableyvgali{as 'of xx or y; is finite, Conse-
quently, it is only possible to obtain an estimate of the Allan variance, We shall
now describe how the estimator for oy (t) can be calculated in practice.
Generally speaking, measurements are not repeated for different values of 7.
In fact, we determine a time series of M + 1 values of x; at times separated by
Tp, or a time series of M values of j}” over the sampling period 7. We assume
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Fig. 5.3. Practical calculation of the Allan variance. (a) Time intervals over which ini-
tial data set is defined. (b} Illustration of the first method for processing the data. (c)
Mustration of the second method for processing the data.

once again that the dead time is negligible. Figure 5.3a shows the basic time
intervals of duration 7o over which the 3;° are defined.
The data is then grouped together in order to deduce the Allan vatiance for
T = n1p, where n is a positive integer. ﬁ
‘The simplest and most direct combmau?h is shown in Flgure 5.3b, taking
n = 3. A time series is formed from ad]acent v,alues of’l.yk by fcalculating the
average variation in the normalised frequency over the time interval T = nty

with one of the following relations:

1
5t L e ttrad] 5.18
e = [%nkt1 — Xnge—1)+1] (5.18)
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or
nk

_ 1 _
¥ =— E i (5.19)

JF=nk—1+1

The number of pairs of values of ¥ that can be formed is

. M
p1=mt (;) - 1. (5.20)

The estimated value c’i% (7) of the Allan variance is then calculated by one of
the following relations:

1 2 2
22
= = 2%t gt P, G2l
a, () o) kZ:;[xn(k+l) 1 — 2Xnk+1 + Xnk—1)+1] (5.21)
~2 1 & - —112
§2(v) = T Z [ — ¥e] - (5.22)
k=1

The characterisation of the same oscillator via different time series of the
same length yields different values of the Allan variance estimator. The average
value of the estimators is equal to the mathematical expectation defined by
(5.12). The uncertainty in &y(t) characterised by its own standard deviation
is equal to K /(p1 + D2 when p; is greater than a few units [5.8]. The
parameter K, ranges between 0.75 and 0.99 when « varies from —2 to +-2.

Another way of combining the experimental data is more commonly used in
practice because it makes better use of them, leading to smaller uncertainties
[5.9]. Instead of forming the set of values of y{ as indicated above, a different
set can be obtained from

= ;E(xm-n — xk) (5.23)
or equivalently from
1 k+n—1
=1 _Z 5 (5:24)

Figure 5.3c shows the time 1htervals 0\;@1‘ Whl@h the new y are deﬁned
taking n = 3. These intervals overlap ‘However, we consider the values of ¥*
belonging to adjacent intervals in order to estimate the Allan variance. Such
values would be i, and y;7, for example. "[:he number of such pairs is p2
given by

pp=M-—-2n4+1. (5.25)
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The new estimator of the Allan variance over the sampling period 7 is then
calculated using one of the following relations:

1 L2 2
) .
oy (7) = W 3:1 [xk+2n — 2Xptn + xk] 3 (5.26)
5 1 7 2
&;(1) = 7 N B4 Al (5.27)
k=1

It can be shown that this too has an average value equal to the mathematical
expectation defined by (5.12):

The method of estimating the uncertainty in the Allan deviation thus calcu-
lated involves more complex calculations than the previous one [5.10, 5.11].
The main result is that, for given M and n, the number of pairs p; is consider-
ably greater than p; (unless we approach M /2) and it follows that the relative
uncertainty in &, () is reduced.

(d) Allan variance in the presence of systematic effects

There is nothing to stoj_:) us calculating the Allan variance when the relative
frequency offset y(¢) features systematic variations, For example, the pertur-
bation might be a linear frequency drift described by

y() =at, | (5.28)
or a sinusoidal modulation described by
y(£) = a’ cos 27 fimt . - (5.29)

Parameters a and 4’ represent the slope of the frequency drift and the rela-
tive amplitude of the frequency modulation, respectively..The frequency of the
modulation is fp such that fyr < fi.

In the case of a linear drift, the definition (5.12) implies

ol(r) = ~a 2 (5.30)

On a log-log graph representing the varjation of oy (7), ‘we then obtain a
straight line with unit slope. Added to the Oﬂ‘{er us,ual nG)J,Se effct‘,ts it begins o |
play a dominating role for large values of 7. M

If the perturbation is sinusoidal, the deﬁmtlon gives

p Sint( fut)
(m fmt)?

In the graph of cr;j" (7}, its effect is manifested by an alternating variation about

o(r) = « (5.31)
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a straight line of slope —1. This occurs now for values of 7 of the order of
1//m.

Therefore, characterising frequency instability by means of the Allan vari-
ance or deviation, we can identify the presence of certain types of systematic
perturbation to the oscillator frequency.

(e) Modified Allan variance

One drawback of the Allan variance is that it varies in the same way, as T2,

when the noise a?fecting the oscillator is white phase noise (o = 2) or flicker
phase noise (¢ = 1). In order to use it to distinguish these two types of noise,
measurement series must be carried out for different values of the pass band
Jh of the measurement system.

It has been shown that this disadvantage can be overcome by introducing a
new variance, known as the modified Allan variance, denoted by Mod or}? ().
The defining algorithm makes it possible to vary the pass band in a virtual
sense [5.5].

With T = n1y, we have

) 1 IR 1 ’
—T =T
Modoy(z) = EE |:; Z (n Z)’f—ﬂpﬂn - Zyiik):l , (8.32)
1 k=1 k=1

or

2
1 1 1 &
/)
Mod oy (1) = 3 (m{])zE [; ;:1 (Xi4on — 2Xiqn +xf)} . (5.33)

For n = 1, we retrieve the expression for the Allan variance. Table 5.3 gives
the functional dependence of Mod 0*3('5) on t for the various types of noise.

It will be observed that this dependence differs for white phase noise (o = 2)
and flicker phase noise (o = ],)‘i These types of noise can thus be unambigu-
ously identified and distinguished. For exafiplé, it is possible to measure the
level of white phase noise associated with the finite resolution of the interval-
ometer used in the direct measurement of time instability (see Section 5.2.3a).

For the other types of noise (¢ < 1), there is no special advantage in using
the modified Allan variance. Note that for « < 0, the numerical coefficients
are not the same for the Allan variance and the modified Allan variance,
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Table 5.3. Correspondence between the various noise components perturbing
an oscillator and the modified Allan variance of the normalised frequency
fluctuations when 2n fyt 3> 1. The expression for Mod cr)%(r) is exact for

white phase noise whatever the value of n = t/1y. For the other noise types,
the expressions given are valid to within a few percent forn > 10.

Sy(f) Mod 07 (z)
ha f? 3hy futp/4m T3
hyf h1[1.04 4+ 327 7)) /4m 212
hg e ho/4v
[ 0.936k_,
honf2 542k 57

5.2.7 Characterising time instability

Time instability is generally characterised by appealing to the Allan variance
or modified Allan vatiance. We shall give an example of the use of cach of
these variances.

(a}) Uncertainty in time predictions

In the study of time scales and the operation of digital telecommunications
networks, it is often necessary to predict a value of the time deviation between
two clocks at some later date. The simplest approach consists in carrying out a
linear extrapolation. We set

R +1)y=x@)+ 1ty (@), (5.34)

where x(¢) and X(¢ + 7) are the time deviation between the two clocks at the
present time ¢ and the predicted value at the later time ¢ + 7, respectively.
The quantity y; (¢) is the value of the rela,l;we frequency offset between the
two clocks, time-averaged over the period 'ffﬁom =1 ;E) Iy ,TI{p prediction is
impaired by a random error Ax(¢, T) equalto "¢ %

Ax(t, Dy =x(t+1)— X +1), (5.35)

where x(¢ + t) is time deviation which will actually be observed at the future
time ¢ -+ 7. The quantity Ax (¢, t) is the time prediction error.
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The variance of Ax(z, ©) characterises the uncertainty in the prediction
[5.12]. From (5.8) and (5.13), we obtain

E { N r)} = 21%02(7) . (5.36)

The standard deviation of Ax(¢, 7) is thus independent of ¢ for white and
flicker phase noise. It varies as t1/2 for white frequency noise, it is proportional
to t for flicker frequency noise and it grows as 7/ for random walk frequency
noise.

(b) Variance of time instability

In order to characterise the properties of time transfer and dissemination sys-
tems, as well as telecommunications systems, it was considered useful to intro-
duce the variance of the time instability, denoted by TVAR. (Note that the Allan
variance and modified Allan variance are sometimes denoted by the acronyms
AVAR and MVAR, respectively.) This is defined by [5.13]

2
TVAR = %—Mod oX(7) . (5.37)

5.2.8 Determining contributions from each oscillator

The measurement of time and frequency instability involves two generators.
We assume that the measurement system does not contribute to observed fluc-
tuations.

if the instability of oscillator 1 is known to be much smaller than that of os-
cillater 2, all measured instability is attributed to the latter. If the two generators
are built in the same way, then for want of a better hypothesis, we may suppose
that they are of the same quality. If in addition there is no reason to suppose
that their fluctuations are correlated, the variance of the measured fluctuations
is equal to twice that of each individual oscillator.

It is possible to separate the individual contributions if more than two gener-
ators ale available Let us consider the case of three generators as an example.
Let o? 2, o be the inttinsic Allan vanances of each for a given 7, and

3, afk, oZ the Allan variancds resultmg d;‘rom pairwise comparison for the
same value of 7. Provided that the fluctuations are not correlated, we find
cré = cr-2 ~}- 0-2
oh = 0] +a2', (5.38)

2 _
aki_cr:- +C’k .
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We may then deduce the individual variances:

f 1
2 2 2
o = E (Jij +gik _Ujk) )
[ 2 2
3 Gdj,z = 'i' (Ujk —+ 0}']' - O'I'k) 3 (5'39)
1
2 2 2 2
| % T 5 (O}'k +oj — “ij) :

This method gives satisfactory results if the following conditions are fulfilled:

¢ the generators have comparable quality;
¢ their fluctuations are not correlated;
e measurements are made simultaneously;

e uncertainty in the estimation of variances o2

2 2 -
ij» 05 and oy is sufficiently

small.

This method is known familiarly as the three-corner hat method.

5.3 Mechanical oscillators

The highest achievement in mechanical oscillators came from pendulum
clocks in astronomical observatories, which reached their ultimate level of per-
fection at the beginning of the twentieth century. We shall not describe these
beautiful instruments. An interesting reference is [5.14]. Let us just recali some
of the precautions taken to ensure the regularity of their operation. The clocks
were closed in airtight tanks and maintained at a pressure slightly below at-
mospheric pressure. These were kept in rooms at constant temperature and
protected as far as possible from vibrations. Their motion was produced by
weights that were raised electrically, thus guaranteeing a constant couple and
hence a constant oscillation amplitude of the pendulum, They often had no
dial, sending out only electrical pulses each second. Despite all these precau-
tions, their frequency instability over sampling periods of one month could
reach anything between 5 x 1078 and 19!_7. £

At the Paris Observatory, a ‘mean peri’dillunfl;clqclg was pi'lt together from a
selection of the best pendulum clocks, 16catéd-ih izhé"%sérvdtory cellars at the
depth of the catacombs. This answered the needs of the Time Service and the
Bureau international de I’heure. From 1950, quartz clocks were integrated into
the mean pendulum clock (sic), the two types of clock being used in tandem
until 1954, when the last pendulum clock left this association and the transfor-
mation was completed.



84 Clock time

5.4 Piezoclectric oscillators

Quartz piezoelectric oscillators were the first time and frequency oscillators
to benefit from advances made in electronic technologies. Their operation is
based on the phenomenon of piezoelectricity, discovered by P. Curie in 1880,
and the invention of the first electronic amplifier, the triode, by Lee and Forest
in 1907. These oscillators have been nsed in communication systems and in
time and frequency metrology since the 1920s. Today, high performance quattz
oscillators are used as reference frequency generators and timekeepers in a
great many radio navigation and telecommunications systems. In addition, they
are always present in atomic clocks, where their frequency is controlled by the
atomic resonance, and signals accessed by the user are derived from them,

In the context of increasingly demanding electronic systems and continued
improvement in the performance of atomic clocks, much effort is being di-
rected at improving resonator design and optimising the association with its
electronic circuit. Much other research is aimed at understanding the origin of
short-term frequency instabilities, sensitivity to environmental conditions and
ageing effects [5.15, 5.16].

3.4.1 Resonators

The resonator is a vibrating plate. Various types of deformation (e.g., bending,
extension, shear) can propagate through the bulk of the material. A resonance
is produced when the acoustic waves satisfy the boundary conditions. Its fre-
quency thus depends on the dimensions of the plate, the type of deformation
that is excited and properties of the material used.

The mechanical resonance can be maintained by an electronic circuit via the
piezoelectric effect. The latter couples electric fields and mechanical deforma-
tions in crystals with no centre of symmetry, such as quartz. The electric field
is produced using electrodes deposited on the faces of the plate or located very
close to them, as shown schematically in Figure 5.4.

Natural quartz crystals are not used. Instead, the crystals are commercially
manufactured in large quantities and at relatively low cost in autoclaves where
they are grown from seed. Th'a material optained is extremely pure chemically
and ifs crystal structure exhibits veﬁy fpwj’lﬁa\ffs. Dielectric losses ate also Very
low.

Figure 5.5a shows the equivalent electric circuit of a piezoelectric resonator.
The quartz plate placed between the electrodes acts as a capacitor with capac-
itance Cp. The inductance, capacitance and resistance associated with the dy-
namical behaviour of the plate are represented by L1, C1 and Ry, respectively.
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Vibrating plate Vibrating plate

Electrodes Electrodes

S N A B e S D S

@) (b)

Fig. 5.4. Cross sections of quartx resonators. (a) Electrodes deposited on the vibrating
plate. (b) Electrodes not fixed on the vibrating plate. Connections are not represented.
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Fig. 5.5. Quartz oscillator and resonator, (a) Equivalent circuit diagram for a quartz
resonator. (b) Schematic of a quartz oscillator.

An external capacitor with capacitance C, placed in series with the resonator
is used to adjust the resonant frequency,
The angular frequency wg of the electrical resonance is given by

Llclm% =1 3 (540)
and the quality factor is e : | )
L C[) v - -";:' ll'j l‘::.
Q — 1 0 P-l---‘g-"‘ "!_' "f_.x (5'41)
Ry

For precision resonators in metrological applications, wg/27 18 generally equal
to 5 or 10 MHz, whilst the quality factor is of the order of 10°.

Because of the capacitor of capacitance Cy in the circuit of Figure 5.5a, this
circuit has two resonances, the series resonance and the parallel resonance,
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with very similar frequency values. In the first case, the resonator exhibits low
impedance, close to R;. In the second, the impedance is high. One or other of
these resonances is excited depending on whether the resonator is connected
to low or high impedances Z; and Z», shown in Figure 5.5b.

The resonator is designed to minimise the effects of perturbations applied
to the vibrating part of the quartz plate. The orientation of the plate relative
to the crystallographic axes is thus chosen in such a way that the resonant
frequency has an extremum with respect to temperature changes. The resonator
is placed in a thermostat which keeps the temperature at that value for which
the frequency variation vanishes. The choice of orientation of the plate is also
guided by a desire to reduce the variation of the resonant frequency caused by
stresses which may be due either to the mechanical mounting of the resonator
or to accelerations suffered by the oscillator.

In the most up-to-date quartz resonators, the electrodes are not deposited
on the faces of the vibrating plate [5.17]. They are located on auxiliary plates
as shown in Figure 5.4b. These are placed a few micrometres from the active
‘plate. Any damping of the resonance by the electrodes themselves is thereby
suppressed. Moreover, the vibrating plate no longer suffers the ageing effects
associated with slow relaxation of stresses and migration of materials that oc-
cur at the interface between the quartz and the metal.

5.4.2 Oscillators

The resonator is inserted in a feedback loop, between the input and output of an
amplifier A, as shown schematically in Figure 5.5b. When the oscillator takes
advantage of the series resonance, impedances Z| and Z> have low resistances.
The total phase displacement in the feedback loop is always equal to 2k,
where k is an integer. Consequently, if a variation occurs in the phase dis-
placement between the input and output voltages of the amplifier, this is com-
pensated in the quartz resonator. Such a change can be produced by the noise
that amplifier A; superimposes on the electrical oscillation. When there is a
variation in the applied frequency, close to the resonant frequency fo, a phase
change d¢ results at the termin,als of any resonator, given by
| apredghd ! | (5.42)
B Jo
The perturbation is thus accompanied by a change in the oscillation frequency.
However, the corresponding change decreases as the quality factor increases.
This explains why it is preferable to use resonators with a high quality factor
when building oscillators with low frequency instability.
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The additional capacitor of capacitance C, is used to fine tune the oscilla-
tion frequency. It generally comprises two capacitors, one of fixed capacitance
and the other a varicap, connected in series. The latter uses the change in ca-
pacitance of a diode with varying applied polarisation voltage. The oscillation
frequency can then be controlled by an electrical voltage. This feature is used
when the frequency of a quartz oscillator is servo controlled by the frequency
of an atomic resonance (see Sections 6.4.1c and 6.5.3d).

The electronic circuit associated with the quartz oscillator is also thermostat-
jcally controlled. The amplifier Ay increases the signal level and insulates the
oscillation circuit frotn perturbations that might arise from application circuits.

5.4.3 Performance levels

For applications to high level metrology, the frequency of quartz oscillators is
equal to 5 or 10 MHz, or else it is close to one of these values.

For sampling periods somewhere between about 1 and 103 s, the frequency
instability of precision quartz oscillators is determined by flicker frequency
noise. The Allan deviation is then Iess than 1 x 10713 for the best devices. For
longer periods, there is a frequency drift due to ageing effects. It is often less
than 10~ per day. A frequency instability of 1 x 10~!4, for 7 in the range
1 to 10% s, together with a long term drift of 1 x 10™12, would appear to be
accessible in the near future.

5.5 Atomic time and frequency standards. The notion of accuracy

In Section 4.4.1, we explained how atomic time and frequency standards came
into being, whilst in Chapter 6 we shall present their operating principles.
At the present stage, we shall just give a precise definition of the idea of
accuracy already used in Section 4.4.1. In an atomic standard, the reference
frequency vp, postulated to be naturally unchanging, is provided by the transi-
tion of an unperturbed atom or ion (or even a molecule, but we intend the word
‘atom’ to cover all these cases). It is a proper frequency (in the relativistic
sense) in a very small spatial region, in pr1t1q‘1ple mﬁmi;emmﬂ ‘which accom-
panies the atom in its motion. The set of apparatusrused % obse"rve this atomic
frequency, the frequency standard, brings perturbations with it, as we shall ex-
plain in Chapter 6. It also transforms the frequency into other frequencies that
are easier to handle. The output frequency from the standard is denoted voy.
This is also a proper frequency in a small spatial region that surrounds, for
example, the connector at which vy 18 available. In order to guarantee the
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accuracy, the ratio

R = lou (5.43)
Vg
must be determined as closely as possible. The relative uncertainty og that
characterises the inaccuracy of the standard is equal to the relative uncertainty
in the estimate of R.

Like any physically realised frequency, voy suffers from instability. A first
precaution consists in taking its average value over a period ensuring minimal
instability, We have seen that this period corresponds to the regime dominated
by flicker frequeney noise. From now on, we shall take vy to be this frequency
average.

The art of the physicist is to identify all possible sources of perturbation.
The next task is to evaluate each of them, often making use of auxiliary mea-
surements, and to assess the uncertainty in this evaluation. Having done this
for each perturbation i, a correction factor #; is produced that can be writien in
the form

ri=0+¢)to;, (5.44)
where o; is the corresponding uncertainty. The estimate R of R is then
R = Frirm...ry, (5.45)

for the whole set of r perturbations. F is the frequency transformation factor,
assumed to be precisely known, as is generally the case. Since the ¢; are much
smaller than 1, we may adopt the following form

R=FQ-+ci+ecrt-+cn). (5.46)

It is usually assumed that the various perturbations are mutually independent,
so that the inaccuracy in the normalised frequency is

oF = (Za )1/2 . (5.47)

For convenience when using tlﬂq standard, the corrgctions ¢; can be introduced
physically at the level of the output frequency “This has no effect on the inac-
curacy of the standard.

This notion of inaccuracy is not related specifically to atomic frequency
standards, but rather it is a general notion that applies to any physical quan-
tity defined with respect to some natural phenomenon that is assumed to be
invariable.
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5.6 Time and frequency comparisons
5.6.1 General observations

For all physical quantities, comparisons between standards constitute one of
the cornerstones of metrology. Their main purpose is to check agreement be-
tween the primary standards in various laboratories, and then to contribute to-
wards improving them by identifying the cause of errors that might otherwise
have escaped notice. They may also be used to produce a mean primary stan-
dard, better than each of its participants. As far as the user is concerned, they
provide a means of accessing primary standards, through the organisation of
calibration chains.

In the area of atomic time measurement, the key quantity for those build-
ing standards is the frequency. Within the laboratory, it is easy to compare
the various frequency standards on a continuous basis and thereby to check
that they are functioning correctly. It is then possible to make occasional fre-
quency compatisons between remote laboratories, as is done for other physical
quantities.

However, the application of frequency standards to time measurement is
considerably more demanding, as was emphasised in Section 4.4.2. Almost
continual time comparisons ate required to produce and disseminate a unique
time scale with which users can synchronise their clocks and thereby procure
the unit of time, the second. We shall also consider the example of systems
which require an internal synchronisation as precise as possible that cannot be
maintained without resetting at intervals of less than one day.

In the following sections, we begin by examining methods of time compari-
son, and then methods of frequency comparison. We shall be mainly concerned
with the principles, since techniques evolve so rapidly and depend heavily on
the opportunities that present themselves. This last claim deserves some expla-
nation. Of course, certain systems are specially assigned to time dissemination,
and to time and frequency comparisons, e.g., the time signals broadcast since
the beginning of the twentieth century at frequencies ranging between a few
kHz and several tens of MHz. Such emissions still exist and their carrier fre-
quencies are often stabilised by atomic starfdards, in suép a. Yvajf that they also
disseminate an excellent frequency reference that-could easily be put to use
with the help of a cheap receiver. But to reach better accuracy, it would have
been much too costly to set up operational systems entirely devoted to clock
comparisons. It was thus decided to take advantage of existing systems, created
for other purposes, and this at no extra cost! Such systems include radio navi-
gation, positioning and communication systems. We shall examine the way in
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which methods of time and frequency comparison are most commonly applied
using these systems.

In order to make remote comparisons between the best frequency standards
and the best clocks, a relativistic treatment of the measurements is generally
a prerequisite. There is no simple way of specifying the limits of accuracy
involved in a classical treatment, because they depend on so many factors. We
may nevertheless say that, for standards and clocks fixed at ground level, a
classical treatment is adequate provided that we can accept uncertainties of a
few times 10~ 13 in the normalised frequency and one microsecond in the time,
for all the methods described below.

5.6.2 Relationship between frequency and proper time increment

The relationship between the readings of a clock and its frequency often in-
volves mental gymnastics of a potentially hazardous nature as far as the results
are concerned, even when handled by experts! If tc represents the proper time
(readings) of a clock expressed in seconds, and if t is the proper time of an
ideal clock located in the same place, i.e., a clock whose second markers are
separated by an interval of one second that is in strict conformity with the S1
definition, then (5.6) implies

dxc(t
g( L (5.48)
T
As explained in Section 5.2.2,
e(t) = 1 + xc(r) , (5.49)

and hence, introducing the normalised frequency ® = 1 - y defined in Sec-
tion 4.4.2,

d
P = —C (5.50)
dr
Hence, for two clocks C and D,
¢ d
Zc _Sc (5.51)
. (DD d‘CD_

5.6.3 Time comparisons
(a) Proper time of a clock and instrumental delays

A clock is a complex set of equipment and the question arises as to exactly
where its proper time is located. In fact, it will be the time scale constructed
using the pulses it produces each second, as they occur at a specified connector.
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These pulses take the form of a rise and fall of voltage that is kept as brief as
possible but must necessarily have some non-negligible rise rime. The pulse
height must therefore be specified.

A pulse arriving from elsewhere is dated by appealing to local measure-
ments, as explained in (b) below. But before it arrives at the clock, this pulse
may have undergone transformations that introduce an instrumental delay.
This happens, for example, in radio receivers. Since it is always the arrival
of the signal before transformation that is useful, dates provided by the clock
must be corrected for instrumental delay.

The equations established in the following for time comparisons will not
take instrumental delays into account. Their role will be mentioned in appli-
cations. We should emphasise that they are difficult to determine and that the/|
global uncertainty in clock comparisons is generally dominated by uncert‘un—
ties originating in this way. '

(b) Local time comparisons

Let us recall from Section 5.2.3a that fime interval counters measure, in their
own time scale ¢, the time interval ArTic elapsed between a second pulse
of a clock C and the first second pulse of a clock D to arrive after it. In order
to interpret this measurement, one approach is to arrange for ®1ic = Pc.
This can be achieved by driving the counter at the frequency of C. Another
approach involves calculation based on frequency deviation measurements. We
then have

Attic = [tc — p] (f2) modulo 1 second , (5.52)

where £, is the date in some reference time scale 6 when the counter is stopped
by the second pulse from D.T The whole number of seconds is then added.
Modern instruments can carry out these measurements with minimal uncer-
tainties of 10 ps. For the present application, we must of course measure the
delays due 10 the cables.

.\3 iﬁ"’b
A ,\t\"? (c) Remote time Compm'isons

When the clocks are too far apart to be conrected by cables, time comparisons
are carried out using one of the following three modes, or a combination of
them:

e physical transportation of an operating clock;

+ Recall that the expression {TC = rD] (#) is understood to mean the reading from C minus the
reading from D at the date 6.
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» one-way transmission of electromagnetic signals between an emitter and a
receiver;

e quasi-simultaneous transmissions of electromagnetic signals along almost
identical trajectories joining clocks A and B, from A to B and from B to A
(the so-called two-way time transfer method).

The equations, in relativistic form, appeal to the conventional definition of
time comparisons explained in Section 3.3.2f. We observe that they are always
made up of a ‘classical part’, the same as would be obtained in the absolute
time framework, together with small additional terms. This separation is due
to the form of the-metric and depends on the degree of approximation accepted.
It is convenient in the sense that the so-called relativistic terms can simply be
left out when tolerance levels render them negligible. However, there is one se-
rious drawback, for a separation of this kind may lead us to believe that general
relativity is somehow just an add-on to the classical theory, whereas it in fact
represents a globally new treatment. It is worthless and ill-advised to distin-
guish a priori a classical effect, a special relativistic effect and a gravitational
effect. This may lead to error and, in particular, the unwarranted inclusion of
‘acceleration effects’.

A relativistic treatment always requires the increment in the coordinate time
(in some specified coordinate system) to be evaluated, either during transporta-
tion of the clock, or during transmission of the signal. The geocentric coordi-
nate systems, either non-rotating or rotating with the Earth, are used in this
context. The following discussion, based upon [5.18], is applicable when fime
uncertainties of a few hundred picoseconds and normalised frequency uncer-
tainties of 10719 are tolerated, fot ground-based or orbiting clocks, out to the
distance of the geostationary satellites (42 000 km from the centre of the Earth),
apart from a few exceptions that will be pointed out. A more precise analysis
can be found in [5.19, 5.20], We may use either the geocentric coordinate time
¢, or its modified form £ defined in Section 3.3.2e. Formulas will be given in
terms of f. They remain valid when £ is replaced by ¢, and /() is replaced by
h(t), functions analysed in (3.18), (3.21), (3.30) and (3.32). When the mea-
surement mode requires it, expressions in terms of ¢ will be used.

According to (3.17) and (5.5 lr),, the mcrement ‘At in ¢ between the two evenis
constituted by the readings tc (1) and e (rg) ;ofja 01001{ C is given by

re(t) — et) N f h(e)de (5.53)
1 +yc W(C)

where vc is the relative frequency offset with: respect to an ideal frequency
standard and the integral is calculated along the worldline W(C) of the clock
from # to .

At =
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Equation (5.53) may seem somewhat surprising since we should have At =
o — t1. In order to understand its use, we must assess the role of ¢ in the
following way. Uncertainty in Af directly contributes to uncertainty in the time
comparison. In readings such as tc(f2), it is the precision in t¢ which is at
stake, whilst £, serves only to label the event ‘second reading of C’, which we
could just as well have described in these terms. In the integral, we certainly
need ¢ and the limits #{, f2, but a physical realisation of ¢ is sufficient, provided
that its frequency offset from ¢ is not too large. For example, if this offset is
1077, since h(¢) is of the order of 1077, the error introduced into At will be
less than 10~ '8 Az, which is quite negligible for today’s measurements. If we
assume that the reference scaﬂa*e, already used previously, satisfies the latter
condifion, ¢ can be replaced by & everywhere on the right hand side of (5.53).
The scale might be Coordinated Universal Time (UTC), for example, easily
available to within a few tenths of a second (taking possible leap seconds into
account) or to within 10~ as regards normalised frequency. However, in the
following we shall generally stick to expressions in terms of ¢, leaving it to the
user to work out the degree of approximation to ¢ that would be acceptable,
never a difficult task.

(1) Time comparisons by clock transportation. Let A and B be the two
clocks under comparison, The method here involves carrying a clock M
from the vicinity of A to the vicinity of B, where local time comparisons
[ta — mv] (f1) and {3 — v (£2) are made. Interpretation is clear in the abso-
lute time model. M serves to extrapolate the readings from A. This application
requites a preparatory stage in which the difference in normalised frequencies
va — yM 1s evaluated. It also requires a closure check: M is brought near A
and it is confirmed that the observed time and frequency difference with A is
compatible with what is expected, within the limits of estimated uncertainty. If
this is indeed the case, the observed closing error must nevertheless be taken
into account. This involves the common sense of the experimenter rather than
a statistical treatment.

The relativistic interpretation was one of the first applicétiop,s of general
relativity to commonly made measmements.ﬁif foﬂ;ﬂwsf'frf@ip (:,553), with Ar =
th — #, that

rM(rz)—rM<_n)=(1+yM)[Ar~ JQ: h(r)c}r}. (5.54)

M)

The same equation is written to obtain tA(#) — ta(f1). Then subtracting one
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from the other, and bringing in the measured quantities,
[z — Ta) () = [1B — M (82) — [7a — 7M1 (t1) — (¥a — ym) At

—(1 + ym) h()dt + (1 + ya) h(r)dt .
WMD) W(A)
(5.55)

The first three terms on the right hand side represent the classical expression,
Relativistic effects are represented by the remaining terms, where the integrals
are calculated along worldlines W(M) and W(A) of clocks M and A, between
dates #; and #,. With negligible inaccuracy compared with measurement uncer-
tainties, we méy usually take yy = 0 = ya in the factors multiplying these
infegrals. :

First undertaken in 1967, at the initiative of Hewlett-Packard and the Smith-
sonian Astrophysical Observatory, time comparisons by clock transportation
were common practice until around 1988 for the purpose of synchronising the
control centres of navigation systems such as Loran-C, tracking stations for
artificial satellites, and national timekeeping laboratories. It was by far the best
way of guaranteeing the accuracy of time scale comparisons since all other
methods involved propagation and instrumental delays which could not be di-
rectly estimated without introducing an excessive dose of uncertainty.

Normally, commercially manufactured caesium clocks were carried by road
or plane. Their size and weight (around 40 kg) meant that they could be placed
on a passenger seal. When their own electricity supply was not sufficient, they
were allowed to use on-board resources, with the agreement of the airline. In
1978, for instance, the Annual Report of the Bureau international de 1’heure
lists forty-three time transfers of this nature, ranging across all the continents,
with uncertainties of 10 to 300 ns. Clock transportation became rtarer from
1986, with more and more time comparisons being carried out via the Global
Positioning System. Moreover, at around this time, air traffic safety regulations
began to cause problems, for it was realised that caesium is liable to sponta-
neous combustion when exposed to the air. Attempis to carry rubidium clocks
were soon abandoned for their lack of stability in such conditions.

It is interesting to note hat this time trarisfer method is the source of a great
many anecdotes, and some misadven ifes, Wé. might mention the airline tick-
ets made out to Mr Clock and'thé genb¥al sm&mse of the flight personnel, the
complications caused by appearance of the word ‘atomic’ and its rapid re-
placement by ‘electronic’, or the endless confusion and misunderstanding of
customs officials. '

In order to account for relativistic effects, the flight path of the airplane had
to be known. Such effects may reach a few tens of nanoseconds over intercon-
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tinental transfers. For example, in a Paris—Ottawa transfer, it transpired that
32 ns had to be subtracted off the results of a classical calculation, whilst for
the return flight, assumed to follow the same route, only 7 ns had to be taken
off. This could have been used to show that the Earth is indeed rotating.

(2) Time comparison by one-way transfer of electromagnetic signals

Principles and theory. This method, used since the beginning of the twenti-
eth century (see Chapter 4) is based upon the theory of signal propagation. It
is often chosen when transmitting times to a low level of accuracy (time sig-
nals for navigational purposes, speaking clocks, and so on). It can also satisfy
stringent accuracy requirements, such as those we are concerned with here, op-
erating by direct view radio transmission. For large distances, this means using
a space-based emiltter,

We begin with the theory behind the basic operation, which is comparison
of two clocks by direct view, and then we shall consider some applications, in
particular those that make use of the Global Positioning System (GPS).

In the vacuum, electromagnetic signals propagate in straight lines relative
to inertial systems (i.e., systems in uniform translational motion, without rota-
tion). The non-rotating geocentric system defined in Chapter 3 constitutes such
a system to a quite sufficient approximation for time comparisons. If photons
travel from the event E of signal emission, with coordinates (fg, Xg), to the
event R of signal reception, with coordinates (fr, xr), the increment Af in ¢
during propagation is, to order ¢™3 which suffices here,

d
At=—+(ADy , (5.56)

where d is the coordinate distance between E and R, calculated from

— [(xf{ —x2)? -+ (xF — 2%+ () - xg)Z]”z , (5.57)

which we shall abbreviate to [Xg — Xg|, even though xg — xg does not have the
properties of a vector in the spacetime. The ferm (AI)U is fdund by integration
along the propagation path, taking U = GMig / ¥y Wlth r; X, I_z)eanng in mind
that GMp = 3.986 x 10* m3 52, We obtain "~ " ¥

26My . rg+m+d

Afyy = 1 : 5.58
(An)yy 3 M T m—d (3.58)

This term is small, For transmission from a geostationary satellite down to a
ground-based clock on the same vertical, it has a value of 56 ps.
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Using the geocentric system rotating with the Earth and considering a re-
ceiving station fixed on Earth, with coordinates Xr, At is obtained from

Xg— X 2wAxg
= TROTE L 2% (A (559

At
c
where Xg is evaluated at date g and (Atf)y is still given by (5.58). The term
2wAg/ c? describes the Sagnac effect. The area Ag, defined just after (3.21),
refers here to the photon trajectories. To a good enough approximation, it 1s the
area of the equatorial projection of the triangle with vertices the centre of mass
of the Earth and the points with coordinates Xg and Xz, taken positively when
propagation occufis,towards the east. The Sagnac effect is often significant. For
example, in transmission from a point on the equator up to a geostationary
satellite at an elevation of 45° towards the east, its value is 137 ns. The delay
caused by refraction, which is evaluated separately, must then be added to Ar.
Suppose that, at the signal emission, we note the reading zg(fg) of a local
clock S. This reading can be transmitted to an experimenter by the usual means,
(Alternatively, we may arrange for the emission to be attached to the readings
of S so that the nominal date of the signal is known.) We follow the same
procedure with alocal clock A at the signal reception, taking a reading ta (fra).
Applying (5.53), we obtain the time difference between the clocks S and A at
the date fg from the relation

[ta — 5] (fB) = TA(fRA) — TS(R)

(5.60)
=1+ ya)(ADa + (1 + ya) h(n)de
W(A)
where (At)a is given by (5.56) or (5.59), and the integral is calculated along
the worldline W(A) of A between the dates fg and fra. As usual, values of ¢
are replaced by readings from a realised time scale.t
When two clocks A and B are to be compared but they are not in direct
view, we can use the reception of the same signal from an emitter that is in

t Exceptionally, let us check that the change 1 — ¢ does not alter the value of the left hand side.
From (3.27),

H

. 5
o ﬁg(l ' %) ;o (5.61)
5" . ‘q“t 'f 5'
and from (3.31),
4]
hit) = h(r) + —Zg ; o
[

The term Af ffg/cz coming from the integral does indeed compensate for the change in the
evaluation of ¢.
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direct view of each of the clocks. Writing the analogous equation to (5.60) for
clock B and then subtracting (5.60), we obtain

[ta — 8] (B) = ta(fRA) — TB(RB) — (1 + ya)(Af)a + (1 + yB)(Al)s

+(1 + ya) h(t)dt — (14 yB) h(ryde .
W(A) W(B)
(5.63)

Amongst the four last terms on the right hand side of (5.63), it is often only
necessary to retain (Af)g — (Af)a. For example, for an emitter carried by a
geostationary satellite, Az is less than 0.14 s and if we have |y| < 108, then
|yAt| < 1.4 ns. Since A(f) <*7 x 10719, the integrals never exceed 100 ps,
and y can be neglected in the multiplicative factors. It is nevertheless advisable
to check each case separately to make sure that significant components have
not been omitted.

Note that the fact of receiving the same signal means that the clock at S can
be dispensed with. This signal is quite arbitrary. However, the presence of a
stable clock at S avoids the constraint of a strictly common view. In this case,
time comparisons between A and S, and B and S, made at different dates must
then be referred to a common date via frequency estimates. Note also that we
only need to know the differences in delay due to refraction at the receivers.

Application to Loran-C. Time comparison by one-way transmission was
widely used from 1967, receiving signals from the Loran-C system. During
the 1980s, this system was gradunally abandoned for the purposes of funda-
mental metrology, in favour of GPS. Positioning by Loran-C is based on the
synchronism of (caesium) clocks in ground stations emiiting at 100 kHz. The
positioning candidate measures the time difference caused by signal propaga-
tion delays. At sea level, each pair of stations supplies a locus for its position.
The fix is obtained by receiving emissions from three stations. Of course, the
navigation receivers carry out all the calculations. The precision of the system
is due to the stability of propagation delays for ground waves, which can be
observed at distances of 1000 to 2000 km. For a fixed observer, the variations
in these delays may be around 1 ps. The acfyal delay itself cannot be evaluated
to the same level of accuracy. In time cmﬁ}i’)arisgn ap;?li‘cafrlm%%, it was mea-
sured by clock transportation, and the meaturefnentinélided receiver delays.
Specialised receivers for time comparisons were manufactured commercially.
With great reliability and low cost, they contributed enormously to the task. It
is estimated that overail uncertainties in Loran-C time comparisons were in the
neighbourhood of 1 us. Synchronisation of the various chains of Loran-C con-
trol stations across the North Atlantic at the end of the 1960s made it possible
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to set up permanent time transfer links between North America and Europe,
Indeed this played a major role in the development of time measurement,

Application to commercial television. The reception of commercial television
signals contained in test lines or used to synchronise images was also widely
used 1n conjunction with Loran-C [5.21]. At close range, within sight of the
same emitter, uncertainties in time comparisons could be reduced to around
ten nanoseconds, after calibrating transmission and instrumental delays by
clock transportation, Links were established over several hundred kilometres
using relays and radio beams. Accumulated uncertainties reached a few hun-
dred nanoseconds, whilst many difficulties arose from the varied equipment
and the problem of routing emissions,

Application to GPS and GLONASS. We now turn to the USA’s Global Posi-
tioning System (GPS) which is at present widely used in remote clock com-
parisons. There is a Russian counterpart named Global Navigation Satellite
System (GLONASS), which produces results of comparable accuracy and is
also used. As the two systems only differ through minor technical features, we
shall simplify by restricting explanations to GPS.

Like Loran-C, these systems are based upon the synchronism of emitted
signals, the main difference being that the emitters are now space-based. In
Chapter 9, we explain how they work. For our present purposes, it suffices to
view the GPS satellites as emitters of time pulses. Apart from these pulses, the
satellites broadcast data allowing their position to be determined in a terrestrial
coordinate system at the time of emission of the pulses. Signals are emitted at
frequencies close to 1.6 GHz and 1.2 GHz. Tonospheric refraction leads to de-
lays that can vary greatly between day and night, or in periods of solar activity.
The delay may be as much as a hundred nanoseconds in normal operating con-
ditions. As it is a simple function of the frequency, it can be evaluated to the
nearest nanosecond from the time difference at reception at each of the fre-
quencies. If only one frequency is received, it is also possible to use a model of
the ionospheric refraction, transmitted by the satellites, accurate to the nearest
ten nanoseconds. o

The satellites carry either caesmm or rublﬁiium atgmic clocks, synchronised
to GPS Time to within a few nanosetonds. Mthough it is not essential for the
operation of the GPS system, GPS Time is maintained in synchronisation with
TAI + 19 s to within a hundred nanoseconds or so. Receivers specialising in
time measurement exist commercially. Those from the first generation run on a
single frequency. They are programmable and successively track the assigned
satellites for periods of 13 minutes at a time (we shall see why in Chapter 9).
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Then, toward 1999, multichannel receivers came into use, tracking all visible
satellites simultaneously. All these receivers carry out calculations in real time
and supply the difference in mean readings between the local clock and GPS
Time.

Let us consider the method in which the same pulse is received at the two
clocks to be compared, a method often called the common view method. After
exchange of data, time comparisons are obtained simply by subtraction. Un-
certainties can be reduced to a few nanoseconds at any distance, by averaging
over one day. This presupposes that the stability of the clocks justifies such an
average. [n addition, in order_to reach this accuracy, precautions are necessary
which considerably complicaté the task.

The coordinates of the receiving antennas must be known to within ten cen-
timetres or s0, in the same geodetic coordinate system as the satellite coordi-
nates (in one nanosecond, the signal travels 30 cm). The frame of reference for
GPS is the World Geodetic System, version WGS 84, which agrees to within
a few decimetres with the I'TRF frame maintained by the International Earth
Rotation Service (see Section 3.3.2b). The latter is adopted for very accurate
work.

Delays introduced by the receivers are measured by the manufacturer using a
local emitter that emits signals similar to those from the satellites. These delays
are assumed to be invariable, but it is safer to check. For time comparisons, it
suffices to calibrate the difference in delays between receivers, This can be
done by transpotting a receiver used as a transfer standard. The method is
applied, but without much conviction, for the uncertainties are dominated by
the sensitivity of receivers to environmental conditions. These uncertainties are
of the order of a few nanoseconds.

Corrections due to the ionosphere must be measured, either by means of
dual-frequency timing receivers, or else using specially designed equipment.

One difficulty, which fortunately disappeared in May 2000, was the use of
the so-called Selective Availability (SA, see Section 9.2.2b). This deprived
unauthorised users of the full accuracy of GPS. For time comparisons, the
degradation caused by SA could be overcome by a rigorous observation sched-
ule [5.22] and the use of precise ephemerides computed in retrospect. These
constraints on schedules can now be relaxdd blftl'prcpis’g"‘egjlerﬁerides are still
needed to obtain the utmost precision. They ‘%dre’ e‘stzib('ﬁshed by a scientific
service, the International GPS Service (IGS), mainly to supply the needs of
geodesy and to monitor the Earth’s rotation.

The development of multichannel receivers improves thé precision of time
comparisons by increasing the amount of data. However, the limiting factors in
accuracy are due to weak points in the receiving systems, such as temperature
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sensitivity (observed variations of several nanoseconds), and perturbation by
reflections in the vicinity of antennas. Attempts are being made to overcome
these and gain in accuracy by following the phase of the carrier, as is done in
geodetic applications of GPS, rather than simply receiving the coded signal.

The Russian positioning system GLONASS operates according to the same
principles as GPS. The fact that it is not so widely used for time comparisons
can be explained by the later appearance of suitable receivers.

The success of GPS suggests setting up a civilian system along the same
lines (Chapter 9). Time comparisons and the dissemination of time should
benefit.

Application to quasars. Another type of emitter is also subject to the com-
mon view method, although this time much more remote. These are quasars,
Very long baseline interferometry (VLBI) is a truly outstanding application of
atomic clocks (see Section 8.1.4a and Chapter 9). In its use for geodesy and
studies of the motions of the Earth, it involves measuring the differences in
arrival times of random signals from quasars at sites lying several hundred to
several thousand kilometres apart. Clocks at these sites cannot be synchronised
to the desired accuracy (uncertainties of around 10 ps). Their offset is one of
the many parameters that are globally fitted when processing measurements.
But this fitting does not distinguish the clock offset from certain instrumental
delays and errors in the estimation of atmospheric refraction. Delay calibra-
tions using zero baseline interferometry could lead to time comparisons with
uncertainties as low as a hundred picoseconds. Unfortunately, VLBI stations
are often located a long way from timing laboratories.

(3) Time comparisons by two-way transfer of electromagnetic sigunals.
Consider two clocks A and B. One-way transfers from A to B and from B to
A are carried out almost simultaneously, with propagation along only slightly
differing paths. We define

tea  emission time of signal from A to B,
mp reception time of this signal at B,
fgg  emission time of signtl from B to A
Ira reception time of this sigrial-dt A,

and

1 .
fay = E(IEA + tEB) .

Applying (5.60) and assuming that we can justify linearly interpolating 7 —7A
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between fpa and fpR, we obtain by averaging

1 |
[t — Al (fav) = 7 [t (teB) + T8 (IRB)] — > [ta(tea) + A (fRA)D]
(5.64)

1 1
— 5 (ADAs — (ADBal + 55,

where

£ = ya(A1)BA - YB(AAB

(5.65)

++yp) | ~A@dA—(1+ya) h{t)de,
WwW(B) W(A)

the integrals being taken over the worldlines of the clocks during propagation.
The term ¢ is normally very small,

The coordinate time increments (Af)ap for the path from A to B, and
(At)pa for the path from B to A, are calculated using (5.56) or (5.59). Only
their difference occurs in the formula. Consequently, when we are able to eval-
vate this difference, the method dispenses with the problem of obtaining pre-
cise knowledge of the clock coordinates, propagation paths and atmospheric
delays.

The method, designated by TWSTFT, is usually applied to compare ground-
based clocks using signals relayed by a geostationary satellite. It is then con-
venient to use the coordinate system rotating with the Earth, It is easy enough
to account for a residual motion of the satellite relative to the Earth [5.19].
In (5.64), the contribution from terms (A#)y as given by (5.58) is much less
than 1 ps. The terms in (5.65) containing integrals tend to balance out so that
their contribution is less than 1 ps provided that [y| < 1072, It may be nec-
essary to evaluate the terms yA¢. The Sagnac effect is important because it
changes sign with the direction of propagation. For example, if A is in Paris
and B in Tokyo, and if the geostationary satellite is at longitude 67.5° east,
then (At)ap = —(Af)pa = 299 ns.

When applying this method, we must ascertain the sum of instrumental
delays at emission and reception at each of the stations. Ih one station, it is
straightforward enough to measure the diffefrence in thé'se,qlelé}fys by local ex-
periments. If it remains constant, we may 'assuﬂié"-thalf%hcﬁ of" the two delays
is constant. However, measurement of these delays themselves has proved to
be a delicate matter. As a last resort, the two-way time transfer can be glob-
ally calibrated via another type of time comparison. Results may also depend
on variations 1 delays due to the satellite transponder. Still further difficulties
occur if time links involve several antennas on the satellite.
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Administrative obstacles are sometimes encountered when seeking permis-
sion to emit. A licence fee may be charged by the organisations managing the
satellites.

These problems, together with the great convenience of the GPS system,
have unfortunately slowed down development of the two-way time transfer
method, despite its promise of improved accuracy. Nevertheless, following the
first trial of this method in 1962, mentioned in Section 4.4.2 [4.22], many ex-~
periments followed. We may cite the first operational time transfer link be-
tween France, Canada and then Germany, from 1978 to 1982, thanks to the
experimental telecommunications satellite Symphonie [5.23]. The overall un-
certainty in theser transfers, around a few hundred nanoseconds, was less than
that incurred when using Loran-C, so that the Bureau international de 1’heure
used them to set up the TAL

For the last few years, a working group at the International Bureau of
Weights and Measures (BIPM) has been responsible for defining a system of
timing links operating by the two-way fransfer method. This involves choos-
ing the satellites and frequency bands, and defining the particularities of the
ground monitoring stations, the calibration method, the measurement sched-
ule, and the exchange and processing of data. Several links are operated on
a regular basis, some of them used by the BIPM for computing TAI The in-
stability of time comparisons with one day averaging is about 100 ps, but the
inaccuracy, depending on delay calibration, lies in the range 1 to 10 ns. As
it is, TWSTFEFT has no equal for long distance frequency comparisons (un-
certainty 1013 over one day) and is an excellent tool for the study of pri-
mary frequency standards. For time comparisons, competition with GPS is still
open.

There are other applications of the two-way transfer method that do not in-
volve geostationary satellites. At close range, the method can be implemented
using laser signals transferred through the air or in optical fibres. At medium
range, Russian scientists have used signal reflections from meteorite trails, at
a frequency of 57 MHz. The range can reach about 1000 km and uncertainties
are around 20 to 30 ns after calibrating instruments by clock transportation
[5.24]. ‘

(4) A combined method for time comparisons: the LASSO experiment.
The LASSO experiment (Laser Synchronization from Stationary Orbit) is an
example of a mixed method aimed at improving accuracy. It uses laser ranging
facilities which normally fire at artificial satellites and the Moon for studies in
global geodynamics, oceanography, astronomy and so on.
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A satellite S, geostationary in the experiment as it was carried out, carried a
clock, also denoted by S. It was equipped with corner-cube retroflectors and a
detector that could date the arrival of laser pulses at S.

The link between a clock A in some ranging station and the clock S may
be compared with a classic two-way transfer link. Without taking into account
the various instrumental delays, it is formulated via (5.64) and (5.65) with B
replaced by S and the emission and reception times at S set equal. The link
between a clock B and S is brought about in the same way. Time comparison
between A and B involves ‘transportation’ of the clock S between the arrival
dates of signals emitted by A and B. By good organisation of the laser shots,
the duration of this transpoftation can be made as small as desired, so that
the key quality required of S is short term frequency stability. A quartz clock
is suitable. The arrival dates of the signals are transmitted to a coordinating
facility.

This experiment was a project of the European Space Agency. It was origi-
nally set up on the Sirio 2 satellite but was lost due to launch failure in 1982.
It was taken up again in 1988 with the Meteosat P2 satellite. In the meantime,
ruby lasers had been replaced by neodymium—YAG lasers at the ranging facil-
ities. Although these lasers have the advantage of shorter pulses, they transmit
less energy and many of the stations lost all chance of receiving an echo from
a geostationary satellite equipped with the reflectors designed for LASSO. In
addition, as the satellite was stabilised by rotation (period (.6 s), beams had to
be fired in narrow windows (33 ms), which greatly complicated measurement
arrangements.

As in all time comparisons, determination of instrumental delays is both es-
sential and difficult. Delays at S cancel out. To find those at the ground stations,
a portable laser ranging device was built. This calibrating instrument was po-
sitioned next to the one to be calibrated and fired towards the same local target
(at a distance of about one kilometer). Each instrument was capable of receiv-
ing on return the emission of the other in addition to its own emission. By
intersecting the shots in all possible ways, enough equations were produced to
be able to determine all the delays involved.

The links established by LASSO between the lunar laser ranging stations
in Grasse (France) and McDonald (Texas)ﬂ];i 199293 demonstrated that time
transfer uncertainties were below 100 ps before cahbxatlb'ns ”we% taken into ac-
count. The latter introduce a further uncertainty of 1.5 ns which predominates
[5.25].

This method is complex and heavily dependent on cloud conditions. How-
ever, technical improvements since its original design offer some prospects.
It could serve as a calibration method for other techniques, for research or
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for downlinking data from high quality atomic clocks in orbit. The equipment
needed is light and compact and can easily be installed either on geostation-
ary or low Earth orbiting satellites already provided with clocks and remote-
sensing devices.

5.6.4 Frequency comparisons

Let us just recall that all frequency measurements are average measurements,
even if the word ‘average’ is often omitted. The frequency that concerns ex-
perimenters is the proper frequency referred to the local second. Quantities @
and y should be understood in this sense.

When two remote frequency standards are compared, it is intuitively clear
that the quantity to be determined is the difference between their normalised
frequencies under the assumption that these standards have been brought side
by side, Unfortunately, this intuitive idea does not give rise to a precise defi-
nition. This is because, strictly speaking, the result may depend on the route
followed by the standards. The same could be said for any physical quantity.
By convention, the frequencies are compared over the same coordinate time
interval in a specified coordinate system, in this case the geocentric system.

(a) Frequency comparisons based on time comparisons

(1) Direct comparison of standards. Consider two clocks A and B whose
normalised proper frequencies are to be compared. Using one of the meth-
ods described in Section 5.6.3, we measure the proper time differences
[tg — 7a] (#1) and [t — va] (f2) at dates #1 and 7. In principle the measure-
ment dates are expressed in coordinate time ¢, but a rough approximation & is
sufficient here. We calculate

My — Ma = [t8 — 7al () — [1B — TAl (21D _. (5.66)

b —1n

We then obtain the normalised proper frequency diffetence, averaged over
(t1, £}, from

(yB — ya} = MB — Ma + (h{1, 3B)) — (1, XA)) , (5.67)

where the symbol { ) denot&g the time averqge "The function A is given by
(3.18) or (3.21). It depends on ¢ dlsne* (and this can be replaced by @ for all
practical purposes) along the worldlines x(¢) of the clocks. Clearly, in a local
experiment, the two terms in 4 cancel out.

Applied to ground-based clocks, the equations give

(y8 — ya) = Mg — Ma — 1.091 x 1073 (hp — hp)/km , (5.68)
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Fig. 5.6. Frequency instability introduced by time comparisons: by GPS (45 ns) and
by intervalometers (410 ps). As a comparison, the mutual instability of the primary
standards CS1 and CS2 at the PTB (Germany) is shown in curve A and that of C52 and
a hydrogen maser in curve B.

where ia and Ap are the altitudes in kilometres above the geoid (sea level).
The inaccuracy in (5.68) is less than 10717 in this case.

When frequency comparisons are deduced from time compatisons, they are
free of instrumental delays, provided the latter remain constant, and this can
sometimes be checked.

Although uncertainties from delay calibrations may be omitted, noise re-
mains in the time comparisons. This noise can be considered as white noise
characterised by the standard deviation o¢. The corresponding uncertainty in
the frequency difference deduced from two time comparisons at dates #; and 7,
is

“r
Oy = @ . (5.69)
f —'h

In the usual graph showing the frequency instability of oscillators, the insta-
bility introduced by time comparisons between two ideally stable oscillators
takes the form of a straight line with slope —1 (see Figure 5.6). We can thus
see immediately the minimal measurement interval to take so that the oscilla-

tors do not appear to be degraded.
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The accuracy of the frequency comparisons is increased by extending the
interval (¢, £2). But note that an uncertainty of 1 ns in time comparisons car-
ried out at a one day interval leads to an uncertainty of 1.6 x 10~1* in the
normalised frequency. Now at the present time (2000), it is difficult to com-
pare remote clocks to better than 100 ps. For the best primary standards, this
requires average frequency comparisons lasting for several days and rules out
studies of shorter term frequency variations. Yet there is no way of doing better.
Here is an example of the importance of time comparisons and the limitations
imposed by uncertainties involved in them.

These methods are thus well suited to studying accuracy and long term sta-
bility. The two-Way transfer method, with its excellent time resolution, pro-
duces the best results. Reception of GPS signals is a less precise method, but
reliable.

(2) Comparisons via International Atomic Time. In laboratories equipped
with GPS timing receivers, International Atomic Time can be ascettained to
within a few nanoseconds, but with a delay of 30 to 60 days depending on
the date which interests us in the month. (This arises because of the monthly
organisation of calculations used to determine TAL) If there is no great hurry,
this is a simple means of comparing clocks in these laboratories. TAT can be
replaced by Coordinated Universal Time (UTC), taking care to include possi-
ble leap seconds. These two time scales are representations of ¢, not of ¢ (see
Section 3.3.2e). In the following formulas, we shall denote TAI or UTC by £*,
We calculate the rate Ny of clock A relative to TAI by
N a1 6) - -] D 570
taltsy) —talty)

| [drjd) (e
wor-( el e

We shall see in Chapter 7 that the duration of the TAI scale unit, in seconds on
the rotating geoid, can be obtained from BIPM publications. Let Dray be the
numerical value of its time age;age over the interval considered. Then,

-y P | , '.

so that

Jdesd .ot
= {D1aD) . (3.72)
Using (3.29) and (5.50), we obtain
(®Oa} = (Dran) ™" + Na + (B (£*, x(t9))), (5.73)

to a sufficient level of accuracy.
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Proceeding in the same way with clock B, over the same interval of £*, we
obtain {®a — ®g), which is independent of the value of Drag.

This method, like the one before, is only really suitable for accuracy and
Jong term stability, at least for high quality standards. The stability of TAI
is good enough for strict simultaneity of measurements to be unnecessary. It
is worth noting that (5.73) gives direct access to the proper second with the
frequency accuracy of TAL We shall return to this point in Chapter 7.

(b) Frequency-comparisons based on phase measurements

Local comparisons of the frequencies of two oscillators can be carried out
using the methods described in Section 5.2.3.

For remote frequency comparisons, a radio broadcast frequency can be used
as intermediary. As explained in Chapter 4, this method is no longer of much
interest to fundamental metrology. The broadcasting of stable frequencies is a
simple and economical way of sharing frequency standards with users who do
not need ultimate accuracies.

Let us nevertheless record the relationship between the normalised proper
frequency [®glg of an emitter E measured at the location of E, and the nor-
malised proper frequency [®r]a at reception at A, viz.,

[Ppla  1—c '(va-m+c?[Uxa) +3/2]
[®rle  1—cl(vg-n)+c2 [U(xp) + v]%:/Z] .

(5.74)

In this relation, velocities are expressed in the non-rotating geocentric coordi-
nate system. vg is the velocity of the emitter and v the velocity of the receiver,
at the moments of emission and reception, respectively. The potential U is eval-
uated at the locations of E and A and n is the unit vector along EA, constructed
with the space coordinates in the direction of propagation. This equation is
correct to about +107% in the vacuum for emitters carried by satellite, out to
the distance of geostationary satellites.

Applying the same relation to a receiver B at another location, we obtain the
ratio of the normalised proper frequencies received for the same emission:

[(I)E]A _ 1 — C_1 (VA . n) +‘F‘T2 [‘U!(XA) f’ﬂf Uifz].
[@Els  1—c~'(vg m) + e 2 {Uxp) vf/2]

(5.75)

Comparison between normalised proper frequencies Pya and $pp of stan-
dards located at A and B is given by

Pya _ Oya [Pelp [PEla
Pyg  [Pela Pur [PElB

(3.76)
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The first two ratios on the right hand side are found from local measurements

whilst the third is calculated using (5.75).
In applications to one-way transfers from a satellite, accuracy is limited to

about 10713 because of refraction effects.
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Atomic frequency standards

The aim of this chapter is to describe the principles, operation and features of
the main types of atomic clock, i.e., caesium clocks, hydrogen masers, rubid-
jum clocks and confined ion clocks. The greater part of the discussion will be
devoted to the caesium clock since it is used to realise the present definition of
the second.

The reader will also find a general description of these frequency standards
in [6.1, 6.2, 6.3], for example, and an in-depth study in [6.4].

6.1 Spectroscopic basis for atomic frequency standards
6.1.1 Invariance and universality of atomic properties

Up to the present day, all experimental observations in spectroscopy have
proved compatible with the hypothesis that atomic properties are the same at
all times and in all places, when they are assessed by an observer situated close
to the atom and accompanying it in the same motion. This postulate is clearly
a specific instance of Einstein’s equivalence principle, stated in Section 3.2.1e.

It is therefore possible to build 1nstruments which, usingta specified atomic
transition, are all able to deliver a signal i 1r1 ﬁeal time w;th the same frequency,
anywhere and at any time, provided that' relativistic ﬂjfedts Hue to the non-
coincidence of the atom and the observer have been properly accounted for.
This frequency only depends on fundamental physical constants.

The fact that the transition frequencies of different atoms remain in constant
ratio to one another, up to the limits of experimental error, constitutes a very
precise corroboration of the equivalence principle in the area of specttoscopy.

109
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6.1.2 Spectral properties of alkali atoms

The main atomic clocks take advantage of a hyperfine structure transition in
hydrogen, rubidium and caesium atoms, or in ionised mercury, The alkali met-
als, including rubidium and caesium, have an unpaired clectron in the outer
electron shell. Their inner clectron subshells are either full or empty. The Hgt
ion has a similar electronic configuration and we shall call it “alkali’ by exten-
sion. Likewise for the hydrogen atom, which has only one electron.

Let us now review the main properties of the alkali atoms insofar as they are
necessary for describing the workings of atomic clocks [6.5].

{a) Fine structure

The outermost electron occupies an electron shell characterised by the princi-
pal quantum number #. Its value is given in Table 6.1 for the energy levels we
are considering,.

An orbital angular momentum denoted by AL is associated with the motion
of the electron around the nucleus, where % is Planck’s constant % divided by
2. The associated quantum number is L. In the alkali atoms, the total orbital
angular momentum reduces to that of the single outer electron. We consider
only two values of L, viz., L =0 and L = 1.

For L = 0, the energy of the outer electron is minimal. The atom is said to
be in its ground state. Using the standard spectroscopic notationt, this state is
denoted 28 /2. Under the effect of a suitable excitation energy, the atom can
be shifted into an excited state. The first such state cortesponds to L = 1. The
energy difference between the ground state and the first excited state is of the
order of a few electron volts (eV). It follows that, if the transition between
ground state and first excited state occurs through emission or absorption of
electromagnetic radiation, the wavelength of this radiation will lie in the optical
part of the electromagnetic spectrum.

All electrons possess an intrinsic property known as spitl. The spin quantum
numbet S takes the value 1/2. An angular momentum £S is associated with
the electron spin. The spin angular momentum of an alkali atom is the same as

that of the unpaired electron, , '
)

1 The spectroscopic notation arises froftt lohgrstahding coriventions. The upper case letter char-
acterises the value of the quantum number of the orbital angular momentum. For example, S
and P correspond to L = 0 and Z = 1, respectively. The letter S should not be confused with
the spin quantum number, The upper index placed before the letter gives the value of 28 + 1,
called the muliiplicity, where § is now the spin quantpm number. The lower index placed after
the letter specifies the value of the quantum number J for the total angular momentum. When
this notation is preceded by a number, it is the value of the principal quantum number. As an

example, the ground state of the caesium atom is denoted 628, /2
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Table 6.1. Main spectroscopic features of alkali atoms used to realise atomic
time and frequency standards. The value of the hyperfine transition frequency
of caesium 133 is fixed by the definition of the second. Uncertainties in the
measured values of the hyperfine transition frequencies of the other atoms
are indicated.

Atomn  Atomic » I F AD, D,

(orion)  mass (nm) (nm) (Hz)

1 11 1/2. 0;1  121.5673 121.5668 1420405751.770(3)
Rb 87 5 3/2 1,2 7948 780.0 6 834 682 610.904 29(9)
C's 133 6 7/2 314 8943 852.1 9192631770

Hgt 199 o6 1/2 0;1 1942 165.0 40507 347 996.841 6(4)

The total angular momentum #J of the electron is the vector sum of its or-
bital angular momentum and its spin angular momentum. According to the
combination rules for atomic angular momenta, the associated quantum num-
ber J can only take values L 4 1/2 ot |L — 1/2|. This means that / = 1/2 in
the ground state and J = 1/2 or 3/2 in the first excited state. Corresponding to
the two possible values of J in this excited state are two slightly different en-
ergy levels. These are referred to as the fine structure levels and denoted 2p; )
and 2P3 ;2 in the spectroscopic notation. The energy difference between them
can be expressed in terms of the fine structure constant & which has a value of
roughly 1/137. These levels are relevant to the optical pumping method, soon
to be discussed. Two very close spectral lines denoted Dy and D5 in the emis-
sion or absorption spectra of the alkali atoms arise from.transitions between
the 2S5 and 2Py, for the first and between >S5 and “P3 o, for the second.
Wavelengths of the fine structure doublets for hydrogen, rubidium, caesium
and the Hg™ ion are given in Table 6.1.

(b) Hyperfine structure

The proton and neutron also possess spin, w1th value 1/2. The nuclear angular
momentum #I is found by combining thoﬂei of the constltu}ent"nucleons ina
certain way. The value I of the associated quantume nurtier is an odd multiple
of 1/2 for alkali isotopes with odd atomic mass (see Table 6.1).

The total angular momentum AF of the atom is the vector sum of the an-
gular momenta of the electron cloud and the nucleus. The quantum number F
associated with the total angular momentum is such that |7 — J| < F < I+ J
and F can only vary by integer steps between these bounds. In the ground state
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Fig. 6.1. Energy levels of the caesium atom in the ground state and the first excited
state,

and also in the 2P, /2 state, Fisequalto I —1/2or I + 1/2. In the 2p, /2 state,
the number of possible values of I is greater than 2, if I > 1/2.

The projection of the angular momentum AF along a quantisation axis can
only take a discrete range of values, equal to 7im . The whole number m g is
the magnetic quantum number associated with F'. Its 2F + 1 possible values
are —F, - F+1, ..., F—1, F.

Figure 6.1 shows the energy levels of the caesinm atom in the 23, /25 2P, /2
and %P3 7 states, and also the possible values of F in this case. Throughout the
following, ¥’ will denote thp valye of F in the excited states 2Py /2 and 2p, /2

Magnetic moments are assocmted wltl’h'lhé nticlear and electron spins. That
of the nucleus is

p; = grusl, 6.1)

where pp is the Bohr magneton and g; the nuclear Landé factor. The magnetic
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moment of the unpaired electron is given by

iy = —gs1uBS, (6.2)

where g is the Landé€ factor of the electron bound to the atom. The value of
g7 is positive and lies close to 2. The value of gy is of the order of 1000 times
gmaller. It is positive for the atoms and the ion considered here. As an example,
in the hydrogen atom g; = 3.04201 x 1073,

These magnetic moments give rise to a mutual magnetic energy. In a zero
magnetic field, the magnetic interaction splits each of the energy levels con-
qidered above into as many hyprerfine levels as there are accessible values of F
or F’. This splitting is illustrated in Figure 6.1.

Calculating the energy difference between the two hypetfine structure levels
in zero external field involves expressing the magnetic excitation created by the
outer electron at the nucleus. In the hydrogen atom, the transition frequency
vy between levels F = 0 and F = 1 of the ground state is given to a first
approximation by

4 mctaty; m\ "’
= ————2u {14 — , 6.3
= ( +MP) (6.3)

where m and M, are the electron and proton masses, respectively, ¢ is the
speed of light and « the fine structure constant, equal to % /A sohc, with e
the electron charge and g the permittivity of the vacuum. This approximate
formula gives a value for the hyperfine trangition frequency with relative devi-
ation 1073 from its experimentally determined value. In fact, a large number
of cotrections need to be considéred, expressed in terms of the fine structure
constant, but we shall not discuss them here. Advanced and complex calcu-
laticns are required to calculate them. At the present time, the theoretical ex-
pression for the hyperfine transition frequency of the hydrogen atom in the
ground state is known to the same kind of accuracy as the fundamental physi-
cal constants.

Calculation of the hyperfine splitting in, the ground statds of alkali atoms
other than hydrogen is a still more complex exerms& Ind%,ed eveﬁl at the lowest
order of approximation, the presence of eléctrotis innthe“mnel shells must be
taken into account.

As a general rule, the magnetic interaction energy between the outer electron
and the nucleus is extremely small. It follows that the hyperfine frequency vy

in the ground state lies in the ultrahigh frequency range, as can be seen from
Table 6.1.
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Fig. 6.2. Variation in energy of the hyperfine sublevels of the ground state hydrogen
atom as a function of applied magnetic field.

A static magnetic flux densityt B defines the direction of quantisation and
splits the hyperfine levels into as many hyperfine sublevels as there are possible
values of mp, i.e., 2F + 1. This is the Zeeman effect. The variation in energy
E(F, my) of each of these sublevels can be calculated exactly as a function
of the applied field B for the alkali atoms in the ground state. It is given by the
Breit-Rabi formula

Ao hvo dmp 9 172
E(F )= —_—— — B -— {1 ,
(F, mp) 20T+ 1) 8IB mff+82 ( + +1x+x)
(6.4)
where
_ (g7 +gnupB . ©6.5)

hvg

When F = I+1/2,8 = +1,and when F = [ —1/2, ¢ = —1. This formula can
be used to calculate the shift in i’%équenc;y of g particylar transition between two
hyperfine sublevels as a function of the appheﬁl mHaghetic field. Figures 6.2 and
6.3 show the variation in E(F, mp) for the hydrogen atom and the caesium
atom, respectively.

Equation (6.4) and Figures 6.2 and 6.3 bring out some remarkable
properties.

t Throughout the following, we shall use the more common term ‘magnetic field’,
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Fig. 6.3. Variation in energy of the hyperfine sublevels of the ground state caesium
atom as a function of applied magnetic field.

(i) The energy of the mr = 0 sublevels varies very slowly when the applied

(ii)

magnetic field is small. It is the transition between these levels, sometimes
called the clock transition, that is exploited in atomic clocks. The change
Avg in the frequency of the transition between the two mr = () sublevels
varies quadratically with B according to

Avz = KoB? | (6.6)

where the factor Ky is a function of atomic constants alone, and By de-
notes the value of the magnetic field when it is small. The value of By is
typically 10~7 T in the hydrogen maser and 6 x 107° T in the caesium
beam clock. The corresponding values of Avz are then 2.77 x 1072 Hz
and 1.5388 Hz, respectively.

For small values of the applied magnetic field, the energies of levels with
mp # ( vary either linearly, or almost linearly. Hence, with the values of
By just quoted, the frequency of the trqﬁ‘smon, BT

SRR TR
F=1, mp=0 <+ F—Ll“mp—:lzl
is 1.399 kHz for hydrogen, whilst the shift for the transition

F=3', mp=1 <— F=4, mp'=1

is 42.050 kHz for caesium. It is therefore possible, by measuring the
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frequency of certain transitions between hyperfine sublevels, to establish
the value of the applied magnetic field. The frequency shift for the clock
transition can then be deduced using (6.6).

(iii) For large values of the applied magnetic field, energy levels separate inio
two groups. The physical reason is that the magnetic energy acquired by
the electron dominates over its interaction energy with the nucleus. The
magnetic behaviour of the atom thus begins to resemble that of the outer
electron. The energy of the latter is an increasing function of By when the
electron spin ts oriented antiparallel to the direction of the magnetic field,
and a dgcreasing function of By when the electron spin lies parallel to the
vector By. The mp = 0 sublevels therefore belong to different groups,
Atoms can therefore be assigned to one or other of the levels between
which the clock transition is produced. This feature lies at the origin of
the magnetic state selection method (see Section 6.2.2).

Excited states also possess a hyperfine structure if I # 0. Figure 6.1 shows
the hyperfine structure levels of the 2Py ;2 and 2p, /2 states of the caesium atom,
and also the number of sublevels corresponding to the possible values of mp,
Hyperfine energy differences are smaller than in the ground state.

An electric field applied to an atom shifts its energy levels. This is the Stark
effect. However, the effect is quadratic for the energy levels considered here,
In practice, the associated frequency shifts are very small. The very low sen-
sitivity to the electric field provides a way of confining ions, such as mercury
ions, in order to obsetve their clock transition in optimal conditions.

Let us just mention that the quantum number { is zero for most isotopes with
even atomic mass. Consequently, they do not exhibit hyperfine structure.

6.1.3 Selection rules

Interaction cannot occur between an atom and electromagnetic radiation unless
the laws of energy and angular momentum conservation are obeyed.

If £y and E, are the energies of two atomic levels (Fp > Ej), a necessary
condition for interaction is that the frequency vo of the electromagnetic wave
should satisfy Boht’s con(ihtlon * ]

. K v
. 4 'u'ﬂﬁi * L

Ez — E1 = g , (6.7)

which expresses energy conservation.
Energy exchange can occur via three different processes.

e Absorption. An incident photon of energy hvy is absorbed by an atom in
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the state of energy Ej. The atom moves into the state of energy £ and the

photon disappears.

Spontaneous emission. An atom previously raised to the E; energy level

spontaneously decays, at a random instant of time and without external

cause. Its energy falls to £1 and a photon of energy Avy is created, called the
fluorescence photon.

o Stimulated or induced emission. This type of interaction, predicted by Ein-
stein, is the basis for laser and maser effects. An excited atom of energy E»
in the presence of a photon of energy /1vp falls to the Ey energy level under
the influence of the incident electromagnetic radiation. A photon is thereby
created, but without the incident photon disappearing in the process. A key
feature of stimulated emission is that the electromagnetic wave associated
with the emitted photon is in phase with the incident wave, so that the latter
is amplified.

In order for a transition to take place between two atomic levels, the condi-
tion (6.7) is necessary but not sufficient. Selection rules must also be satisfied.
These result from properties of the atomic angular momenta. Conservation of
angular momentum in the interaction with the radiation requires the latter to
have a certain polarisation.

Let us consider transitions between hyperfine sublevels of a given state, e.g.,
the ground state. They include the clock transition and the transitions used to
measure the applied magnetic field Bg. Two types of transition are allowed:

o those with AF = X1 and Amp = 0, which require an ultrahigh frequency
magnetic field parallel to the static magnetic field;

o those with AF =0 and Amrp =+l or AF = £1 and Amg = 1, which
require a low frequency (AF = 0) or ultrahigh frequency (AF = =1)
magnetic field perpendicular to the static magnetic field.

Transitions can also occur between sublevels of hyperfine structure belong-
ing to different states such as 2§ /25 ’py /2 and 2Py 2. These arise in optical
pumping of caesium and rubidium atoms, gnd of mercury ibns, as well as in
the optical detection of their clock transitiohi Tfa:gisi’giogf};is; bgtw fen fine struc-
ture levels *Py/, and %P3/, are forbidden. The *ctily: possible transitions are
those between levels of the state #S1 /2 and levels of the state 2P, /2 on the one
hand, and between levels of the state 28 2 and levels of the state 2p, /2 on
the other. Allowed transitions are those for which either F'— F' = £1 and
mp—mpr =0, oreither F— F' =0or =1 and mp — mp = 1. To simplify,
we shall not specify the corresponding polarisation of the radiation.
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The selection rules allow us to choose between the various possible transi-
tions.

6.1.4 Resonance width

In practice, time and frequency standards are designed in such a way that the
resonance is not Doppler broadened (see Section 6.2.3). Its width Ay is then
related to the observation time Az by the Heisenberg energy—time uncertainty
relation
Avg ~ ! 6

vy E . ( .8)
The probability of spontancous emission per unit time varies as the cube of the
transition frequency between the relevant level and the ground state. In prac-
tice, it turns out that the lifetime 7 of the fine structure levels is very small, of
the order of a few nanoseconds: 33 ns for the Cs atom and 2 ns for the Hg™
ion, for example. The natural width 1/27 7 of the resonance under considera-
tion, that is, the one resulting from spontaneous emission alone, is thus close
to 5 MHz for Cs and 100 MHz for Hg™.

In contrast, the hyperfine sublevels of the ground state with ¥ = 1 + 1/2
have a much longer lifetime, of the order of a few years. This is due to the
small frequencies of hyperfine transitions in the ground state, compared with
optical transition frequencies. The lowest energy sublevels, with F = I — 1/2,
have almost infinite lifetimes. Practically speaking, spontaneous emission does
not therefore affect the widths of hyperfine resonances in the ground state.

In atomic frequency standards, typical observation times range between
1 ms in the rubidinm clock and certain caesium clocks and a few seconds in
the Hg™ clock. The widths of atomic resonances then lie between about 10°
and 10~! Hz.

It follows that, for typical values of the applied magnetic field, the various
possible transitions are well separated from one another. To a first approxima-
tion, everything therefore happens as thoughy amongst all the hyperfine struc-
ture levels, only two of the,n;i actually mteract W1th the ultrahigh frequency
magnetic field. The evolution of the; 2o’ ptoperﬂes can then be treated
within the simplified context of a two-level system.

The quality factor Qa = vo/ Avg of the atornic resonance is very high. It lies
between 107 and 102, The very high level of this parameter is a decisive factor
when considering stabilities of atomic frequency standards. To some extent, it
contributes to their accuracy.
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6.2 Operations involved in an atomic clock

Similar operations take place in all types of atomic clock. Atoms are observed
in extremely dilute conditions. A population difference is achieved between
hyperﬁnc levels. The clock transition is brought about in conditions where
very high resolution spectroscopy is possible. The transition is detected. A
weak magnetic field, protected from outside perturbation, is set up in the zone
whete the atoms interact with the electromagnetic radiation. Electronic means
are nsed to provide users with practically applicable signals.

6.2.1 Observation in very dilute media

It is clear that the atoms must be as little perturbed as possible by neighbouring
atoms. This is why, in atomic clocks, atoms are always diluted, in order to
minimise the rate at which interatomic collisions occur. Atoms are observed
in an atom beam, a diffuse cloud or a very low pressure cell. In an atom beam
(e.g., caesium clock), the probability of collision is lower than in a cell for the
same density of atoms. Clouds can be in ballistic motion, as in a fountain of
cooled caesium atoms, or confined, as in the mercury ion clock. Cells may be
materially constituted (e.g., hydrogen maser, rubidium clock), or produced by
means of an electric field (e.g., mercury ion clock). Except in the rubidiwum
clock, where the cell is sealed, efficient pumping of residual gases is essential
to maintain a high vacuum.

6.2.2 Preparation and detection of atomic states

Good conditions for observing transitions between ground state hyperfine ley-
els require preparation of the atomic system.

Consider two sublevels of the hyperfine structure, with energies £, and Ep
(£ > Ey). Let n; be the population of level E; at time ¢, i.e., the number of
atoms with energy E1 at that time, and likewise, #7 the population of level E;
at the same time. Under the effect of the electromagnetic radiation, and during
a time lapse d¢, absorption causes atoms to transit from level E] to level E-,

so that the population of the latter increases by dns. Then
i

dnz = p 12”1?&1{ L] ‘_!_‘__.? F‘;‘;_::Z- o '3 (6.9)

! A . B P
where p)2 is the probability of absorption per ‘Uﬁit*ﬂlm%. Likewise, induced
emission causes atoms to transit from level E; to level Eq, and the population
of level E; thus changes by

dry = ~poing df | (6.10)

where ps is the probability of induced emission per unit time.
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Einstein showed that pjp = p2;. The total change in the population of en-
ergy level E; is therefore

drny = pra(n) —ny)df . (6.11)

Up to a sign, this is also the change in population of level £1, since population
exchange is limited to these two levels alone,

Equation (6.11) shows that the population of a level changes more in the
case where the population difference n1 — n2 is great to begin with. Changes
in atomic properties will therefore be correspondingly easier to observe, in the
sense that the signal-to-noise ratio will be larger, when the population differ-
ence between the two levels is increased.

At thermodynamic equilibrium, the ratio of the populations in two non-
degenerate levels, such as those considered here in non-zere external magnetic
field, is given by Boltzmanrn’s law. Hence,

i Ey — Eq

;E = eXp —kT , (6.12)
where & is Boltzimann’s constant and T the temperature. If we assume that the
transition frequency between the two levels is 10 GHz and the temperature
300 K, then

M 16x1073 .

)

The relative value of the population difference for the two levels between
which a clock transition takes place is thus very small at thermodynamic equi-
librium.

In order to ensure that the hyperfine transition is detected in satisfactory
conditions, this equilibrium must be broken using methods which create as
large a population difference as possible, namely, magnetic deflection 16.6], or
optical pumping [6.7]. It is here that we must pay for the advantages of using
the very low hyperfine transition frequencies.

{a) Magnetic deflegtion
The potential energy of hydfagen: atoms*;;ffin the tate F = 0, mp = 0 and
. T

caesium atoms in the state F =3, = 0, antiong others, decreases as the
applied magnetic field is raised, as can be seen from Figures 6.2 and 6.3, They
are therefore attracted by regions of intense magnetic field, since every physi-
cal system tends to minimise its potential energy. In contrast, hydrogen atoms
in the state F = 1, mp = 0 and caesium atoms in the state ¥ = 4, mpg = 0,

among others, are repelied by regions of intense magnetic field. It can be shown
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Fig. 6.4. Optical preparation and detection of states. (a) Pumping transition, (b) cycling
transition.

that the force IF acting on the atom is

dE(F,
F(F, mp) = ﬁ—(aﬁﬂ VB, (6.13)

where E(F, mg) 18 given by (6.4) and V B is the gradient of the applied mag-
netic field strength. The absolute value of —dE(F, mp)/0B is maximal in
intense fields, where it is equal to the Bohr magneton. In practice, a ficld of
around 1 tesla is used, with gradient of the order of a few teslas per centimetre.

In a strong, non-uniform field, the two mr = 0 states are therefore subjected
to opposing forces. In an atomic beam, atoms in one of these states can be
guided towards a region where they are used to operate a clock, whilst atoms
in the other state are evacuated towards a region where they play no useful role.

{b) Optical pumping

Optical preparation of the atomic state is used in optically pumped caesium
clocks, rubidium clocks and mercury ion clocks.

Consider the simplified energy diagram in Figure 6.4a. For example, energy
levels o and B are hyperfine structure levels ' = 3 and F = 4 of the caesium
ator in the ground state, and level y is the hyperfine structure level ¥/ = 3 of
the state 2Ps /2

At thermodynamic equilibrium, levels & 4hd B are more or less equally pop-
ulated, whereas y is practically empty, since for; rhe OPtLﬂ}ﬂl tlangition & <> Y,
we have

E, o Py
— 1 &1,
T P and hence o &

by (6.12). Radiation tuned to this transition can thus be absorbed, causing the
atom to move from level e to level y. Then, by spontaneous emission, the
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atom falls very quickly back down to the ground state, either to level o or to
level 8. The probabilities of ending up in the latter two states are virtually
the same. After several absorption and spontaneous emission cycles, atoms are
thus transferred from level o to level 8. A population difference is thereby
created between the two levels of the ground state, all the more efficiently ag
the number of photons exciting the transition @ — ¥ is large. A laser tuned
to the optical transition frequency is thus the most appropriate light source for
implementing optical methods.

A transition like F' =3 -» F’ = 3inthe caesium atom is called a pumping
transition because the selection rules (Section 6.1.3) allow the atom to return
to a hyperfine 9evel that differs from the starting level, thereby producing a
population difference between these levels.

(c) Optical detection

Optical methods can also be used to provide a measure of the population in a
given level. There are several possibilities.

(i) When the level & in Figure 6.4a is depopulated, the incident light cannot
be absorbed and the atomic medinm becomes transparent. It can be made
opaque again if atoms in level 8 are forced to come back to level o under
the effect of radiation at a suitable ultrahigh frequency. This possibility is
implemented in the rubidium clock.

(i1) Referring once again to Figure 6.44, if level ¢ is depopulated, the incident
light no longer transfers atoms towards level . Spontaneous emission
therefore ceases and there is no fluorescent light. If the transition § — «
is imposed by a suitable ultrahigh frequency, fluorescence will reappear.
With sufficiently intense incident light, the mean number of fluorescence
photons emitted each time an atom returns to level o lies between one and
a few units, It depends on the values of # and F’ associated with levels
o and y. This detection process is used in the optically pumped caesium
clock and the mercury ion clock.

(iii) Let us suppose that the incident light is tuned to the transition between
level F = 3 of the state 2Sy/, and levél F/ = 2 of the state *Ps3/> in the
caesium atom. Then spontaneous .'gjr‘ni.sjsioﬁ can only take the atom back
down to the starting level ¥« 3 betause )t'he transition F/ =2 — F =
4 is forbidden (Section 6.1.3). We thus have a closed two-level system,
as shown in Figure 6.4b, and a cycling fransition is produced. Since the
lifetime of the excited state is extremely short, the atom is very soon avail-
able to take part in the next cycle. The number of fluorescence photons
is proportional to the intensity of the incident light and the duration of
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interaction. When this detection method is used in a caesium clock, the
detection yield amounts to several dozen fluorescence photons per atom,

6.2.3 Eliminating the Doppler effect

We begin by showing that, when appropriate steps are not taken, the Doppler
effect is an obstacle to very high resolution spectroscopy.

When a source of radiation and a device capable of detecting that radiation
are in relative motion, with a non-zero component of velocity along the straight
Jine joining them, the frequency of the signal appears to change. This so-called
Doppler effect is commonly observed in the propagation of sound waves.

In the case of a progressive electromagnetic wave, a simplified expression
for the Doppler frequency shift implied by (3.6) is

v—v{]:ng cosf , (6.14)
.

where v and vy represent the frequency of radiation emitted by the atom in
motion at speed v and at rest, respectively, and € is the angle between the di-
rection of motion of the atom and the direction of propagation of the radiation.
The expression for the frequency shift is the same whether the atom emits or
absorbs. We are assuming that v/¢ < 1, which amounts to considering the
Doppler effect as limited to first order in v/c.

If the atom is in a collimated beam, the shift in the transition frequency is
given directly by (6.14). Let us consider an atomic hydrogen beam, produced
by a source at 300 K. If the angle between the beam and radiation directions
differs from orthogonality by 1°, the hyperfine transition frequency is shifted
by about 200 Hz, a fractional change of 1.4x 1077, Such a shift is unacceptable
for the applications considered here,

In a cell, thermal excitations cause the velocity vectors of the atoms to point
in random directions, although isotropically on average. The resonance is not
then shifted by the Doppler effect, but broadened. The shape of the resonance
curve 18 determined by the Maxwell distribution of atomic or molecular ve-
locities. At typical temperatures, the Doppler width of the resonance is of the
order of 1075 times the value of the resonapce frequency. The exact value de-
pends on the mass of the atom and the temferature of theé gas. In other words,
the quality factor of the resonance cannot be gl‘éétfi’jr;nth}g}; 10 in the presence
of such a Doppler effect. This value is too low to allow accurate enough mea-
surement of the position of the resonance maximum.

In the atomic frequency standards to be described in the present book, lim-
itations arising from the Doppler effect are overcome by restricting the spatial
extent of the region in which atoms and radiation interact.
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(a) Caesium clocks

The first order Doppler effect results from the change in phase of a progres-
sive wave as a function of position. Now in the antinodal zone of the magnetic
field (or electric field) of a pure stationary electromagnetic wave, the phase no
longer depends on the position, Everything then happens as though the atomg
located in this zone were subject to an on-the-spot oscillation and the first or-
der Doppler effect does not occur. Such a configuration is used in the caesium
clock. Each interaction between the atoms and the ultrahigh frequency mag-
netic field takes place in some antinodal zone of this field, which belongs 1o a
stationary wave.maintained in a resonant cavity.

(b) Other atomic clocks

Solutions adopted in other types of clock, where atomic motions are disor-
dered, spring from a proposal made by Dicke [6.8]. In order to bring out the
condifion that must be fulfilled, consider an atom which, if it were at rest,
would emit radiation of frequency vp and wavelength A. To simplify, we make
the following assumptions:

(i) the atom moves backwards and forwards between two walls a distance d
apart, and in a direction perpendicular to those walls;

(ii) the absolute value of the atomic velocity is the same in both directions;

(iii) atomic properties are not affected when atoms are forced to turn back at
the walls.

An observer located on the axis of motion receives radiation whose frequency
is alternately equal to vo(1 + v/c) and vp(1 — v/c), through Doppler shift-
ing. The emission spectrum received therefore includes one component at fre-
quency vg and lateral lines at frequencies vo(l 4= nv/c), where n is an integer.
If more generally a set of atoms follows similar motions to the one described
above, but at different speeds, the spectral components of the radiation received
add together when at the frequency vy and stand next to one another when they
belong to lateral lines. It can be shown that if Dicke’s condition

A

ZH
is satisfied, the emission spectrum comprises a line at frequency vo that is
not Doppler broadened, standing above a pedestal formed by the set of lat-
eral lines, The width of the pedestal is of the:same order of magnitude as the
usual Doppler width, However, it has small amplitude, so that only the central
line is visible in practice. It is thus possible to observe the atomic emission

d < (6.15)
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cleared of the Doppler effect, Similar arguments apply when atoms absorb in-
cident radiation. Condition (6.135) for the suppression of Doppler broadening
is equally valid for progressive waves and standing waves. The result can also
pe generalised to confinement in three dimensions.

Several methods can implement this spectroscopy without Doppler broad-

ening.

e Buffer gas. Atoms whose hyperfine transition is to be observed are diluted
in an inert gas, called a buffer gas. When (6.15) holds, and d is the mean
free path between two collisions with the buffer gas, Doppler broadening is
eliminated. This method is"ysed in the rubidium clock.

o Atom confinement. In the hydrogen maser, atoms are confined in a cell by
bouncing off its walls. In the mercury ion clock, an electric field maintains
them within a bounded region of space. In both cases, condition (6.15) is
designed into the system.

Equation (6.14) is a simplified expression for the Doppler frequency shift,
to first order in v/c. In atomic frequency standards, the second order term is
significant. It arises from relativistic time dilation for atoms moving relative
to the measuring apparatus (Section 3.2.3). There is no way of suppressing
or compensating for this effect, apart from selecting slow-moving atoms or
implementing an efficient way of slowing them down (Section 6.4.3). The cor-
responding frequency shift Awg is given by

1 svy\2 Ein
Avp = —= (__) , Avp = — , 6.16
VD 5 z) v, or A 720 (6.16)

where Eyiq 18 the kinetic energy of the atom of mass M. For a caesium atom
emanating from an oven at a temperature of around 100°C, v =~ 200 ms™!,
This means that Avp/vg & —2 x 10713, Although very small, it cannot be
neglected.

6.2.4 Interaction between atoms and electromagnetic field

Interaction between the atoms and the ultrahjgh frequency wave usually occurs
in a resonant electromagnetic cavity, in the fpresence of ?l Wepk,:umfmm stafic
magnetic field. LRI

The oscillating and static magnetic fields are parallel over the volume oc-
cupied by the atoms to allow selective observation of the clock transition, for
which AF = %1, Amp = 0 (Section 6.1.3). '

Since the value of the static magnetic field is much smaller than the Earth’s
magnetic field, the interaction zone must be enclosed within a magnetic screen.
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This plays the double role of significantly attenuating variations in the sur-
rounding magnetic field.

Indeed, (6.6) shows that a small variation & Bg in the magnetic field applied
to the atoms causes a change in the resonance frequency equal to 2K Byé By,
As an example, in a caesium clock, the relative change in the transition fre-
quency is close to 3 x 1071% when &Bg/ By ~ 1074,

Differential attenuation factors between 10 and 10° are commonly achieved
in the hydrogen maser and caesium clock, for example. To reach such an effj-
ciency, the magnetic shield is made from several nested shells of material with
very high magnetic permeability. A magnetic field is produced by an electric
current circulatirfg in coils placed inside the shield, the aim being to obtain
field as homogeneous and stable as possible.

6.2.5 Associated electronic systems

There are two types of atomic clock: passive clocks and active clocks.

Passive clocks include the caesium clock, the rubidium clock and the mer-
cury ion clock. The transition is excited by means of an electromagnetic signal
and the closer the excitation frequency lies to the resonance frequency, the big-
ger ig the response. The probe frequency must therefore be generated. This is
achieved with the help of a quartz oscillator and frequency synthesis methods.
Using feedback loops, the resonance signal is used to servo control the quartz
oscillator frequency on the atomic transition frequency.

The hydrogen maser can be used as a passive or an active clock. In the latter
case, operating conditions are arranged so that it can generate an oscillation
at the hyperfine transition frequency. The electronic system is then designed
like a superheterodyne receiver, to detect the signal emitted by the maser. In
addition, it servo controls the phase, and hence also the frequency, of a quattz
oscillator on the maser oscillation frequency, via circuits which also make use
of frequency synthesis.

In both cases, the atomic transition frequency is transposed to a value of

say 10 MHz, which can be explmted directly by the user. Frequency dividers
can provide pulses, for example, each segond, which serve to mark the time
scale produced by the clock. Electronjc d%w(:es process signals in the ultra-
high and radio frequency range. There is steady technological progress in this
domain. Reliable, high-performance electronic systems are commonly realised

+ Blectronic circuits known as frequency mixers, multipliers and dividers are used to apply all
four arithmetical operations to the quantity frequency. Signals can thus be produced with fre-
quency ratios equal to any rational fraction.
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for the purpose of precisely determining and exploiting the atomic resonance
frequency.

Other electronic circuits can carry out many and varied operations, such as
generating the extremely stable electric current needed to generate the static
magnetic field within the coils.

6.3 Realising an approximation to the isolated atom at rest

The ideal atomic frequency standard would be one in which the reference fre-
quency were defined by a transition between two levels well separated from
neighbouring levels, in a single, isolated atom or ion at rest.

Such an ideal situation can only be approximated in practice, mainly because
of technical constraints. Any deviation from the ideal causes the transition fre-
quency to shift away from its unpertutbed value. The shifi may have several
components [6.4, 6.9], due to the second order Zeeman effect or the second
order Doppler effect, for example. However, these frequency shifts are very
small when expressed as relative values and the uncertainty in their evalua-
tion is such that the inaccuracy in certain laboratory caesium clocks was of the
order of 107" in 2000.

We shall now summarise the physical origins of some residual frequency
shifts, indicating briefly steps that might be taken to reduce them. A detailed
discussion of these shifts and a description of work carried out to date to bring
us closer to the ideal situation will then be given for each type of frequency
standard.

(i) The two hyperfine structure levels are degenerate in zero field, and it
might be thought that the transition frequency could be made insensitive
to the value of By simply by fulfilling this condition. However, in the case
of caesium, for example, By would have to be smaller than 5 x 1o~
over the whole region in which the hyperfine structure transition was be-
ing observed in order to ensure that all possible transitions between sub-
levels of the states 7 + 1/2 and I — 1/2 did not differ by more than 1 Hz.
The intensities of these transitions wdiild 4lgo ha i i to,-s;exlij?ibit symmetry
properties about the central transition (4,'0J & (3, 0), otherwise the
observable resonance would be distorted and a practically unacceptable
etror would result when measuring the resonance frequency. In a device
of reasonable size and cost, it is not yet known how' to achieve a suf-
ficiently homogeneous magnetic field, sufficiently insensitive to outside
perturbation, for such a small value of By. It is therefore preferable to
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(i1)

(iii)

(iv)

(v)

(v)

Atomic frequency standards

submit atoms to a magnetic field that clearly separates the various possi-
ble transitions.

In fact the value of By results from a compromise between two op-
posing requirements. It must be big enough to ensure that the wings of
neighbouring transitions cannot distort the reference resonance to an un-
acceptable degree. But it must be as small as possible fo limit the sensi-
tivity of the clock transition frequency to fluctuations 6 Bg in By.

It is easier to reduce the practically chosen value of By if neighbouring
resonances are very narrow and symmetrically placed about the reference
resonance.

Atoms are subjected to blackbody radiation. This results from thermal
motions of charge carriers in the materials surrounding the atoms under
observation. The corresponding frequency shift, close to —2 x 10714 g
room temperature, has become significant because of current progress
in atomic frequency standards. The only way to overcome this problem
would be to cool part or all of the equipment. The technical constraints
involved would be virtually insurmountable, at least for caesium beam
standards.

Atoms are in motion. Despite precautions taken to suppress the first order
Doppler effect, it cannot be totally eliminated. Moreover, the second or-
der Doppler effect is unavoidable. Speeds of atoms or ions must therefore
be reduced. Current and future progress in atomic frequency standards
thus hinges upon finding efficient ways of slowing down the atoms and
ions.

Collisions between alkali atoms, or between these and a buffer gas or the
walls of a cell, shift energy levels of the hyperfine structure. A favourable
configuration is provided by an atom beam or a low density ion or atom
cloud. The ideal situation invoked at the end of this chapter is one in
which a single ion can be observed.

State selection by optical pumping causes a shift in the hyperfine struc-
ture levels called the light shift. This shift is significant in the rubidium
clock. The problem can be overcome by spatially or temporally separat-
ing the optical and uliil"a'hig;hznfrequ:@m(:}g interactions, as in the optically
pumped caesium clock, the caesjurii fountdin and the mercury ion clock.
Atoms couple with the ultrahigh frequency field, generally in a resonant
cavity. The apparent frequency of the atomic transition depends slightly
on the cavity tuning frequency (cavity pulling). The corresponding fre-
quency offset is intrinsically smaller in a passive clock than in an ac-
tive clock (unless the oscillation condition is approached as in a passive



6.4 Caesium beam clocks 129

hydrogen maser). In addition, it grows smaller as the atomic resonance
narrows.

(vii) In passive clocks, determination of the atomic resonance frequency is
sensitive to the spectral symmetry of the frequency modulated excitation
signal. Great care is required to ensure this symmetry. Furthermore, in
caesium and rubidium clocks, certain frequency shifts depend on the am-
plitude of the oscillatory field, whose value must therefore be stabilised.

6.4 Caesium beam clocks

The first operational caesium beam atomic frequency standard was built in
1955 by Essen and Parry at the National Physical Laboratory in the United
Kingdom [6.10]. Since then, the study and construction of caesium clocks have
been undertaken with varying degrees of success in many countries, including
Canada, China, France, Italy, Japan, Korea, Poland, East and West Germany,
Switzerland, the USSR and the USA.

The aim for laboratory devices is to make the best possible physical real-
isation of the definition of the second. These devices are primary fime and
frequency standards. For example, the primary standards of the Physikalisch-
Technische Bundesanstalt (PTB) in Braunschweig in Germany have been pro-
ducing the second with an inaccuracy of around 10~!* for many years now
[6.11, 6.12, 6.13, 6.14]. Moreover, caesium clocks are manufactured commer-
cially and several thousand such instruments are now in operation.

Until 1990, all caesium clocks were built in much the same way as Essen
and Parry’s original instrument, using in particular magnetic deflection of the
atoms. Technological refinements led to very reliable, high performance de-
vices. During this period, the most important innovations were introduced by
the PTB.

The development of semiconducting lasers made it possible to apply optical
pumping methods to the caesium beam clock, replacing magnetic state selec-
tion by optical preparation and detection. The first demonstration was carried
out at the Institut d’électronique fondamentale in Orsay, France [6.15]. The op-
tically pumped caesium beam clock was sppsequently studied in several lab-
oratories, including the then National Buriu otffi;St@ncf‘"‘dﬁ-‘,' n %v renamed as
the National Institute of Standards and Techndldgy (NIST) in Boulder, Col-
orado, and also at the Laboratoire de 1’horloge atomique in Orsay, France
[6.16, 6.17]. In 2000, two optically pumped caesium beam laboratory fre-
quency standards reached the quality of primary standards: They are located
at the Laboratoire primaire du temps et des fréquences (LPTF) in Paris and
NIST [6.18, 6.,19],
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Fig. 6.5. Schematic of a magnetic deflecction caesium beam tube. The mass spectrom-
eter, electron multiplicr and certain other components are not shown. The deflection
angle has been greatly exaggerated.

Over the last ten years or so, laser cooling methods have been studied and
developed worldwide in a number of laboratoties, including the Ecole normale
supérieure (ENS) in Paris [6.20]. Their first application to an experimental pri-
mary standard using a fountain of slow caesium atoms, at the LPTE produced
better results than had previously been obtained, with inaccuracy as low as
10~15 [6.21, 6.22, 6.23]. It is clear that in the future the best caesium clocks
will use laser-coocled atoms.

1t is not possible to describe here all variants of the caesivm beam frequency
standard, nor all the ideas being investigated for its further development. We
shall discuss the operating principles and the main features with reference to
the commonest model, that is, the commercialised magnetic deflection device.
We shall indicate the specific characteristics and performance of laboratory
instruments, whose chief objective is to produce a physical realisation of the
second that is as accurate as possible. We shall describe optically pumped cae-
sium beam clocks and compare them with magnetic deflection devices. Finally,
we shall describe the way atoms can be cooled by laser irradiation, noting that
the advantages of using cooled atoms produce quite spectacular performances
in atomic frequency standards.

6.4.1 Magnetically deflected caesium beam clock
(a) The caesium beam tube

Figure 6.5 shows schematically the structure of a caesium beam tube with mag-
netic deflection of atomn trajectories. To simplify, we have chosen the common-
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est and most basic version, typifying commercialised products presently used
for ground and space applications. In laboratory primary standards, magnetic
deflection is implemented in a slightly more sophisticated manner.

An oven containing several grams of Cs 133, the only stable isotope of this
element, is heated to about 100 °C, A system of channels forms a guided beam
of caesium atoms in which the sixteen hyperfine sublevels are equally popu-
{ated. The beam crosses a first magnet producing a strong, non-uniform mag-
netic field. The atoms are subjected to a force perpendicular to the plane of the
figure when they pass through this field (see Section 6.2.2). A fraction of the
atoms are deflected towards the device axis. This fraction includes one of the
mp = O states, generally the State F = 3, mp = 0. The deflection angle is
of the order of 1°. The trajectory of the remaining atoms, including those in
the state ¥ = 4, mp = 0, is tilted relative to the axis. It has not been shown
in Figure 6.5. The corresponding atoms eventually strike walls which absorb
caesium.

The beam proceeds to cross the microwave interaction zone, which includes
a two-branch resonant cavity. Atoms are successively subjected to two ultra-
high frequency magnetic fields, oscillating at 9,192 . . . GHz, separated by a re-
gion without variable field. This configuration was devised by Ramsey [6.24].
The distance L between the two oscillatory fields can be freely chosen, and this
determines the effective interaction time Af in (6.8). L is of the order of one
metre in laboratory primary standards, whereas it lies closer to 15 cm in com-
mercialised versions. The whole interaction zone is magnetically shielded in
order to protect it from the ambient magnetic field and its variations. A homo-
gencous and stable magnetic field is set up there, close to one tenth the strength
of the terrestrial magnetic field. (This magnetic field is sometimes called the C-
field, whilst the first and second state selecting fields are referred to as magnet
A and magnet B, respectively.} Throughout the interaction zone, atoms change
hyperfine sublevel, transferring from sublevel £ = 3, mp = 0 to sublevel
F =4, mp = 0 when the frequency of the electromagnetic field injected into
the cavity is in resonance with the clock transition.

Figure 6.6 shows in a schematic way the structure of each region of the o0s-
cillatory field at the point where the atomic,beam crosses thé end of one branch
of the resonant cavity. The laiter is closed by a short c%?géuig, algd the ultrahigh
frequency magnetic field acting on the atomis is"the field 't one of the antinodal
regions of the standing wave maintained in the cavity. The first order Doppler
effect is thereby suppressed (Section 6.2.3), up to a small residual effect (Sec-
tion 6.4.1¢). In the region common to the atomic beam and the cavity arm, the
oscillatory magnetic field lies parallel to the static magnetic field, thus satisfy-
ing the selection rule for transitions AF = +1, Ampg = 0. Low-cross section
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Fig. 6.6. Structure of a region of the oscillatory field. Interaction with atotns takes place
in the shaded zone.

- wave guides are fixed at the ends of each branch, coaxially with the atomic
beam. They prevent the electromagnetic field from radiating out through the
openings made in the cavity walls and thereby creating a progressive wave
propagating parallel to the atomic beam.

The second state selection magnet, similar to the first, deflects the atoms that
have made the hyperfine transiti,on towards a sukface ionisation detector. This
consists of a metal wire with work fuhctlon reptet than the ionisation energy
of caesium. When the wire is heated to abott 1000 C, incident caesium atoms
are evaporated in the form of caesium ions Cs™. In laboratory caesium clocks,
the ionic current is of the order of 1 to 10 pA and can be measured directly
by an electrometer. In commercial products, the current is ten times smaller in
magnitude. The ion flux is then filtered through a mass spectrometer in order to
eliminate unwanted ions emitted by the hot wire. The Cs™ then reach a dynode
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Fig. 6.7. Shape of the resonance curve for a caesium beam tube.

where they cause secondary electrons to be emitted. The flux of these electrons
is amplifed by an electron multiplier.

The electric current thus obtained constitutes the output signal of the cae-
sium beam tube. It is proportional to the probability that atoms have undergone
the transition F =3, mp =0— F =4, mp = 0.

(b) Frequency response of a caesium beam fube

The caesium beam tube behaves like a resonator in which the output current
depends on the frequency of the applied signal. The general shape of the reso-
nance curve is shown in Figure 6.7. We observe that it has a narrow central part,
called the Ramsey fringe, situated in the cegntre of a wider sl':ructure known as
the Rabi pedestal. (We are considering hereTWhat is curr ntly th@ most common
situation, where the two oscillatory fields are ifi phdse A Ramsey cavity can
also be made in which the two oscillatory fields are completely out of phase.
In this case, the central fringe is inverted and has a minimum at the resonance,
The general appearance of the Rabi pedestal is unchanged.)

The central fringe is the useful part of the resonance curve for servo con-
trolling a quartz. oscillator on the atomic transition frequency. Its width is
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determined by the time of flight of the atoms between the two oscillatory fields,
It is of the order of 500 Hz in commercially manufactured caesium beam tubes,
It can be as small as 1 Hz in laboratory instruments using very slow caesium
atoms, cooled by laser (Section 6.4.3b). The width at half maximum of the
Rabi pedestal depends on the time taken to cross each oscillatory field. It is
close to 20 or 25 kHz in the version described above where the atoms effuse
from an oven.

Let us begin by giving the simplified algebraic expression for the narrow
part of the resonance curve. We shall then justify this simplified expression
theoretically and establish the full formula which takes into account both the
central part and th wings of the resonance curve, The derivation calls for basic
knowledge of quantum mechanics and can be skipped in a first reading.

Formula for the central part of the resonance curve. As we shall show
below, the expression for the probability P(7) that the clock transition occurs
can be simplified if we are only concerned with the immediate vicinity of the
resonance frequency. This probability is then given by

1
P() = sin® bt [1 + cos(w — we)T] (6.17)

where 7 is the time taken by the atom to pass through each oscillatory field
and T is the time of flight between these fields. Quantities w and wq represent
the angular frequencies of the oscillatory field and the atomic transition, re-
spectively. The probability P(z) depends on the amplitude of the oscillatory
field through the parameter b. The latter is related to the ultrahigh frequency
magnetic field B’ by

g B’

b= ,
h

(6.18)

where pg is the Bohr magneton. The quantity b, often called the Rabi fre-
quency, is an angular frequency. It characterises the rate at which the oscilla-
fory field causes the quantum state of the atom to evolve.

Equation (6.17) shows that, the probability of the hyperfine transition occur-
ring in the caesium beam tube'has d maxnm&m Wh@n @ = @y and that the width
at half maximum of the resonance curve is, for a monokinetic beam,

1
Avy = 6.19
0= 57 (6.19)
in agreement with the uncertainty relation (6.8). Moreover, the term sin? bt

shows that this probability is optimised when the amplitude of the oscillatory
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field satisfies bt = m /2, still assuming that all atoms in the beam have the

same velocity.
The simplified expression (6.17) is valid provided that the inequality

lw — wp| < & (6.20)

is satisfied. This can also be written
v — vl L bt

, 6.21
Avg [ @ ( )

where [ and L denote the lengths of each of the oscillatory fields and their
geparation, respectively. SinCe, in practice we generally have bt ~ x/2 and
1./l > 10, the approximation is adequate to describe the central fringe of
the resonance curve. Furthermaore, it is useful for a simplified analysis of the
properties of the caesium beam resonator.

In reality, the atomic velocities are distributed about a mean value. In the
caseofa magnetically deflected caesium beam tube, it differs from the velocity
distribution produced by the oven. This is because the angle of deflection in
the two state selection magnets depends sensitively on the velocity. Let f(7)
be the normed distribution of interaction times. The simplified expression for
the average probability that an atom undergoes transition is thus equal to

Q0
P = %f f(T) sin bt [1+ cos(w — wy)T'] dt . (6.22)
0

The velocity distribution introduces dispersion in the position of the various
maxima of the function cos(w — wp)T, except when @ = wg. The dispersion
is increased as we move away from the resonance frequency, and this reduces
the amplitude of the lateral lines. For |v — vy| several times greater than the
width of the central line, the response of the caesium beam tube exhibits a
monotonically vatying profile, symmetrical about vg. In order to interpret the
shape of the Rabi pedestal, we must consider the non-simplified expression for
P(7), to be established in the next section.

The current I ocutput from the tube is a linear function of P. It may also
contain a contribution I,, due to unwanted caesium atomns, for example. We
thus have, near the resonance,

I 00 e s e
I =1+ Eof f(r) sin® bt [1 + cosld —'wo)T'] dr, (6.23)
0

where Iy is a constant,

Calculating the response curve of a caesium beam tube, The interaction
between atoms and the electromagnetic field can only be rigorously treated
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within the framework of quantum mechanics [6.25]. We shall use the basic el-
ements of this theory to establish the main intermediate steps in the calculation,
The quantum state of the atom is characterised by the state vector [W}, in the
Dirac notation, belonging to the state space of the system. Let [¥) and |¥)
be state vectors forming an orthonormal basis for this space. They allow us to
represent the quantum state of the atom and its time development, Putting

W} = 1 |W¥) + 2| ¥} , (6.24)

where ¢y and ¢; are probability amplitudes for states |\, } and [\W2) to be oc-
cupied, respectively. Both depend on time, in general.

The basis vectérs |¥1) and |W;) are chosen to be eigenvectors of the unper-
turbed Hamiltonian operator. The energies associated with eigenvectors |y}
and |\W,) are E; and Es, respectively, with E; > Eq. These energy values are
the eigenvalues of the unperturbed Hamiltonian operator under consideration.
The matrix H representing this operator is therefore diagonalised in this ba-
sis, with matrix elements £ and Fo on the diagenal (and other entries zero),
Since the energy is only defined up to an additive constant, we add the quantity

—{E1 + E2)/2, so that
h —Q 0

where wg = (Ep — E1)}/# is the angular transition frequency.

It can be shown that, for the hyperfine transition under consideration, the
matrix H, representing the perturbation to the Hamiltonian operator is given
by

7] 0 2b cos wt
Hi = 2 ( 2b cos wt 0 ) ’ (6.26)

where the parameter b is defined by (6.18). It is assumed constant along atomic
trajectories, in each arm of the resonant cavity, and hence throughout the period
t of interaction with each of the two oscillatory fields.
The matrix H representing the total Hamiltonian is found 1mmed1ately by
adding together (6.25) and (6 26) The Schrod.}ngm equation

Ih—wxb ;mnn) (6.27)
then leads to
.dey wQ b : :
I— = —~——C] + = [exp(la)r) - exp(—lwt)] 1)
dt 2 ‘
(6.28)

@ = b[x (—iwt) + exp( t)] +woc
1dt_2ep 1w pliw C1l 22



6.4 Caesium beam clocks 137

The atomic state depends on the time of observation ¢ and the time 8 elapsed
since the perturbation was first applied. Hence, the total derivative with respect
to time is

d 3 J

TARETIT)
and we seek solutions of the following form, in which effects depending on the
two variables are separated:

1wt
ci(t, 8) = y1(6) exp £
iwt (6.29)
ca(t, ) = 12(8) ex —
This leads to
Ay o b
= —n-+z 5P
00 2 , (6.30)
b o
Yog T2 T
where
Qp=w—uwp. {6.31)

In {(6.30) we have dropped terms at angular frequency 2w, applying a stan-
dard approximation. Indeed, it can be shown that they introduce very rapidly
varying components with negligible amplitude into the solution. Equatious
(6.30) therefore form a linear system with constant coefficients. During transit
through each region we have to consider, the change in atomic state can thus
be expressed in matrix form,

yi(final} N, @y ( yi(initial)
( v (final) ) =M ('yz(initial) ) ! (6.32)

where & numbers the regions in the order they are crossed. The first and third
regions are the first and second oscillatory fields crossed by the atoms, respec-
tively. The second region is the intermediate space without gscillatory field.

We consider the relation between the vef,lqes of; ¢, agd }/g, for example, on
leaving the third region. If 1 is the time of entry; into thiWfirst régmn the atom
leaves the third region at time #o + 27 + 7. Let y2(z, T, ©) be the value of 1
obtained after successive transit through the three regions. It is straightforward
to show from (6.29) and (6.32) that \

iw(g+2t+T)
7 .

2o+ 2t 4+ 7,214+ T)=(z, T, ) exp— (6.33)
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The population of the energy level E; is the square of the modulus of ¢;. On
exiting the third region, it is therefore equal to [y (z, 7, 7)|%. Consequently,
we only need to know the values of . Likewise for yj.

Let us bring out the interference phenomenon that Jeads to the periodic de-
pendence of the response of a monokinetic caesium beam tube on w — wp. The
matrix M@ obtained by putting b = 0 into (6.30) is particularly simple. In
fact,

Q27T
exp — 9 (

@ _ 2
MY = . QT : (6.34)
exp

2
Regions 1 and 3 are identical and the corresponding matrices equal. For the
moment, we are interested in their general form. For k = 1, 3,

r® p®
M =( o o ) (6.35)
FZI F22

Let us suppose that the atom is in energy state £y when it enters the first oscil-
latory field. We then have y1(0) = 1 and y2(0) = 0. The quantum state of the
atom on leaving the third region is given by

(e, T 1) N _ a0 1
( valz, T, T) ) =MEMEME 0 ) (©39

In this case the modulus squared of ¥ (z, 7, 7) is equal to the probability that
the transition takes place. Since the time of flight T is proportional to 7, we
therefore set

P(r) = |, T, DI, (6.37)

which yields

P(r) = |IT5) exp - 192 + TS exp lggT ‘ : (6.38)
In the first term on the right hand side, I"‘(ll) and exp(—if2p7/2) determine
the variation in the probability amphtude for beeupation of energy level Ey in
regions 1 and 2, respectively! The fictor [ 1 repFesents the probability ampli-
tude for a transition from level E}10 levef E7 in region 3. The first term thus
describes the change in quantum properties of an atom starting in level £,
remaining at this level through regions 1 and 2, then making the transition to
level E, in region 3. Likewise, the second tertn represents the change in quan-
tum properties of an atom starting in level E1, making the transition from level
E; to level E, in region 1 and then remaining at this level in regions 2 and 3.



6.4 Caesium beam clocks 139

These comments show that there are two ways of moving from the initial
to the final state. The probability amplitude for occupying the final state is the
sum of the partial probability amplitudes associated with these two ‘paths’,
gince the phases of the two probability amplitudes vary differently as func-
tions of £2p, along the two ‘paths’, interference occurs between them. This is
represented by the cross term when we calculate the squared modulus of the
sum of the two partial amplitudes. The periodic variation of P(7) in Qg arises
here.

Let us now write down the elements of matrices MY and M@, When the
assumption (6.20) holds, we may set Q¢ = 0 in (6.30) to give

b b
» - cos % —18in ad
MY = MY = bt be (6.39)

~isin—  cos —
2 2

The entries of the above matrix show that the quantity &7, with units of an
angle, characterises the change in probability amplitude for occupation of the
levels in each of the oscillatory fields.

The simplified form for the probability that a transition should occur in a
monokinetic caesium beam tube follows from (6.37-6.39). The result is

1
P(r) = 5 sin? b7 (1 + cos 27T . (6.40)

Finally, for the general case of arbitrary €2 with respect to b, the system of
differential equations (6.30) solves to give

Qr S . Q1 ib | Q1
CO§ — — i— sin — ——sin —
M(l) M(3) 2 Q 2 €2 2
ib in Q1 Qt N o . Q1 !
_ —_ CoS — +1— sin —
o 2 2 o 2
(6.41)
where
Q= QX+ b2 (6.42)

The general expression for the probability ,P('c) is then [6 6]

g *

b? 29:( QT QOT ..ﬂg; Q! E’-'Qor)z
COS

P(t) = 455 sin E3 5 CO8 > 3 -’sstmT

(6.43)

For a given atomic velocity distribution, the shape of the resonance curve is
found by multiplying P () by the interaction time distribution function f(z)
and then integrating over all possible values of .
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beam tube detector [ |
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anrtz —a— Integrator |-
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Fig. 6.8. Block diagram for the electronic system servo controlling a quartz oscillator
on the frequency of an atomic resonance,

(c) Controlling the frequency of a quartz oscillator by means of
an atomic resonance

Since the caesium beam tube is a resonator, the caesium beam clock is a pas-
sive atomic frequency standard. The signal exciting the atomic resonance must
therefore be supplied. In addition, it should be noted that, because the reso-
nance curve has an extremum at the resonance frequency, it is difficult to point
precisely at that frequency. We must obtain a signal that is proportional to the
offset between the applied frequency and the reference frequency. It is this sig-
nal that makes it possible to lock the frequency of a quartz oscillator onto that
of an atomic transition.

The ultrahigh frequency signal, at 9.192...GHz, supplying the resonant
cavity, is generated by frequency synthesis from a quartz oscillator whose fie-
quency is often 10 MHz, The synthesiser can modulate the frequency produced
about the value vy = veg--Avz, where vg; is the hyperfine transition frequency
of the ground state caesium atom, i.e., 9192631770 Hz, and Avz is the fre-
quency shift due to the second order Zeeman éffect, close to 1.5 Hz. The value
of Avy is related by (6.6) to The magnetv:: ﬁeh;l applled to the atoms. In labora-
tory primary standards, the frequincy of ‘the interrogation signal is modulated
around the value vg = ves + Avz + A/, where Ay’ is the algebraic sum
of frequency shifts other than the shift due to the second order Zeeman effect
(Section 6.4.1¢).

The resonance frequency is sought via a quite standard method, as shown
schematicaily in Figure 6.8. The frequency of the ultrahigh frequency signal is
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\

Fig. 6.9. Resonator response (o an excitation whose frequency is modulated by a square
wave. It is assumed that v # vp.

periodically modulated according to
v(t) = v + vmg(t) , (6.44)

where the modulation depth is represented by vy, whilst the mean value of
the applied frequency is vi. The function g(¢) is periodic with frequency v
and mean value zero representing the shape of the modulation wave. We shall
take g(f) to be the square wave function with value +1 over one half of the
modulation period, and —1 over the other half.

Transient phenomena occurring when the applied frequency changes value
will not be taken into account. They ate short lived with fundamental frequency
equal to 2vy and their effects can be eliminated when the caesium beam tube
response is processed. Figure 6.9 illustrates the resonator response to this kind
of frequency modulation, when vy 7 vyg.

The variable component in the response of'th¢ ¢acslum béam tube to the
modulation is proportional to v; —vg when this detuning is small compared with
the resonance width. It vanishes when v; — v is zero and its phase changes by
7 when the detuning changes sign. This component is amplified and demod-
ulated synchronously with the modulation signal. To this end, it is multiplied
by the function g(¢). The mean value of the signal thereby obtained constitutes
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the error signal E. Using the simplified expression (6.23) for the shape of the
resonance curve and assuming that v; — vg is much smaller than the resonance
width, we obtain

oo
E = KIy(v; — vp) f Tf () sin® bt sinrv,T)dr , (6.45)
0

where K is a constant. The error signal is zero when 1; = vp, and it is pro-
portional to the offset between the excitation frequency v; and the resonance
frequency vy, if this difference is small enough. The slope of the error signal
is proportional to the derivative 8 P/dw of the probability P defined by (6.22),
for @ — wy = 4w, It depends on the transit time 7. It increases as the width
of the resonance falls, in other words, as the quality factor increases. The slope
also depends on the distribution of interaction times f(z), the amplitude of the
ultrahigh frequency signal represented by &, and the depth vy, of the frequency
modulation. Optimal values for these parameters are such that bt ~ 7 /2 and
ym ~ 1/4T. The latter condition implies that the modulation depth must be
chosen close to the half-width of the resonance curve. The absolute value of
the slope 8P /3w of the resonance curve reaches its maximum here.

A frequency discriminator is therefore set up by modulating the excitation
frequency and carrying out synchronous detection of the response from the
caesium beam tube. It is then a straightforward matter to servo control the
frequency of the quartz oscillator in such a way as to impose v; = wp. Iis
frequency is related to that of the atomic resonance by a constant of propor-
tionality. The latter, denoted 1/ K, is some rational fraction depending only on
the architecture of the frequency synthesiser included in the servo loop.

The response of the atomic resonator is processed using digital electronic
methods. However, the main features of the frequency locking can be de-
scribed with the help of the equivalent analogue functional diagram shown
in Figure 6.10. The notation AV or AV (p), for example, denotes the Laplace
transform of the deviation of the quantity v(¢) from its equilibrium value. The
ertor signal delivered by the synchronous detector can be written

AE(p) = Kq[AQ(p) _]KSAQSC(IJ)] ) (6.46)

where K 1s a constant, Aé}‘-ﬁ( p) represents phz:lfgiges in the angular frequency
of the reference standard, and A (p)tépreseits the same for the quartz os-
cillator when it is servo controlled. If G{p) is the gain of the operaiional filter,
variations in its output voltage are given by

AV(p) = G(P)AE(p) . (6.47)

This voltage is applied to the varactor which serves to adjust the quartz oscil-
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Fig. 6.10. Servo controlling the quartz oscillator frequency by means of a passive
atomic reference: functional diagrim.

lator frequency and we have

where Kq 18 a constant and A€l represents the frequency variation of the
quartz oscillator when it is free, i.e., when the servo.loop is broken.

Resftricting to the simple case where the operational filter reduces to an am-
plifier followed by a pure integrator, we have

A
G(p)= ——, 6.49
(p) RCp (6.49)
where A 18 a constant and RC is the time constant of the infegrator circuit, We
then obtain, from the above equations,

P, 1 AQ(p)
1+7Tp 1+Tp Ks °
where 7 is the time constant of the response of the servo loop to a perturbation.
It is equal to

AQc(p) = (6.50)

Qr(p) +

RC

e Irrr—— 6.51

In practice, it has a value between one and a few seconds.
If we now consider random frequency ﬂuctuatlons the spectrfll density Sy
of their relative fluctuations (Section 5.2.4) 1§ glvsn by Mgy

QrfT)? 1
1+ Qe fT)? 511 14+ QrfT)?
where f is the Fourier frequency and subscripts sc and f mean the same as
before.

The transfer functions appearing on the right hand side of (6.50) are those of

Sys SC(f) (f) + Sy,l‘(f) 3 (6.52)
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a high-pass filter for the first and a low-pass filter for the second. The cutoff fie.
quency of these filters is equal to 1/2zx7. The nature of the transfer functiong
is conserved when the structure of the operational filter is more elaborate.

Variations in the frequency of the servo controlled oscillator involve twg
contributions, as can be seen from (6.50) and (6.52): the high frequency com-
ponents of the frequency variations of the free quartz oscillator and the low
frequency components of the frequency variations of the reference. This im-
plies that:

e in the short term, for observation times 7 shorter than T, the servo controlled
oscillator exhibits the same frequency fluctuations that it would if it were
free;

¢ in the medium and long term, for > 7, the servo controlled quartz oscil-

lator reproduces the frequency variations of the reference, up to the constant
K.

It follows from these observations that two conditions must be satisfied if the
caesium clock is to have good frequency stability. Firstly, the quartz oscillator
must be of the very best quality. (There are other reasons for requiring this,
which we shall not go into here.) Secondly, variations in the atomic frequency
must clearly be as small as possible.

(d} Medium term frequency instability

In the following, we shall be particularly concerned with frequency variations
related to the properties of the caesium beam tube. In this section, we consider
noise associated with detection of the atomic beam. This determines the fre-
quency instability of the standard for sampling periods 7 of a few seconds to
several days.

The atoms in a beam and the charge carriers in an electric current move
through cross sections of the beam or the conductor, respectively, at randomly
distributed times. The relevant distribution is a Poisson distribution. It follows
that the current output from the caesium beam tube fluctuates about its mean
value. This fluctuation is callad shot noigé. Fm a constant value v; of the inci-
dent frequency, defined by (6.44), the, se‘r% loob interprets this fluctuation as
being due to a variation in the resonance frequency of the caesium beam tube,
and hence in the reference frequency.

In order to identify the key parameters influencing this frequency variation,
let us further simplify expression (6.23) for the output current. In practice,
the shape of the central fringe is close to sinusoidal and we may write, to a
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cufficient approximation for our present purposes,

I=1I+ %Ipv [1 + = ”i‘;u ”")] , (6.53)
where Iy and Avg represent the peak-to-valley height of the resonance curve
and its width at hali maximum, as shown in Figure 6.7.

Consider a half period of modulation, during which the frequency applied to
the atoms is v = vg + V. We would obtain the same final result by considering
the other half period of modulation. The current fluctuation 6/ resulting from
small fluctuations 81, and &1,y in I, and Ipy is given by

"1 TV
& = 6[1] -+ E«SIPV |:] + cos A—])T;:| . (6.54)
If the currents I, and I, were constant, but the resonance frequency were

variable, equal to vg + dvg with dvg K Avg, we would have

dI = %Ipv [cos 7 Vm + 7w sin me} .

Avy A Avg 6.55)

Equating the two expressions for &/ and assuming that the modulation depth
is equal to the half-width of the line, i.e., that vy = Avg/2, we obtain the fol-
lowing formula for the apparent relative variation in the resonance frequency,
induced by fluctuations in I, and Ipy:

Vo 7w IpwQa ,

where Qg = vo/Avy is the quality factor of the atomic resonance.
When a flux of particles, with average value A, satisfies a Poisson distribu-
tion, the standard deviation o7, of the fluctuation dX in this flux is such that

1\ 172

T

(6.56)

where 7 is the time over which the fluctuation is observed. The standard devia-
tion, in the ordinary sense, of the relative frequency fluctuations dvgy/vyg is thus
equal to

_1ehei)

= 6.58
T6v0/v ‘1 Ly Qat ( )

Since the relative frequency fluctuations are usually characterised by the
Allan deviation, for reasons explained in Sections 5.2.5 and' 5.2.6, it is useful
to begin by establishing an expression for their power spectral density. Shot
noise falls into the category of white noise, with power spectral density equal to
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twice the mean value of the particle flux. Since the twao sources of shot noise are
independent, the power spectral density of the relative frequency fluctuations
y = dvy /vy 1s equal to

2 21+ 1

Sy=—""—F (6.59)

L EN O
The Allan deviation of the relative frequency fluctuations of a caesium beam
clock follows immediately (Section 5.2.6):

oo (7) — l (21 + Ipv)lfzr_lﬁ
’ Tpy O '

In the special case of white frequency noise, this standard deviation turns out
to be equal to the ordinary standard deviation given by (6.58). Note that the
numerical factor 1/x has no real significance given the approximations made
along the way.

Equation (6.60) quantifies the harmful effect of the unwanted atomic flux
I,. Bvery effort is made to reduce it to a negligible value when designing this
kind of clock.

Note that, if I, is negligible compared with Iy and for given 7, the fre-
quency instability oy () varies as the quantity

(6.60)

The flux of atoms reaching the detector, and hence Iy, varies as D~2, where
D is the distance between the oven and the detector, whereas the quality factor
of the atomic resonance varies in proportion to the separation L between the
two oscillatory fields. The quantity ¢ thus varies as D /L. Now the value of
this ratio, greater than 1 but generally less than 2, is approximately the same
in all caesium beam tube designs, whether they be laboratory instruments or
compact commercialised devices. It follows that the length of a caesium beam
tube does not play a key role in the frequency instability of a device when this
instability is determined by shot noise in the flux.

Equations (6.59) and (6.60) can be written in more general form., Indeed,
since I, + Iy /2 is the output current in the presence of frequency modulation,
the quantity 21, + I,y reprefents:thie shot no‘gse Power Py in a noise pass band
of 1 Hz. The power of the useftil S1gnzi1 is Py = I2 i 4. The signal-to-noise
power ratio for the specified pass band measured at the fringe flank, i.e., at
frequency vg o= vy, is thus equal to

Bl I
PN 1 Hz 4(2111 + [pv) '

(6.61)
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We may then write

1 1
Sy = - (6.62)
7 212 QL (Ps/Po)1 e
The Allan deviation becomes
1 1

27 Qat(PS/PN)] Iz

The last two relations show that the relative frequency instability depends on
the relative accuracy with which the signal-to-noise ratio allows us to aim at
the atomic resonance. For a giv“en t, the frequency instability decreases as the
guality factor and signal-to-noise ratio increase, This conclusion is valid for all
passive clocks.

In commercial designs, the width of the atomic resonance is close to 500 Hz
and the signal-to-noise power ratio defined above is of the order of 10° to 109,
We thus have oy () ~ 1071177172 the exact value depending on the model
considered. The commercial model with best performance has a frequency in-
stability in the neighbourhood of 5 x 10~ 12771/2, quite comparable with the
best caesium beam laboratory primary standard based on magnetic bear de-
flection. (The inaccuracy of the latter is about a hundred times smaller.)

Figure 6.11 shows typical frequency instabilities of caesium clocks, among
others.

In the long term, for T greater than a few days, the value of o (7} no longer
decreases. The frequency instability is then no longer limited by shot noise,
but by variations in the frequency shifts of the atomic resonance.

(e) Residual shifts in clock frequency

A certain number of physical effects and instrumental imperfections produce
a slight change in the hyperfine transition frequency of the ground state cae-
sium atom, as it is observed in the caesium beam tube [6.4]. We analyse the
origins of the most significant of these frequency shifts, indicating the order
of magnitude of their relative value. We restrlct the discussion to frequency
shifts specific to the frequency standard urrder cens1darhtlon The effects of
gravitational potential and instrumental motion are’ "spedfﬁecl in Chapter 3.

Any variation in these frequency shifts will cause long term frequency in-
stability. In addition, uncertainty in their values determines the inaccuracy of
the clock. '

In order to understand the aims behind attermpts to make these frequency
shifts as small as possible, it is essential to have a clear idea of their origins.
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Fig. 6.11. Relative frequency instability characterised by the Allan deviation oy (r)
for various frequency standards. Curves give asymptotic values. The figure shows fre-
quency instabilities as observed in 1997. By 2000, the frequency instabilities of two of
the frequency standards considered here had been reduced by a factor of about 2.5 in
the case of the optically pumped caesium beam primary standard and about 3.5 for the
caesium fountain.

(1) Frequency shifts of physical origin

Second order Zeeman effect. Seven transitions AF = £1, Amyp = 0 are ob-
served when the ultrahigh frequency magnetic field lies parallel to the static
magnetic field By, as can be seen from the measurements recorded in Fig-
ure 6,12 [6.26]. The central resonance, due to the transition

F=3 mp=0 -— FTﬁ=4,Pnp =0,

undergoes a quadratic frequenégi shift! Avg -'_g"ivq}l by‘.'(ﬁ.ﬁ). For the typical value
By = 6 X 1078 T, we have Avgz =1 5:53%% Hz, or a relative value of about
1.7 x 10710, This is the largest of the frequency shifts affecting the reference
transition. The final accuracy of the standard is critically dependent on the way
this effect is determined. *

In practice, we use the atomic properties themselves and the value of Bg
is deduced from the frequency shift in one or several of the six transitions
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Fig. 6.12. Microwave resonances in a cacsium beam tube. (a) Magnetic deflection tube,
(b) optically pumped tube. Heights of lateral lines are given relativetto the height of the
central line. The two cavities have different strucﬁiges ang the values of By are different.
(Taken from [6.26].) LI (I
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(3, mp) < (4, mp) for which Amp = 0. The Breit-Rabi equation (6.4)
can be used to express this change as a function of By and the atomic con-
stants, Expanding out the expression, the first term is proportional to Bp. In
commercially produced clocks, it is enough to know this term for the present
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levels of accuracy. In caesitm beam primary standards, the quadratic term in
the expansion is taken into account.

In modern commercial devices, the value of By is actively controlled. To thig
end, the mean value of the applied frequency v; defined by (6.44) is switcheq
for a fraction of a second from the value ves + Avg, to another predefermineqd
value ves + Avg, where vey is the hyperfine transition frequency unaffected by
the Zeeman effect. By is adjusted in such a way that the transition

F:?),mpml < Fx4,m‘,p=l

resonates at the frequency ves + Av’z. We then have, to a sufficient approxi-
mation, By = A, /K, where the factor K depends only on atomic constants,
Tt has a value close to 7 x 10° Hz T~!. This adjustment is made automatically,
once or several times a minute. The value of the applied magnetic field is thyg
servo controlled at a constant value [6.27]. In this way, the effects of varying
ambient magnetic field are eliminated.

When the applied magnetic field is inhomogeneous, the measurement gives
the mean value {Bg) along the beam, whilst the frequency shift due to the sec-
ond order Zeeman effect is proportional to (Bg}, the mean value of Bg. In gen-
eral, {Bo)? # (Bf;’}. Here then is a source of error that must be minimised by
producing a magnetic field as uniform as possible within the magnetic shield-
ing.

Second order Stark effect. This shift in the hyperfine transition frequency of
the ground state alkalis is a quadratic function of the electric field. In a cae-
sium beam tube, this ficld is certainly extremely weak because the magnetic
shielding also functions as a Faraday cylinder. A value of 1 V em™ 1, which is
an overestimate, would cause a relative frequency shift of 2.5 x 10716, This s
negligible.

Effect of blackbody radiation. Inside a closed container, the electromagnetic
field in equilibrium with a blackbody at the ambient temperature exhibits a very
broad spectrum, with maximum at around 30 THz (A = 10 um). At 300 K, the
root mean squared values of the electrlc and magnetlc fields are 832 Vm™!
and 2.77 x 1075 T, respecti¥ely. L

An alternating electric field his-a §1mila1 éffect to a direct electric field. For
the caesium atom, the relative value of the corresponding frequency shift Ay,
is given by

7

' 4
Ave _ —1.69 x 10714 (—) , (6.64)

V(s

300
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where 7' is the thermodynamic temperatute. This frequency shift must be taken
into account in laboratory caesium beam standards.

The alternating magnetic field also causes a shift in the transition frequency
of the ground state hypetfine structure. It can be shown that it has the same
value for all the atoms considered here. This frequency shift is close to 1017
in relative value and is currently negligible.

Effect of spin-exchange collisions. When two alkali atoms collide, the out-
ermost electrons may swap over, Such a collision is called a spin-exchange
collision. It induces a shift in~the ground state hyperfine transition frequency,
pmportional to the atomic density, the average relative velocity of the atoms
and the effective cross section of the spin-exchange frequency shift. In 2000,
there was still no theoretical estimate for this cross section in a caesium beam
where atomic speeds have the same order of magnitude as thermal excitation
speeds around room temperature. The calculation is complicated by the great
number of hyperfine sublevels. At the present time, no experimental investiga-
tion has revealed evidence for such a frequency shift in a caesium beam clock
with beam generated in an oven at around 100 °C. However, in caesium clocks
using cooled atoms, it is measurable and must therefore be taken into account
(Section 6.4.3b).

Second order Doppler effect. The atoms are moving relative to the device
probing their resonance frequency. They therefore manifest relativistic time
dilation (Chapter 3), and this leads to a shift in the {ransition frequency due to
the second order Doppler effect. When the atoms all have the same speed v,
this frequency shift is given by (6.16).

The shape of the resonance curve is then described by the following equa-
tion, deduced from (6.23):

oo 2
I= 1]@[ f(T) sin? bt {1 + cos |:cu — wo(l — U—z-)] T} dz , (6.65)
2 0 2c

i
where the term Z,, assumed independent of the ﬁ..feguqnqég has b;één dropped.
The observed resonance curve is found by superposifig the elementary res-
onance curves associated with given values of the speed v. As the speed
increases, curves are shifted to lower frequencies. Their weighting depends
on the speed via the factor f(r)sin®bt, since 7 is inversely proportional
to the speed. It follows that the total resonance curve exhibits a very slight
asymmetry.
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In the presence of a square wave frequency modulation of depth vy, it cap
be shown that the apparent resonance frequency, i.e., the frequency at which
the error signal goes o zero (Section 6.4.1c), is given by

o
f vf () sin® bt sinQ2r vy T) dt
= =0 . . (6.66)
2c? f " £(1) sin? bt sin (2w vy, T) dt
0

Avp

Vo

This equation shows that the frequency shift depends on:

® vy, as a consequence of the asymmetry in the resonance curve;
e b, and hence the amplitude of the ultrahigh frequency excitation.

The value of vy, is fixed by the design of the assocjated electronics, and it is
insensitive to environmental conditions. In contrast, the value of b may vary
when these conditions change. In modern caesium clocks, the value of b is
held constant by means of an appropriate feedback system, to be described
shortly.

The frequency shift due to the second order Doppler effect is of the order
of 10713 in the caesium clocks we are considering here. In general, its precise
value depends on the distribution of interaction times r, among other things,
and hence on the atomic velocity distribution, as well as the value of &, How-
ever, when the velocity distribution is natrow, (6.66) tends to —v%/2¢? and the
frequency shift becomes insensitive to the values of & and vy,. It is therefore
preferable to use atoms with as small a range of velocities as possible, and fur-
thermore, with velocities as small as possible. We shall return to this point in
Section 6.4.3.

(2) Frequency shifts of instrumental origin

Effect of phase difference between oscillatory fields. In a pure stationary elec-
tromagnetic wave, the phase of the magnetic field varies suddenly by 7 across
each of the nodes, whilst remaining constant between them. However, there
are losses in the resonant cavjty because of thé finite conductivity of its walls.
There is therefore a progressivé wave can?ym g th¢ energy lost by the Joule ef-
fect. This means that the stationary wave i3 hot puie. The phase of the magnetic
field still changes rapidly by a value close to 7 in the vicinity of the nodes, but
it varies in an almost linear way in the interval between them.

Figure 6.13 shows schematically how the phase varies in the resonant cav-
ity of a caesium beam clock, between the point where the two arms join and
their short-circuited ends. It has been assumed that the two arms have slightly
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Short circuit Junction Short circuit

Fig. 6.13. Asymptotic representation of phase variation in the two arms of the resonant
cavity. The antinode of the oscillatory field occurs near the short circuits. The phase
jumps by 7 across each node. The difference in length of the two arms and the gradual
change in phase are both greatly exaggerated. A¢ is the wavelength in the wave guide.

different lengths. Since the phase is continuous at the join, we observe a phase
difference ¢ between the two oscillatory magnetic fields. This phase difference
is extremely small, of the order of about ten microradians. Tt results from the
finite conductivity of the materials used and tolerance limits in the construction
of the cavity. '

The frequency response of a caesium beam tube (Section 6.4.1b) can be
recalculated assuming that the phase of the second oscillatory field leads the
phase of the first by ¢. The simplified expression (6.22) for the probability that
a hyperfine transition should occur then becomes

P(t) = % sin? bt {1 + cos [{(w — w)T + @1} (6.67)

for a beam in which all atoms have the same speed.
The resonance frequency is shifted by Avy, where

Avy ¢ v

S — , 6.68
Vg 2avgT 2mvgL ( )

where T is the time of flight between the two oscillatory fields separated by
distance L. If this frequency shift is written in terms of the ’imbalance ALgin

the electrical lengths of the two cavity arn‘{isiT we obtain, "
Av SV B
—(ﬁ- - K b= > PR (6.69)
Vo C

with ¢ the speed of light and the quantity Ky given by

A Lo
Ky =———a,ALp, 6.70
® }vg 7 Ug 0 ( )
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where A and A, are the wavelengths of radiation applied to atoms in the vacuum
and in the guide, respectively, o, is the attenuation constant of the ultrahigh
frequency magnetic field along the guide, and Lg is the mean length of the
arms. Typical values here are A/Ay = 0.7, Lo/L = 0.5 and oy = 2.6 x
102 m~!, If we assume that v = 150 ms~! and ALy = 10~* m, this yieldg
|Avg/vo] ~ 5 x 10713, Any length difference between the two arms of the
resonant cavity musi therefore be reduced as far as possible.

Equation (6.69) shows that the effect of the phase difference between the
two oscillatory fields can be interpreted as a first order residual Doppler effect,
related to the presence of progressive waves in the resonant cavity. The atten-
uation constant K 4 depends on how carefully the cavity has been made. With
the above numerical values, K is of the order of 1079.

Since the frequency shift depends on atomic velocities, the existence of 3
velocity distribution distorts the resonance line, in the same way as the second
order Doppler effect,

When the frequency is modulated, the frequency shift is given by

o0
f f(r)sin? br sinQRavy,T)dz
Avp _ 0

(6.71)
bl |

Vo 2 vl f ~ f{(1) sin® bt sin”2mvnT) dr
0 v

The general comments made with regard to the second order Doppler effect
also apply. When the atomic velocities are distributed over a range of values,
the frequency shift depends on the modulation depth vy, and also the amplitude
of the nltrahigh frequency excitation, represented by . Furthermore, it is clear
that the frequency shift decreases as the atomic speeds decrease.

The sign of the frequency shift changes when the direction of the atomic
beam is reversed. This implies that the shift can in principle be measured. Such
a process is implemented in most laboratory caesium beam primary frequency
standards.

In each interaction region, the phase of the ultrahigh frequency magnetic
field is position dependent. This spatial variation is also due to the progressive
wave transporting energy lost in the cavity walls. Although it can be minimised
by a specific conﬁgura‘uon mfl the-end part of gach cavity arm, it still exists
when the phase difference between the Sntres ‘of the two interaction regions
is zero. The phase difference ¢ considered above must therefore be interpreted
as the total phase difference between the two oscillatory fields, i.e., the sum
of the phase difference related to the differing lengths of the two arms and the
distributed phase difference, the latter being averaged over the atomic paths in
each interaction zone. In magnetically deflected caesium clocks, this averaging
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can only be estimated rather approximately. Indeed, the deflection of the atoms
in the state selecting magnets depends on their velocity. It follows that atomic
velocity and path distribution are coupled in a cross section of the beam, and
this proves difficult to model precisely.

In the reversed beam method, it is thus important to reproduce the path dis-
tribution in the two interaction regions as closely as possible for the two direc-
tions of the atomic beam,

Effect of cavity detuning. - 1f the resonance frequency veay of the cavity does not
exactly equal that of the atomic resonance, vy, the amplitude of the ultrahigh
frequency magnetic field varie§ asymmetrically when the frequency is modu-
fated about vo. Hence, for a square wave frequency modulation, the value of
b is not the same over two successive half-periods. The mean excitation fre-
quency must then be shifted so that, despite this imbalance, the response of
the caesium tube assumes two equal values over consecutive half-periods of
ihe frequency modulation. The error signal used to servo control the quartz
oscillator frequency is zero under this condition.

Let us suppose that the detuning ve — vg of the resonant cavity is small
compared with the width of its own resonance. The apparent shift Avg,y in the
atomic resonance frequency is then given by

oo
27 | b i ) d
AVesy Ve — 1 cjﬂ tf(t)sinbt cosbt{l + coswy1)dr

- % inwy T
Yo o f 72 f(r) sin” bt S Om 7 dz
0 i &

m

, (6.72)

where o = 27 vy and vy, is the depth of frequency modulation. By the above
hypothesis, the amplitude of the ultrahigh frequency magnetic field varies only
slightly during modulation, and b represents one of its values. T is the time
constant of the cavity response, related to its quality factor by

Qc

Tc = .
TV

(6.73)

Concerning orders of magnitude, (6.72) and (6.73) togethen with the relation

Qa ~ 2T vy imply 1;-‘:{ el ;_
; - q ;- ﬁ\' “ b
A _ %
UCEIV ~ vC UU Kcav Qc (674)
Vo Vo Q it

where K¢ay is a constant depending on vy, b and the velocity distribution,
This equation tells us that, for a given cavity detuning, the apparent shift of
the atomic resonance frequency is more or less proportional to the squared
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Response for v=y =y,

-
0 b

Fig. 6.14. Varying response of the cacsium beam tube for different amplitudes of the
oscillatory field when its frequency is either vp + v or Vg — Vm.

ratio of the quality factors for the cavity and the atomic resonance. It is clearly
desirable to reduce the value of this ratio as much as possible.

When the applied frequency is modulated as indicated, i.e., when we have
w — wy = Fwm in (6.23), the response of the caesium beam tube is given by

I 0]
Ib, og) =1+ -29 f f(r) sin” bt (1 + coswnT) dr . (6.75)
0

Note that the numerator of the right hand side of (6.72) is proportional to the
derivative with respect to & of the tube response, viz., 31 (b, wn)/3db. Hence,
if the resonant cavity is detuned, the frequency shift disappears when

alb, wm) _
ab o

This occurs for those values of the amplitude of the ultrahigh frequency exci-
tation where the response of the caesium beam tube is at an extremum. This
feature is specific to square wave frequency modulation,

Figure 6.14 shows the kind of variation observed in I (b, wm) for changing
amplitude of the ultrahigh frequency excitation. The operating point chosen
corresponds to the first maximum of the tube response.

In modern caesium beam frequency standards, an electronic servo control
seeks the amplitude of the ultzahigh frequency excitation at which the resonator
response has a maximum id the pt‘esenéﬁfofjsqﬁare wave frequency module-
tion, i.e., when the applied frequericy is either vg + vy or Vg — V. It maintains
the corresponding value of this amplitude, and hence, the corresponding value
of b [6.28, 6.29]. In this way, using the properties of the caesium beam tube:

0. (6.76)

o the frequency shift associated with detuning of the resonant cavity is elimi-
nated;
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o the long term value of 4 is stabilised, together with all the frequency shifts
arising from it.

Effect of neighbouring transitions. The hyperfine sublevels closest to the sub-
evels F = 3, mp = 0 and F = 4, mp = 0 (Figure 6.2) may perturb the
clock transition. This perturbation arises from two sources, leading to fre-
quency shifts known as Rabi pulling and Ramsey pulling.

o Rabi pulling. The wings of the Rabi pedestal for transitions
F=3,mp=1 <> F=4mp=1

and
F=3 mp=—1 <+— F=4 mp=-—1

contribute to the response of the caesium beam tube, although only very
slightly, when the excitation frequency is equal to the clock frequency vyp.
Lateral lines are symmetrically placed about vg. However, their amplitudes
may differ, as can be seen from the spectrum in Figure 6.12a, which typifies
magnetically deflected caesium beam tubes. In such resonators, the mag-
netic fields attainable with state selection magnets are not sufficient to ensure
that 8 £(F, mpg)/0b in (6.13) will have the same value for all hyperfine sub-
Jevels. It follows that the deflection angle depends on the hyperfine sublevel
under consideration, and hence that the amplitudes of lateral resonances are
not symmetric on either side of the central resonance.

When such an asymmetry exists, a frequency-dependent contribution is
added to the tube response described by (6.23). This slightly distorts the
reference resonance line and there is a shift in the resonance frequency. It is
mainly dependent on the power of the microwave signal, since the amplitude
of the wings of the Rabi pedestal is proportional to this power, and also to
the value of the static magnetic field By which determines the separation of
the spectral components in Figure 6.12a [6.30].

e Ramsey pulling. Up to now, we have been assuming that the ultrahigh fre-
quency magnetic field lies parallel to the static magnetic field. However,
there is also a component lying orthogonal to the static ffield, and this for
two reasons. Firstly, the lines of the ull;rahl,gh fr@quen?:y magﬁetw field must
close within the region occupied by each'resdhance 1ﬂ8de in the cavity. This
means that these lines have to curve in the region crossed by the atoms,
as shown in Figure 6.6. In addition, the static magnetic field may not be
perfectly aligned. Transitions AF = &1, Amp = +1 can thus be in-
duced, although with much smaller probabilities than transitions AF = 41,
Amp =0.
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The four transitions
3,00 «— @ £1) and (3, 1) <+«— &, 0)
share one level with the clock fransition
3,00 <— @ 0.

It follows that the wave function for sublevels (3, 0) and (4, 0) is perturbed
when transitions AF = £1, Amg = F1 occur.

It has been shown that this effect adds a term to the clock transition proba-
bility and that it also distorts the resonance line when the ultrahigh frequency
spectrum of the caesium atom is not symmetric, like the one in Figure 6.123,
As above, the associated frequency shift depends on the power of the ultra-
high frequency wave and static field By [6.31].

In commercially designed caesium beam tubes using magnetic deflection,
the relative frequency shift resulting from the presence of neighbouring tran-
sitions can reach values of 10712, Tt can be reduced by:

(i) designing the tube so that the heights of the resonances (3, 1 < 4, 1)
and (3, —1 <> 4, —1) are as close as possible;

(il) limiting the spatial extent of the interaction with the oscillatory field;

(iif) aligning the directions of the static and ultrahigh frequency magnetic
fields as accurately as possible.

All other things being equal, the frequency shift decreases as the atomic
resonance narrows, It is generally small in primary frequency standards.

Effect of Majorana transitions. If the magnetic field varies along atomic tra-
jectories, as it does near the magnetic state selectors, atoms are subject to a time
dependent perturbation due to their motion. This perturbation may have spec-
tral components corresponding to the separation between sublevels of states
F = 3 and F = 4. The resulting transitions A¥ = 0, Amp = %1 are called
Majorana transitions. If they ccﬂl'i)le “ith, th_é{transiﬁon

3,0 «— & 0,

the clock transition frequency is shifted. When building the atomic clock, ev-
ery effort is made to produce sufficiently gradual magnetic field variations to
ensure that these transitions do not occur.
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Effect of unwanted spectral components. The spectrum. of the interrogation
signa) includes unwanted components. Some of these, produced in the supply
circuitry, occur at the frequency of the electricity grid and its multiples. Others
arise from unwanted frequencies generated when synthesising the excitation
signal.

The presence of such components perturbs the properties of the quantum
system made from the two states F =3, mp = Oand F = 4, mp = 0. The
energy difference between these levels is thereby altered, and this leads to a
change in the transition frequency. The effect vanishes if the interfering spec-
tral components are symmeirical in position and amplitude about the atomic
transition frequency. Otherwisé, the frequency shitt is the most sensitive to the
presence of interference lines when these lines lie in a spectral interval cen-
tred on the frequency vy and extending to several times the width of the Rabi
pedestal, Over this range, every effort is made (o hold their power down to a
factor of 1077 of the useful ultrahigh frequency signal.

Effect of imperfect electronic systems. If we assume that the atomic resonance
width is 500 Hz, the electronics associated with the caesium beam tube must
measure the resonance frequency with an error that cannot exceed one mil-
lionth of the line width, if we require the relative error in the determination of
the resonance frequency to remain below 5 x 10714,

The electronic system associated with the caesium beam tube must therefore
be designed and built with the greatest possible care. The required specifica-
tions are most easily achieved using digital signal processing methods.

The effect of such imperfections is most effectively reduced by observing a
narrow resonance,

(3) Other frequency shifts. It is always possible that other, quite unsuspected
frequency shifts are taking place. It was thus that Ramsey pulling was only
identified and modelled quite recently, towg%‘ds the end of the 1980s.

The search for such frequency shifts is ﬁ"'{)ermglne__nt}:,"gi'c)nger@, for physicists
designing and exploiting atomic frequency stahddrds, fihd 'in particular, cae-
sium beam primary standards. From this standpoint, it is of great importance
to build independent caesium beam primary standards in several laboratories,
using as many different designs as possible, and then to check that the frequen-
cies delivered by these instruments are mutually compatible, up to inherent
measurement uncertainties.
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(f} Long term frequency instability, non-reproducibility and inaccuracy

Frequency shifts in the atomic resonance are caused by the macroscopic ep-
vironment of the atoms. Any change in this environment can therefore mod-
ify the observed atomic transition frequency. This is the origin of long term
frequency instability and non-reproducibility. Although there are many fre-
quency shifts, they are very small in relative value compared with the atomic
frequency, the largest being something like 10~10, Since the relative variation
in these frequency shifts is itself very small, long term frequency instability
and non-reproducibility are tiny, as we shall see. Likewise, the relative uncer-
tainty in the value of the frequency shifts is extremely small and inaccuracies
in caesium time and frequency standards are also minuscule.

Long term frequency instability. In a caesium beam frequency standard,
frequency shifts depend mainly upon the value By of the magnetic field, the
atomic velocity distribution, the positions of atomic trajectories relative to the
ultrahigh frequency magnetic field in the resonant cavity, the tuning frequency
of the cavity, and the amplitude and spectral quality of the ultrahigh frequency
excitation. The value of one or other of these parameters can change under
the effect of the ambient magnetic field, mechanical stresses, temperature, at-
mospheric pressure and even humidity. It follows that the frequency of the
standard may vary in the long term in response to changes in environmental
conditions or ageing effects in the materials and electronic components.

Caesium beam primary standards are located in a carefully controlled envi-
ronment. In addition, the values of significant parameters are regularly mea-
sured. Long term frequency instability levels out at a value no greater than
10~14 for T > 10 days in these standards.

In modern commercial clocks, the value of the static magnetic field is ac-
tively controlled by properties of the atoms themselves. Another servo loop
based on the properties of the caesium resonator holds the amplitude of the
ulirahigh frequency excitation at a constant value, thereby suppressing the ef-
fects of resonant cavity detuning. As a result, the system is rendered far less
sensitive to environmental perturbations. Long term frequency instability is
also very small, in fact, less than, 10~14 for z > 10 days.

Non-reproducibility. This concept applies iﬂkf’pa'i*tié‘ular to commercial mod-
els. It describes the aptitude of an atomic frequency standard of given design
to reproduce the nominal value of its output frequency, without calibration,
when environmental conditions lie within some specified range of values. Non-
reproducibility characterises the relative deviation of the output frequency,
either inside a set of instruments, or for a given piece of equipment, from one
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con to the next. It is usually expressed in terms of the standard deviation of the
relative values of the observed frequency differences.

Non-reproducibility decreases with improved design and better production
control during manufacture. It lies between 5 x 10713 and 1071, depending

on the model.

Inaccuracy. The accuracy of a caesium beam frequency standard charac-
terises its ability to deliver a frequency agreeing with the definition of the
second, and this without calibration. To achieve this, isolated caesium atoms
should be observed at rest. However, in a real device, atoms move and are
subject to various perturbations. The inaccuracy is equal to the overall uncer-
tainty found by combining all uncertainties arising from the different frequency
shifts, divided by the unpertarbed frequency (Section 5.5).

These uncertainties are of two types. As an example, consider what happens
when the effects of phase differences between the oscillatory fields are mea-
sured. Half the difference between the frequencies measured for each direction
of the beam is equal, in principle, to the frequency shift resulting from a phase
difference between the two oscillatory fields. During each measurement, the
frequency delivered by the standard fluctuates randomly under the effect of
shot noise in the beam, for example. A random standard deviation is therefore
associated with the measured value of the frequency shift. We must also take
into account the fact that the spatial dependence of the phase of the oscilla-
tory field and the path distribution in a cross section of the atomic beam are
not perfectly known. Frequency shitts associated with the spatially dependent
phase difference are unlikely to have the same absolute value for the two beam
directions. A systematic error is therefore produced in the measured frequency
shift. Its estimated value is characterised by a standard deviation, sometimes
called the systematic deviation. For want of a better method, it is treated as
arising randomly [6.32]. The variance in the measured effect due to the phase
difference between the two oscillatory fields is thus equal to the sum of the
squares of the two standard deviations.

Note that in order to measure the (experimentally accessible) frequency
shifts affecting a primary standard, an ayxiliary frequency standald 18 nec-
essary. This standard need not be partlculaﬂy acclirate, ‘It musg ‘be very stable
over the time interval in which the operating parféifiieters of the test standard are
varied. A hydrogen maser is generally used as auxiliary frequency standard.

In commercial caesium clocks, the output frequency is corrected for the shift
due to the second order Zeeman effect. For the user, everything happens as
though the hyperfine transition were observed in zero magnetic field. In con-
trast, the output frequency is affected by all the other frequency shifts, such as
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the second order Doppler effect and the effects of a phase difference between
the two oscillatory fields. The estimated values of all these frequency shifts
are considered as uncertainties in the measured value of the atomic transition
frequency. They contribute to the inaccuracy of these frequency standards. The
specified value of the inaccuracy lies between 10712 and 3 x 1071, depending
on the design.

In laboratory caesium beam standards, the resonance width is an order of
magnitude narrower than in commercial systems, the aim being to reduce those
frequency shifts that depend on this width. This effect may be achieved by
making longer machines, with L ~ 1 m. In some cases, magnetic deflection
is used to select beam atoms whose speed is close to 90 m s~ whereas the
most probable speed in the beam is around 250 ms—1 {6.11, 6.12, 6.13, 6.14],
The various frequency shifts are measured or evaluated as precisely as possi-
ble. Inaccuracies in magnetically selecied laboratory caesium beam frequency
standards range between 7 x 1071 and 10713, depending on the design
[6.14, 6.33].

Table 6.3 in Section 6.8 compares the inaccuracies of caesium clocks with
those for other types of atomic frequency standard.

Note that the inaccuracy of a given frequency standard (e.g., 3 X 10-12y g
necessarily an upper limit for its non-reproducibility (e.g., 5 x 10~ 133 and also
for its long term frequency instability (e.g., 2 x 10712 for the lifetime of the
instrument).

6.4.2 Optically pumped caesium beam clock

Among the semiconductor lasers developed to meet the needs of optical
telecommunications, gallium arsenide lasers emif at a wavelength close to
0.85 wm, which can easily be made to coincide with the caesium Dy line (Fig-
ure 6.1). Transitions between the 281 /2 and 2P4 /2 levels can thus be used to
select and detect states optically, However, semiconductor lasers emitting at
0.89 pum are hard to come by. Although experiments have demonstrated that
the Dy line could be extremely useful, because of the smaller number of levels
in the 2P, /2 state, it is still not commonplacetto benefit from this advantage
[6.17). Vioer i

) e Ay oo

(a) Description

The optically pumped caesium beam tube includes a source in which the
atomic beam is produced and a resonant cavity similar to those in the mag-
netic deflection device. A uniform static magnetic field of strength Bg is also
applied to the atomic beam in a direction parallel to the oscillatory fields in
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Fig. 6.15. Schematic diagram of a caesium beam tube with optically prepared and de-
tected atomic states. We assume that a single laser has been used. Magnetic shiclding
is not shown.

the region enclosing the two cavity arms and the region separating them. The
magnets are replaced by zones in which atoms interact with laser light. Fig-
ure 6.15 shows the simplest arrangement, in which a single laser provides the
light needed to prepare and detect the states [6.17].

The suitably polarised light beam from the laser has a power of a few mW.
It is separated into two parts using a semi-transparent beam splitter. The two
beams thus obtained cross the atomic beam at right angles on either side of
the resonant cavity. Two interaction zones are thereby created between atoms
and light. A magnetic field is produced in each. It lies parallel to the magnetic
field applied in the region where the ultrahigh frequency transition occurs and
its value depends on the choice of optical transition. Some are more efficient
for magnetic fields of the order of 5 x 107> T, about ten times greater than the
usual values of Bg which lie closer to 6 x 1076 T [6.34].

State selection occurs in the first optical interaction region, By optical pump-
ing {Section 6.2.2), atoms are transferred from one level of the ground state
hyperfine structure, i.e., ¥ = 3 or F = 4, into the other. Several pumping
schemes exist. Consider o light, for example, i.e., light polfirlsed linearly in a
direction perpendicular to the static magnetic field. If 1l; is tl,lan:l to the transi-
tion between levels ' = 3 of the ground state and K’ iy 3 of the 2P /2 state,
such light is then said to excite the (3-3)o transition. It places about 13% of the
atoms in the F = 4, mp = 0 hyperfine sublevel of the ground state. Sublevels
F =4, mp # 0 are slightly less populated, but to the same level for equal val-
ues of |m |, as can be seen from the symmetry of the diagram in Figure 6.16.
Sublevels of the state ¥ = 3 are depopulated [6.34].
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Fig, 6.16. Bar diagram showing the population distribution in levels F = 3 and F =4
of the ground state for (3-3)o pumping.

The population difference between levels F = 4, mp = 0 and F = 3,
mp = 0 is thus equal to 13% of the number of atoms supplied by the source.
This value should be compared with that obtained by magnetic state selection.
In this case, it is at most equal to the initial population of atoms belonging to
the sublevel F = 3, mr = 0 which is deflected towards the axis of the caesium
beam tube, viz., 1/16 or about 6% of the initial number of atoms. In reality, the
fraction of useful atoms is well below this value because magnetic deflection
is velocity selective, Atoms moving too quickly or too slowly are eliminated.
However, in the case of optical pumping, the angle of deflection of the atomie
beam, resulting here from momentum exchange with laser photons, is at least
a hundred times smaller than it is for magnetic state selectors. A negligible
number of atoms are thereby sacrificed. We thus observe that state preparation
by optical pumping can produce a strong resonance signal.

The flux of fluorescence photons emitted as atoms spontaneously decay
from the %P5 /2 to the 284 /2 level reaches a maximum when the emission fre-
quency of the laser coincides with the optical transition frequency. The fluores-
cence photons are collected and used to control the laser frequency by a method
similar in principle to the one described in Section 6.4.1c. To this end, the laser
frequency is modulated and the fluorescence signal detected synchronously
with the modulation. An error signal is thereby obtained. In this case, it acts
in two different ways. It influences the temperature of the laser diode using a
Peltier effect device, thus producing a rough adjustment of the laser frequency.
Fine control is achieved by a:ddmg the ertor slgnﬁl to the current that supplies
the laser and determines the lasef'emlsswfi" ﬁequency

The clock transition is detected in the second optical interaction region. Af-
ter the atomic beam has passed through the microwave interaction region, the
population of the F = 3, mp = 3 level is proportional to the probability that
the clock transition has occurred. The number of atoms that the incident laser
light transfers from the F = 3 level of the ground state to the F' = 3 level
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Fig. 6.17. Experimental resonance curve in an optically pumped caesium beam tube.
The width of the central fringe is 500 Hz. Taken from [6.17].

of the excited state is proportional to this probability, The same goes for the
flux of fluorescence photons. The mean number of photons emitted when an
atom in the ¥ = 3, mp = 0 state is detected is equal to about four. These
are collected with the greatest possible efficiency, in a suitable optical system,
in order to ensure that the useful signal is as large as possible compared with
stochastic fluctuations. The latter result from thermal excitations in the pho-
ton detector, among other things. Unwanted light sources are also minimised
as far as possible in the vicinity of the detector. They arise from reflection or
scattering of the light beam introduced into the caesium beam tube.

In the described arrangement, state selection and detection are carried out
using a pumping transition. In practice, optical pumping is completed when the
atoms leave each optical interaction tegion, a few millimetres long. It follows
that:

e atoms are used as efficiently as possible;

o the velocity distribution of detected atp‘ms is, in practlce,,, precisely the
Maxwellian distribution of atoms in a beam

 the detected signal is insensitive to the amplitude and frequency noise of the
laser.

Figure 6.17 shows an example of the resonance signal obtained in an opti-
cally pumped caesivm beam tube similar to the one just described, when the
microwave excitation frequency sweeps across the clock transition frequency
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[6.17]. It can be observed that the lateral Ramsey fringes for this resonance
curve are extremely attenuated compared with those in Figure 6.7, This is ex-
plained by the broader velocity distribution in optically pumped caesium beam
tubes. .

The single-laser caesium beam tube described above is well suited to com-
pact systems. Other configurations using different optical transitions have also
been studied experimentally. We shall give two examples. The first relates to
optically pumped caesium beam laboratory standards, whilst the second aims
to improve efficicncy in state preparation.

In laboratory devices, detection is improved using a cycling transition (Sec-
tion 6.2.2¢). For example, the following arrangement is used [6.35]. The atomic
beam is prepared by exciting the transition between level F = 4 of state 25, P
and level £/ = 4 of state 2P3 /2. This populates the ¥ = 3, my = 0 sublevel
and depopulates the ' = 4, mp = 0 level. The microwave interaction then
repopulates the F = 4, mp = 0 sublevel. The latter is detected by means of
a second laser source tuned to the cycling transition ¥ = 4 <» F' = 5. The
spectral purity of this laser is of the utmost importance, We thus obtain sey-
eral dozen fluorescence photons for every atom that has undergone the clock
transition. This increased photon flux masks the intrinsic noise of the detec-
tor, thereby improving the signal-to-noise ratio of detection. The latter tends
towards the limit imposed by the shot noise of the detected photons. Further-
more, the number of flucrescence photons emitted by each atom is proportional
to its transit time through the light beam, so that detection via a cycling tran-
sition favours slow atoms. For a given separation between the two oscillatory
fields, we thus obtain a narrower resonance than when a single laser is used.

State preparation efficiency can be improved by pumping with two suitably
polarised lasers. Several pumping schemes are possible. For example, one laser
is tuned to the F = 3 <> F' = 4 transition. It pumps atoms in the F = 4 Jevel
of the ground state. A second laser, tuned to the F = 4 <> F’ = 4 transition,
depopulates the F = 4 level, with the exception of the ¥ = 4, mp = 0 sub-
level, because the transition with # — F' = 0, mg — mm = 0 is forbidden.
Finally, all atoms tend to gather in the (4, 0) sublevel. Theory and experiment
show that at least 90% of atoms released by thte source can thus be transferred
into this sublevel. Figure 6.18 dompares thé experimental microwave spectrum
of the seven caesium atom transitions satfs‘fyi!hg AF =1, Amyp = 0 depend-
ing on whether states have been prepared with one or two lasers [6.36]. In
the latter case, the intensity of the clock transition is greatly increased, whilst
the intensities of the other AF = 1, Amyr = 0 transitions are significantly
attenuated, since the F = 4, mp # 0 levels are depopulated. However, it
was observed that, using the lasers available at the time this experiment was
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MM

Fig. 6.18. Microwave spectrum of the caesium atom., (a) Single-laser pumping, (b) two-
laser pumping. Vertical scales are the same, but horizontal scales are different. Taken
from {6.36].

carried out, increased state preparation efficiency was accompanied by a re-
duced signal-to-noise ratio for observation of the hyperfine resonance. More
recently, it has become possible to take full advantage of this improved state
preparation using lasers with very narrow emission spectra [6.37].

(b) Medium term frequency instability

As there is no loss of atoms through selective deflection of velocities, and
because atoms are more efficiently prepared, the resonance signal is stronger in
an optically pumped caesium beam tube. The umpr@vemem factq,r, as measured
by Ipy, is of the order of 100. C i MY

This advantage must be set off against the fact that the resonance is broad-
ened. Indeed, in standard magnetic deflection tubes, the atomic velocity dis-
tribution can be displaced towards lower speeds. Typically, the most probable
speed of detected atoms lies close to 140 ms™! in commercial magnetic de-
flection tubes, and between 200 and 250 m s~ in optically pumped tubes.
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In single-laser compact models, noise perturbing observation of the reso.
nance is dominated by noise from the photon detector used in the second op.-
tical interaction region. When detection is carried out by means of a cycling
transition, a more favourable situation can be achieved in which observed noise
arises mainly from shot noise among collected photons.

The advantage gained by a stronger resonance wins through, however. The
medium ferm frequency stability of optically pumped caesium clocks (Fig-
ure 6,11) is better than that of instruments based on magnetic state selection.
This has been checked both in compact devices [6.38] and in long ones [6.19],
A frequency stability of 3.8 x 107127172 has been obtained using two laser
radiations for thie state preparation, by optical pumping, and a third for state
detection, by a cycling transifion [6.37].

(c) Residual frequency shifts

By optically pumping caesium beam tubes, we obtain a better control and a bet-
ter understanding of the values of frequency shifts affecting hyperfine structure
transitions. A further frequency shift occurs, called the light shift. It 1s due to
perturbation of hyperfine energy levels by the light itself, but it is small and
does not produce harmful consequences.

Neighbouring transitions and second order Zeeman effect. One important
advantage of optical pumping is that it allows us to obtain a symmetrical mi-
crowave spectrum, as can be seen in Figure 6.12b. The conditions leading to
this are easily satisfied. Pumping light must be polarised perpendicularly to the
magnetic field Bg and the laser frequency must be centred on the optical tran-
sition frequency, in such a way that hyperfine sublevels characterised by the
same value of |m | are equally populated. Rabi and Ramsey pulling then dis-
appear, because nearby transitions perturb the clock transition symmetrically.

The fact that there are no state selecting magnets makes it easier to produce a
more homogeneous magnetic field in the microwave interaction regions, since
such magnets produce strong magnetic fields outside the core. This in turn
reduces uncertainty concerning the value of the frequency shift due to the sec-
ond order Zeeman effect. In addition, Majorana transitions are also easier fo
avoid.

Second order Doppler effect and effect of phase difference between the
two oscillatory fields. Atomic velocities are greater in an optically pumped
resonator than in a magnetic deflection device. However, the velocity distri-
bution is better known. The same is true of the atomic trajectories. Moreover,
identical velocity distributions are associated with each possible trajectotry.
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The second order Doppler effect and existence of a phase difference between
the two oscillatory fields therefore lead to larger frequency shifts, but with
smaller uncertainties. As the velocity distribution is broader than for magnetic
deflection, these frequency shifts are more strongly dependent on the value of
the parameter b defined in (6.18), proportional to the amplitude of the oscil-
Jatory field. This has no serious consequences when the value of b is servo
controlled in such a way as to satisfy (6.76).

Effect of cavity detuning. For given cavity detuning and separation L be-
tween the oscillatory fields, the frequency shift is bigger in an optically pumped
tube because the greater Speedaof the atoms broadens the atomic resonance.
However, this frequency shift vanishes when the value of b is servo controlled,
as already explained.

Light shift. The energies of the two ground state hyperfine structure levels are
modified by the laser excitation, This produces a shift in the clock frequency
[6.4], known as the light shift.

In an optically pumped caesium beam tube, the frequency shift is due to light
perturbing atoms in the microwave interaction region. This light arises from
fluorescing atoms in the region common to the atomic beam and light beam,
and possibly also from unwanted reflection and scattering of the incident light.

Theoretical analysis and experimental investigations have been carried out
on this shift [6.18, 6.39, 6.40]. It is estimated to have a relative value of around
10~14 in long laboratory tubes and around 10~'% in compact tubes. It can
be measured accurately enough not to pose a problem at the present stage
in the development of optically pumped caesium beam frequency standards
[6.18].

Other frequency shifts. Frequency shifts that have not been mentioned above
(e.g., effects of blackbody radiation, collisions, unwanted spectral components,
imperfect electronics) do not differ significantly in the two types of caesium
beam tube. "

(d) Long term frequency instability, non-reproducibility and inaccuracy

In optically pumped caesium beam frequency standards, it is easier to con-
trol undesirable frequency shifts and their uncertainties are potentially smaller
than in magnetic deflection instruments. This favours a reduction in long term
frequency instability, non-reproducibility and inaccuracy.
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Relatively recent assessments of optically pumped caesium beam frequency
standards have confirmed their potential. The inaccuracy of a laboratory prj.
mary standard has thus been estimated at 6.3 x 1071 and that of a compagy
instrument at 4 x 10713 [6.18, 6.38].

It scems likely that optically pumped frequency standards will be able o
attain long term frequency instabilities and inaccuracies approaching 10713,

(c) Conclusions

Optical methods clearly bring with them several advantages. The caesium
beam tube is easier to make because atomic trajectories are barely deflected,
The more difficult components from a manufacturing point of view, such ag
the hot wire detector and especially the electron multiplier (in commercial
devices) are no longer needed. The fact that frequency stability is improved,
an advantage in itself, means also that residual frequency shifis are easier to
measure. Optically pumped primary frequency standards deliver frequencies
agreeing with their magnetically deflected counterparts. This is highly signifi-
cant, showing that instruments realising the time and {frequency unit in different
ways exhibit no systematic bias due to some unknown cause.

6.4.3 Laser-cooled caesium clock

It has long been recognised that the characteristic features of caesium clocks
are heavily dependent on the speeds of the atoms whose transitions they ex-
ploit. Indeed, as we have shown above, the frequency instability decreases as
the resonance line narrows, that is, as the atoms move more slowly. In addition,
many frequency shifts are increasing functions of the speed.

The development of methods for cooling atoms has opened up very promis-
ing prospects for reducing frequency instability, residual frequency shifts and
inaccuracy of caesium atomic frequency standards. We shall present two of
these cooling methods. We shall then examine a primary frequency standard
using a fountain of cold caesium atoms and describe its performances. This
will be followed by a description of projects for cold caesium atom frequency
standards designed for use in space. Finally, we shall outline the possible ad-
vantages of using rubidium insfead of cassium atoms.

(a) Cooling atoms by laser irradiation

A low temperature oven cannot produce an intense beam since vapour pressure
is a decreasing function of temperature. Furthermore, the atomic velocity dis-
tribution in the vapour phase, in thermodynamic equilibrium with the containet
walls, tails off rapidly for speeds significantly smaller than the most likely
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speed. For example, in a caesium beam produced by an oven at 100 °C, the
probability of observing atoms with a speed equal to 5 ms ™1 is 3 x 10" times
lower than the probability of observing atoms whose speed equals the most
likely speed in the beam, viz., 260 ms~". In addition, slow-moving atoms are
more widely deflected by collisions. It follows that an atomic beam tends to
contain very few cold atoms, This is why Zacharias was unable to produce an
atomic fountain in the 1950s [6.41]. His idea was to direct an atomic beam ver-
tically upwards. Only the slowest atoms would not reach the top of the device
and so would fall back down. In the meantime, they would have been subjected
to an oscillatory field during both the rise and the fall, in an interaction zone
Jocated close to the atom source. The device was several metres tall to ensure
that the time of flight 7 between the two interaction zones would be of the
order of one second.

It was not therefore possible to build atomic frequency standards based on
very cold atoms until novel cooling processes had been discovered. The latter
arose from various proposals formulated between 1970 and 1975 for cooling
atoms in the vapour phase by subjecting them to a continuous photon flux.
Theoretical estimates then predicted that it should be possible to cool and even
completely immobilise the atoms via momentum and energy exchange with
the photons [6.42, 6.43, 6.44]. The development of semiconducting lasers with
very high spectral purity emitting at 0.85 pum led to applications to caesium
atoms from the middle of the 1980s. Since then, many laser-cooling processes
have been devised, analysed and investigated experimentally [6.45, 6.46, 6.47,
6.48, 6.49].

We shall describe the conceptually simplest method for decelerating atoms,
used in the first stage of the cooling process. We shall also consider the more
subtle method then implemented to perfect the cooling operation, which brings
temperatures down as low as 2 pK,

Doppler cooling. Consider the experimental setup illustrated in Figure 6.19a.
An atom is subject to two monochromatic progressive light waves, of the same
intensity and the same frequency fi,, propagating in opposite directions. Fig-
ure 6.19b shows the absorption spectrum of the atom, centred on the resonance
frequency fp. This spectrum is associated $with a-;}:rapsiffon} betiveen a ground
state level and a level of the excited state ZP3 "of thie éabsitim"atom. The fre-
quency of the light waves is offset so that

fL< fo. (6.77)

1

If the atom absorbs photons propagating towards the right, it receives extra
momentum in this direction. A few tens of nanoseconds after absorbing each
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Fig. 6.19. Doppler cooling. (a) An atom, resonating at frequency fp, is subjected to
two light waves of the same amplitude and the same frequency fi, < jfo, propagating
in opposite directions. (b) The atom absorbs more photons from the laser beam that
opposes its displacement.

photon, the atom decays by emitfing a fluorescence photon. This emission is
isotropic and the recoil momentum associated with fluorescence averages to
zero, The overall effect is that the atom gets pushed towards the right. Like-
wise, the light beam directed towards the left tends to push the atom in this
direction.

Let us suppose the atom begins at rest. It absorbs on average the same num-
ber of photons from each wave. The mean force felt by the atom is therefore
zero, If now the atom is moving at some speed v along the light beam axis,
the Doppler effect steps in. In the reference frame of the atom, everything
happens as if the frequency of the light waves were shifted by the quantity
Afbep = fLv/c in absolute value. The frequency of the wave towards which
the atom is moving seems to approach its resonance frequency, whereas the fre-
quency of the other wave seems to move away from that frequency, as shown
in Figure 6.19b, The atom therefore absorbs mote photons opposing its mo-
tion than photons that would ffb,vour..that mjetion, and consequently it suffers a
braking effect. This can be described by ™

F=—av, (6.78)

where o is a coefficient of viscous friction. The latter is maximal when the
frequency of the two light waves is less than the atomic resonance frequency
by a quantity equal to the half-width of the resonance curve, which amounts
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to about 2.5 MHz for caesium. The coefficient of friction is proportional to the
intensity of the light waves.
It is easy to show that, for each absorption—emission cycle, the speed of the
atom changes by
h

Av=—o 6.
V= (6.79)

where M is the mass of the atom and X the wavelength of the radiation. For
caesium, Av = 3.5 X 1073 ms~!. The atom must therefore go through several
iens of thousands of absorption—emission cycles before it acquires a veloeity
sufficiently close to zero. The laser light must therefore be fairly intense if
cooling is to last for only a frattion of a second.

This viscous deceleration by the Doppler effect cannot produce arbitrarily
small speeds. Indeed, the atom is subject to a residual excitation resulting from
the random nature of the process itself. Each fluorescence photon is emitted in
a random direction and so the atom recoils in an equally random manner. Like-
wise, the number of fluorescence cycles occurring in a given lapse of time is
random and consequently the change in the atom’s momentum during this time
is also random. A temperature can be associated with this residual excitation.
It can be shown that Doppler cooling cannot reduce the temperature below Tp
given by

7
kTp = — , (6.80)
27 ‘
where 7 is the lifetime of the excited state. The value of T is close to 120 pK
for caesium. ’

The arrangement shown in Figure 6.19a achieves deceleration in one dimen-
sion. Using three pairs of laser beams in mutually o: *hogonal directions, atoms
can be decelerated in all three dimensions. In each pair, the two light. waves
have the same frequency and amplitude and they propagate in opposite direc-
tions. This can be obtained by reflecting the Iaser beam back along its path.

At the intersection of the three pairs of beams, atoms undergo a viscous
force that slows them down whilst conferring a very small scattering velocity
upon them. This 18 why the region at the intersection of thé'. three laser beams
is called an oprical molasses. ° ‘, Ly a

Equation (6.78) is valid if atomic speeds arg, sqfﬁcwntly sniiall, so that the
Doppler frequency shift does not greatly exceed ‘the width of the atomic res-
onance. If the braking effect is to be effective, the initial speeds of the atoms
must therefore be less than a capture speed v, such that

A

UN_

27T

; ~ (6.81)
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which is independent of the laser intensity, where A is the wavelength of the
light radiation and 7 the lifetime of the excited state. In the case of caesium, y,
is of the order of a few metres per second.

In practice, the cocling method considered here is applied to atoms con-
tained in a cell at very low pressure. Their speeds are distributed over a wide
range and, although it is small, the probability of finding atoms with speeds
below a few metres per second is non-zero. When these enter the optical mo-
lasses, they are trapped and cooled. The velocity distribution of the atoms iy
the cell regenerates through collisions with gaseous phase atoms or with the
cell walls, since these collisions redistribute the velocities randomly. In the
end, a great many atoms can be trapped. Typically, for laser beams measuring
2 ¢m in diameter and having intensities of the order of 10 mW cm™2, a ball
of cold atoms is obtained, about 1 cm in diameter and containing around 107
atoms. Cooling takes about 100 ms.

Properties of the optical molasses can be improved by superposing a non-
uniform magnetic field. We may thereby arrange for a restoring force propor-
tional to the distance from the centre of the molasses. Atoms are then trapped in
a potential well called a magreto-optical trap. Higher atomic densities are then
obtained. However, the presence of a magnetic field and the fact that it must
be switched off when the atoms are extracted creates practical constraints. As
a result, it is usually preferred to cool atoms in a simple optical molasses when
they are intended for use in a caesium clock.

Cooling by the Sisyphus effect. It came as a great surprise when it was ob-
served that temperatures below the Doppler limit in (6.80) could be attained.

In fact, more subtle and even more effective cooling mechanisms exist that
do not appeal to the Doppler effect. One of these is based on spatial variations
in the polarisation of light in a stationary wave and the presence of a large
number of energy sublevels in the ground state caesium atom. Cooling occurs
through the combined action of energy variations (light shifts) in the ground
state sublevels, under the influence of the light, and optical pumping [6.45,
6.46].

Consider a stationary wave formed by superposing two equal amplitude light
beams, with orthogonal lmf;ar pmlarlsatlons plopaga‘ung in opposite direc-
tions. In the stationary wave, the pol,arfshuon of the light varies continuously
between the linear, right circular, linear, left circular and linear polarisation
states, over a distance equal to A /2.

We shall simplify the discussion of the .cooling mechanism by supposing
that the ground state possesses only two sublevels, Their energy is perturbed
by the light radiation and depends on its polarisation. The energy of the sub-
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Fig. 6.20. Cooling by the Sisyphus effect. Through its motion, the atom climbs towards
a potential peak. Optical pumping causes it to fall back into a trough.

levels therefore varies spatially, with a periodicity of A /2. This is shown in
Figure 6.20 in a one-dimensional representation. The energy of sublevel 1 is
minimal when that of sublevel 2 is maximal, and vice versa.

Let us assume that, at some initial time, an atom occupies sublevel 1 and
that it is located in a trough of the potential energy. If it moves to the right, for
example, its potential increases and its kinetic energy therefore decreases, i.e.,
the atom is slowed down. It so happens that it is at the peak of the potential that
the light polarisation maximises the probability of the atom being pumped into
the excited state. When it reemits a fluorescence photon, it almost immediately
finds itself, with high probability, in sublevel 2. But this level has a trough
at precisely this location. Continuing its motion, the atom climbs towards the
next peak, once again losing kinetic energy. In the end, it will be trapped at the
bottom of a valley. The result would have been the same if the atom had moved
towards the left, or if it had started in level 2.

This cooling phenomenon has been called the Sisyphus effect in a refer-
ence to the hero of Greek mythology WhD.q‘Vs{ElS condenjnied to push a rock up
a mountain, whereupon it immediately proceedeg] tQ 1} back' down into the
valley.

In this way, an optical molasses is produced via a mechanism that does not
appeal to the Doppler effect. Its features depend differently on the operating
parameters. The coefficient of friction is independent of the light intensity I,
and it is proportional to the offset § between the frequency of the light and
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the atomic resonance frequency. The capture speed is given by an equatiop
similar to (6.81), but in which the lifetime of the excited state is replaced by
a time constant characteristic of the optical pumping. The latter is inversely
proportional to /i, in such a way that the capture speed goes as f.. In practice,
this speed is smaller than for Doppler cooling. It follows that cooling by the
Sisyphus effect must be preceded by Doppler cooling.

The tempetature reached is proportional to I, and inversely proportional
to the frequency offset 8, when the latter is large compared with the natura]
resonance width, When cooling occurs by the Sisyphus effect, the lower tem-
perature limit is determined by the recoil energy of the atom when it emits 3
fluorescence photon. This limiting temperature is such that

h2

kTR ~ ——= .
M2

(6.82)
For caesium, it is close o 0.1 UK.

In practice, immediately after Doppler cooling has been applied, the inten-
sity I, of the light beams is reduced by a factor of 10, and the frequency otfset §
increased to something like ten times the natural width of the resonance, which
is 5 MHz for caesium. A temperature of around 2 uK can then be obtained
within a few milliseconds. This corresponds to a root mean square velocity of
1.5 cms™",

Launching the atoms, The ball of atoms can be launched at a controlled ini-
tial velocity by making use of the Doppler effect.

Consider once again the one-dimensional experimental setup shown in Fig-
ure 6.19a, but assuming that the light beam propagating towards the right has
frequency f1. + Ajfi, whilst the beam propagating towards the left has fre-
quency fi. — Afy.. If the atom moves to the right at speed vy such that

cAfL
fL

then in a frame of reference in uniform translational motion with the atom,
everything happens as if thé‘ frequency:of the light beam moving to the left is
increased by fivo/c = Afy, via the Dpplereffect. In this frame, where the
atom is at rest, the frequency of the laser beam thus appears to be f7.. A similar
argurnent shows that the same is true for the light beam moving to the right.

The atom is therefore dragged along by a moving optical molasses at the
speed vo = Afr.AL. Its launch velocity is determined by the value of Afi.. For
caesium, we have vg = 4.25 ms~! if Afj. = 5 MHz,

vg = = AfLiL, (6.83)
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(b) Clock based on a laser-cooled caesium atom fountain

We have seen how it is possible to launch a ball of cold atoms at a speed of
2 few metres per second. In principle, it is therefore possible to increase the
interaction time A¢ in (6.8) up to something like one second, in an instrument
of reasonable dimensions. However, in the laboratory, atoms will fall under
the effect of the Earth’s gravitational field and this must be taken into account.
If they were launched horizontally, they would fall by about 5 m after only
one second’s flight! This would lead to considerable practical difficulties. It
is better to take advantage of the Earth’s attraction by launching the atoms
vertically upwards, so that they rise up several decimetres and then fall back
down. This produces an atomic fountain, following the idea put forward by
Zacharias.

They are launched with initial speed equal to vg. The path culminates at a
height H above the launch point, given by

Y

0

H=—, (6.84)
28

where g is the acceleration due to gravity. We find H = 0.6 m when vy =

3.4 ms~!. The time taken by the atoms to follow their path and return to the

Jaunch zone is Tparh given by

2 2HN\?
Tpath = —2 = 2 ( ) . (6.85)
g g

The value of Tpun is equal to 0.7 s when the above figures are fed in.

Description of the atomic resonator. The first cold caesium atom fountain
created for the study of its properties as a primary frequency standard was
made at the LPTF (Laboratoire primaire du temps et des fréquences) in Paris
[6.21, 6.22, 6.23]. The experimental setup is shown schematically in Fig-
ure 6.21. We shall give a simplified description of the way it works.

The region in which atoms are cooled and launched, and where the atomic
states are prepared, is located at the intergection of laser beams marked M.
These have diameters of about 2 cm. In thl'é?: wone; the pa‘rthl vﬂpour pressure
of caesmm determined by the temperature of & oold pﬁmt is of the order of
10~6 Pa. Cooling and launching are carried out via a cycling transition be-
tween the hyperfine levels F = 4 of the 28, /2 state and ¥ ! = 5 of the ?Ps /2
state, To begin with, the laser power and frequency detuning are adjusted in
such a way as to capture and cool atoms through the Doppler effect. This
happens for a few hundred milliseconds. Then the atoms are set into upward
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Fig. 6.21. Schematic diagram of a cold caesium atom fountain. M is a light beam form-
ing the optical molasses and D a light beam detecting the hyperfine resonance.
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motion by shifting the frequencies:of the {%rtical'laser beams for a few mil-
liseconds. The frequency of the upward beam is shifted by Afj, > 0 and the
frequency of the downward beam by —Afi. The launch speed is given by
(6.83). The power of all the laser beams is then reduced and their frequencies
diminished by the same amount, close to 50 MHz. Atoms moving upwards
are thereby cooled by the Sisyphus effect. In this way, a ball containing about
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107 atorns is obtained in a region of about 1 cm®, The ball moves with an
initial speed of a few metres per second. The temperature of the atoms is at
this point equal to a few microkelvins. Velocity fluctuations are thus of the or-
der of 1 cm s~ . Atoms in the ball therefore move with more or less the same
yelocities.

Atomic states are prepared whilst the ball is still crossing the horizontal light
peams. The latter are then tuned to the pumping transition F = 4 > F' =4
for a few milliseconds and the atoms placed in the ¥ = 3 hyperfine level of
the ground state, All light beams are then turned off to avoid light shifting the
clock transition.

The atoms enter a region where the partial caesium pressure is extremely
Jow, of the order of 10728 Pa, in order to limit the effect of collisions with the
residual caesium vapour. They cross the cylindrical resonant cavity for the first
time. The cavity is continuously supplied with a signal at 9.192 . .. GHz. They
reach the top of their parabolic path, about 30 cm above the cavity, then fall
back, crossing the oscillatory field for the second time. The time of flight 7" be-
tween the two crossings is about 0.5 s. In the axial region of the resonant cavity
crossed by the atoms, the ultrahigh frequency magnetic field is oriented verti-
cally. The whole region enclosing the resonant cavity and the zone in which the
atoms turn back from their upward motion is protected by magnetic shielding
made from several layers of material with very high magnetic permeability.
A solenoid creates a vertical static magnetic field, which is both uniform and
stable. The value of By is small, being close to 1077 T.

The atoms fall until they reach the detection zone, located below the launch
point. As they have a non-zero transverse velocity component, they do not all
pass into the detection area. A typical number would be around 10° atoms.
Those that have made the clock transition are now inthe F = 4, mp = 0
hyperfine sublevel of the ground state. They are detected in a stationary
wave formed by the two beams labelled D, tuned to the cycling transition
F =4 < F' = 3. The number of photons collected is proportional to the
probability that the clock transition has occurred. A special procedure is used
to reduce variations in the detection signal due to fluctuations, from one launch
to the next, in the number of atoms contamed in the ball.

The atomic resonance is detected sequentyally mformatlon C‘oncemmg the
resonator response is collected roughly every seoond *,,Frg‘[]re 6.22 shows a res-
onance curve obtained by varying the excitation frequency by 0.1 Hz from
one launch to the next [0.21]. In this experiment, the time of flight T’ between
the two oscillatory fields was equal to 0.5 s. The width at half maximum of
the central fringe is 1 Hz, in agreement with (6.19). The width of the Rabi
pedestal, which depends on how long it takes the atoms to cross the oscillatory
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Fig. 6.22. Response of a cold caesium atom fountain. The origin on the frequency scale
ig placed at the ground state hyperfine transition frequency. From [6.21].

field, is 60 Hz. Ramsey fringes are visible over the whole frequency range ex-
plored, because the atoms all have nearly the same velocity. The central fringe
is described by (6.17).

Servo controlling an oscillator on the atomic resonance frequency. Since
the response of the atomic resonator is only available at a series of discrete
times, the method used to servo control an oscillator on the atomic refer-
ence frequency must be adapted in consequence. The excitation frequency at
9.192...GHz is synthesised from the signal produced by the oscillator to be
controlled and modulated by a square wave. During one measurement cycle,
whilst one ball of atoms is prepared and follows its ballistic trajectory, the
excitation frequency is v; + vy, where vy, is the modulation depth, equal to
the half-width of the resonance at half-maximum. At the end of this cycle,
the number of detected phot@ns is Nt. Over thei‘ next cycle, the applied fre-
quency is v; — vy and the réspotise ig. NN detested photons. The difference
Nt — N~ is zero on average, if v; equals the hyperfine transition frequency of
the ground state caesium atom. Otherwise, this difference constitutes an error
signal which is then fed into a digital integrator. The output acts upon the oscil-
lator frequency and the latter is thus servo controlled by the atomic resonance
frequency.
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(c¢) Frequency instability
The medium term frequency instability for this type of atomic frequency stan-
dard is determined by fluctuations in the number of detected photons. It can be
shown that the Allan deviation for the relative frequency fluctuations, defined
in Section 5.2.6, is given by

V2 ouy Tc”%—lﬂ _
T Qat N
The parameter Qq¢ is the quality factor of the atomic resonance, oyy is the

standard deviation of the difference N T — §N~ between the fluctuations in
N1 and N7, N is the mean vallie of N* and N, and 7. is the duration of one

(6.86)

O’y(f) —

cycle.
The quality factor has a very high value, around 1010, because slow atoms

are used, and this cleatly implies extremely small frequency instabilities. In
19097, the value measured in the prototype instrument was 1.5 x 10~13¢—1/2
[6.22]. Figure 6.11 shows that this instability is smaller than in other types
of caesium clock. In fact, in this measurement, the frequency instability was
determined by the spectral quality of the oscillator whose frequency is servo
controlled by the atomic resonance. The origin of this limiting effect has been
understood. It is related to non-linear effects (aliasing) occurring in the control
loop. However, explanation of this effect goes beyond the scope of the present
book.

This frequency instability has been reduced and it has attained the value
predicted by (6.86), replacing the quartz oscillator by an oscillator with en-
hanced spectral purity [6.23]. The resonator of the oscillator in question is a
sapphire ring cooled to the temperature of liquid helivm [6.50]. The frequency
instability is then 4 x 10141/, This value is the smallest ever obtained by a
primary frequency standard. It represents a frequency instability close to 10716
for T = 1 day.

(d) Frequency shifts and inaccuracy

Frequency shifts depending on atomic velocities. Because the atoms are
moving so slowly, the frequency shift due tq, the second order Doppler effect is
reduced to roughly 10718, The uncertainty iff its value is ne,é(‘u:ﬁn:u; y small since
the speeds of the atoms are very precisely knowil dver their traj ectories.

The phase difference that may exist between the oscillatory fields in the
two branches of a resonant cavity no longer presents any problem in fountain
clocks. Indeed, we now have a single oscillatory field which id crossed twice by
the atoms. The only remaining effect here is the spatial variation of the phase of
the oscillatory field in the cavity. Because atomic paths diverge, atoms are no



182 Atomic frequency standards

longer subject to the same phase during their two transits. Given the low speeds
of the atoms, the residual first order Doppler effect is estimated at 2 x 10716,

Frequency shifts depending on the quality factor of the atomic resonance,
In the cold caesium atom fountain, the quality factor Qg of the atomic reso.-
nance is about a hundred times greater than in laboratory standards based op
thermal beams. Frequency shifts depending on the value of Q0 are therefore
strongly suppressed. This is so in particular for the effects of cavily detuning,
which vary as Q2. These effects can be reduced to a level of 10716, The
uncertainty in these frequency shifts becomes negligible.

Frequency shifts depending on nearby transitions and the static magnetic
field. As the widih of the Rabi pedestal is considerably reduced and optical
pumping guarantees a high level of symmelry in the caesivm microwave spec-
trum, neighbouring transitions can be brought closer to the clock transition by
reducing the value of the magnetic field By to about 10~7 T. In addition, the
upiformity of the magnetic ficld can be probed by launching atoms up to dif-
ferent heights. The uncertainty in the frequency shift arising from the second
order Zeeman effect and nearby transitions can be reduced to a few multiples
of 1071¢,

Frequency shifts due to collisions, In the ball of cold atoms, the atomic den-
sity differs only slightly from that obtained in a standard caesium beam. How-
ever, the cross section for the spin-exchange frequency shift increases when
the temperature falls [6.51], and the shift in the clock transition frequency be-
comes measurable by varying the atomic density [6.21, 6.22, 6.52]. It has a
value of about 1014 in typical conditions. Exirapolation to zero density elim-
inates the collision effect. The relative uncertainty in the measurement result
is currently smaller than 10%. The frequency shift due to collisions can be
reduced. By an improved cooling method, more sophisticated than those dis-
cussed in Section 6.4.34, the transverse component of the atomic velocities can
be reduced in such a way that over the whole trajectory, the atomic density is
never much greater than its nesldual valug in the detection zone. The latter is
the value determining long term fregquency’ 11nstab1l1ty It is aiso possible to per-
fect the preparation of the atoms by suppressing mr # 0 sublevels which only
contribute to collisions.

Other frequency shifts. Frequency shifts that do not depend on the structure
of the instrument, such as the shift resulting from blackbody radiation, can be
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evaluated with an uncertainty below 10713, Frequency shifts with instrumen-
tal origins, such as those due to Majorana transitions and unwanted spectral
components in the ultrahigh frequency signal applied to the atoms, can be suf-
ficiently well assessed to ensure that their value remains below 10715,

Inaccuracy. By producing fountains of laser-cooled caesium atoms, a spec-
tacular leap has been made towards reaching the ideal of an isolated atom at
rest. An inaccuracy of 10~1° has been achieved [6.23]. Further improvements
are likely to bring a value close to 1071® within our grasp. Many metrology
laboratories have undertaken the construction of cold caesium atom fountains
with a view to achieving this objective.

(e) Laser-cooled caesium clock in space

In order to increase the quality factor Oy of the atomic resonance and thereby
reduce the frequency instability whilst at the same time holding down vatia-
tions in the frequency shifts that depend on this factor, the time of flight T
between the two oscillatory fields must be increased. In the presence of grav-
ity, the fountain height must be increased by a factor of 4 in order to double
the value of (y, as can be seen from (6.85). Limitations may then arise from
non-uniformity in the magnetic field, for instance. On the other hand, in the
absence of gravity and for a given separation L between the two oscillatory
fields, T depends only on the initial speed vg in the beam. We may therefore
obtain large values of 7" for reasonable values of L (e.g., I = 0.5 m) by reduc-
ing the initial speed (e.g., vg = 10 cms~1). Such a situation can be realised
on board a satellite. Both the atoms and the instrument containing them fall in
the same way so that, after launching, the atoms appear to move with constant,
straight line motion in the frame of reference of the experimental device. The
Pharao project (Project d’Horloge Atomique par Refroidissement d* Atomes en
Orbite) aims to study such a caesium clock in microgravity conditions. Several
French research centres are involved, under the auspices of the CNES (Centre
national d’études spatiales).

A prototype has been built and successfully tested in the reduced gravity
conditions occurring during parabolic flights of a jet plane [6. 53] In space, it
is expected that the frequency instability for*ﬁ = 1 day and the maccuracy will
both be about 10715 A

This clock and a hydrogen maser [6.54] will probably be installed on the In-
ternational Space Station in 2004 during the European Space Agency’s ACES
mission (Atomic Clock Ensemble in Space) [6.55]. Microwave and optical
links will provide the means for time and frequency comparisons with ground
stations.
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The objectives of ACES include improved measurement of the gravitationa]
frequency shift, better tests of the isotropy of the speed of light, and the search
for possible variations in the fine structure constant o, With its time transfey
equipment, ACES will make it possible to compare time scales produced by
remote ground laboratories with an nncertainty as low as 30 ps per day, much
smaller than the uncertainty provided by the GPS system (Section 5.6.3).

Similar projects are under development in the USA [6.56, 6.57].

6.4.4 Laser-cooled rubidium clock

The rabidium 87 atom can be optically pumped just as well as the caesium
133 atom, since semiconductor lasers exist at the appropriate wavelength (see
Table 6.1). The interest in building fountains of Jaser-cooled rubidium atoms
was clear from the moment it was predicted that the collisional frequency shift
of the rubidium 87 hyperfine transition should be significantly smaller than
in caesium 133 at equal densities [6.58]. This very interesting property has
been confirmed experimentally [6.59, 6.60]. It provides an opportunity to di-
minish the most bothersome frequency shift, and at the same time to reduce
frequency instability by somewhat increasing the atom density. A comparison
between the metrological properties of caesium and rubidium frequency stan-
dards based on fountains of laser-cooled atoms is now underway.

As a result of the first experiments, a measurement of the hyperfine transition
frequency of the rubidium 87 atom has been made with an uncertainty of 1.3 x
10-14 (see Table 6.1) [6.601].

6.5 Hydrogen masers

The hydrogen maset was invented on the basis of research carried out by Ram-
sey and his team at Harvard, USA, at the end of the 1950s [6.24]. The original
aim was to narrow the hyperfine resonance line observed in a caesium beam by
passing it through two separated oscillatory fields. To this end, the atoms were
held in a cell situated on their path, unable to escape until they had collided
several times with the cell walls. The latter were coated with an extremely in-
ert material, such as Teflon qr, parafﬁn wax. The experiment was successful.
The time interval T between’ mtefddtlons “Wlth the two oscillatory fields was
increased. However, this success wWds c@unterbalanced by a broadening and at-
tenuation of the hyperfine resonance line, caused by the collisions themselves.
In addition, the frequency of the resonance was shifted.

Tt was then realised that hydrogen atoms would be less perturbed by such
collisions, because they have smaller mass and less pronounced electrical po-
larisability. However, the ionisation energy of the hydrogen atom is very high
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and it cannot be detected by the hot wire method, in contrast to the caesium

atom, Optical methods are also very difficult to implement, because the rel-

evant wavelengths for transitions between the ground state and excited states T;;.,L[a,(.
fie in the extreme uliraviolet (see Table 6.1). It was therefore decided to de- f"“t
tect the hydrogen atom using its stimulated emission, as had previously been

done in the ammonia maser [6.62, 6.63]. The first hydrogen maser was then
successfully built in 195960 [6.64].

The hydrogen maser scon became widely used in the USA as a spectrometer
and highly stable frequency standard [6.64, 6.65]. Many research centres began
to study and develop the idea in Australia, Canada, China, France, Japan, West
Germany, Romania, the United*Kingdom, Switzerland and the USSR.

At the present time, several hundred hydrogen masers are in use around
the world. The majority were built in the USSR [6.66]. In its active (auto-
oscillating) form, the hydrogen maser is the time and frequency standard with
the smallest frequency instability for sampling periods between 1 s and a few
hours, as can be seen from Figure 6.11. (In this figure, it is assumed that the
resonant cavity of the hydrogen maser is not controlled by an automatic tuning
device. With such an addition, the long term frequency instability is dimin-
ished.) In its much more compact passive form (Table 6.2, Section 6.9), the
medium term frequency instability of the hydrogen maser, typically close to
10127 -2 s smaller than that achieved in commercialised caesium beam
standards. The inaccuracy of (active and passive) hydrogen masers is not as
small as it is in laboratory caesium beam standards (Table 6.3). This is due to
collisions with the walls of the cell enclosing the atoms. It is nevertheless sim-
ilar to values for commercial caesium standards. Today the hydrogen maser is
mainly used in time and frequency metrology, radioastronomy, geophysics and
experimental checks of relativity theory.

The most significant prospect concerns the cryogenic hydrogen maser. The
aim is to take advantage of the interesting properties of hydrogen atom colli-
sions on a helium film at a temperature below 1 K.

6.5.1 Basic principles of the hydrogen maser
£y . .
The hyperfine transition frequency of the grtund state h%ii_irqge@atom is close

to 1420 MHz (Table 6.1). The corresponding value of the wavelength in the
vacuum is thus close to 21 cm. The transition used in the hydrogen maser is
the same as the one observed by radio astronomers studying interstellar clouds
of atomic hydrogen. Such observations lead, among other things, to measure-
ments of the radial velocity component of these clouds, because the transition

frequency is Doppler shifted.
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Fig. 6.23, Schematic diagram of a hydrogen maser. The atomic beam is usually
vertical.

The original construction of the hydrogen maser is shown schematically in
Figure 6.23.

A radiofrequency discharge lamp dissociates a flow of molecular hydrogen.
This atomic hydrogen source is connected via one or more capillary tubes to a
high vacuum region. A collimated atomic hydrogen beam with circular cross
section is thus formed. The four hypertine levels (Figure 6.3) are equally pop-
ulated at the source outpult.

States are separated by magnetic deflection (Section 6.2,2). The atomic
beam crosses a multipole magnet. This comprises four or six poles, magne-
tised alternately north and south, positioned at regular angular intervals around
the beam axis. The poles are located roughly 1 mm from the axis, The magnetic
field is contained in a cross section. To a first approximation, its modulus is in-
dependent of the polar angle and grows steadily from zero on the axis to a value
close to 1 T near the poles ThlS field deflects atoms in states F == 1, mp =0
and F=1mp=1 towaro;ls the axis; whllst tendmg to push atoins in states

=1, mp=—1land F = 0,»m¥ = @ away from the axis. The tube into the
smmge bulb serves as a diaphragm and it may be considered that only atoms
instates F=1, mp=0and F = 1, mp = 1 are selected. Among these, it i
atoms in the state (1, 0) that play the main role. The flux entering the confine-
ment zone is of the order of 1012 to 10'3 atoms per second. The corresponding
partial pressure is of the order of 10> Pa.
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The storage bulb is made of quartz, which ensures low dielectric losses. It
generally has volume between 1 and 2 dm?>. The inner wall is coated with
a fluorine-containing polymer like Teflon. The hydrogen atoms can thus go
through 10% to 10° collisions with the walls before their wave function is sig-
nificantly perturbed. Practically speaking, this means that confinement times
close to 1 s can be obtained.

The confining cell is located at the centre of a cylindrical resonant cavity
whose axis lies along the axis of the atomic beam. This cavity is tuned to the
frequency of the atomic transition. For the design shown in Figure 6.23, the
diameter and length of the cavity are around 27 cm,

The general shape of the ulteahigh frequency magnetic field lines is shown
by thin lines. Atoms are confined near the centre of the cavity resonance mode,
in a region where the phase of the magnetic field is constant. Hence, the tran-
sition frequency is no longer affected by the first order Doppler effect (Sec-
tion 6.2.3) and the width of the atomic resonance is effectively of the order of
1 Hz,

A solenoid, with axis parallel to the cavity axis, produces a constant and
uniform magnetic field of around 107 T. As the ultrahigh frequency magnetic
field is roughly parallel to the static field over the region available to the atoms,
the clock transition

F=1 mrp=0 <«— F=0,mrp=0

is allowed to take place by the selection rules.

The hydrogen maser also has magnetic shielding, made from four or five
layers of material with very high magnetic permeability. It encloses the res-
onant cavity and attenuates surrounding field variations by a factor of 10* or
10°.

In most mstruments made today, the axis, parallel to the atomic beam, is
aligned vertically.

6.5.2 Oscillation condition

Upon entering the storage region, the flux 7 of atoms in the state ¥ = 1, mp =
0 greatly exceeds the flux of atoms in thes:s;l;ate F = 4§, my ,‘*f 0. Because
the energy of the level (1, Q) is greater than that-of l,ev‘é'l (0 0’) (Figure 6.2),
the atomic beam carries energy into the resonant cavity. The atoms can thus
amplify the ultrahigh frequency field already present in the cavity, provided
that its frequency lies very close to that of the hyperfine transition. They can
also sustain an auto-oscillation if the energy carried by the atomic beam is
sufficient to compensate for losses from the resonant cavity.
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Let us compare the energy flux delivered to the cavity by the atomic beam
with the power dissipated in the cavity and hence deduce the oscillation con-
dition.

(a) Power dissipated in the cavily

By a standard result in the theory of electromagnetism, the power £y dissipated
in any structure resonating at the angular frequency we is related to the stored
energy W by

W

Py = @wg— (6.87
0. )
where Q. is the quality factor of the resonant cavity. The stored energy is
equal to twice the magnetic energy in the cavity. Since the magnetic field is

sinusoidal, the time average of the stored energy is equal to
S L (6.83)
= — v, B8

240
where the integration is carried out over the volume of the cavity. The quantity
1o is the magnetic permeability of the vacuum and B is the amplitude of the
magnetic field. The latter is a function of the spatial variables, but we may
write the result of the integration in the compact form

(B%),

2440

W=V, , (6.89)

wherte V; is the volume of the cavity and {B*)_is the mean squared value of the
magnetic field amplitude over the volume of the cavity. This therefore implies

we Ve { B
Py=—— %, 6.90
! 2000 (659

(b) Power delivered by the atomic beam

Let us assume that the electromagnenc field is established in the resonant cav-
ity. Because of their random m,otmns in the storage area, the atoms average out
the spatial dependence of the ultrahigh f”réquendy magnetic field component.
Everything happens as though they were subjected to a constant amplitude
magnetic field of strength {B;)y, where B, is the component of B lying paral-
Jel to the static magnetic field. This is the component that can induce the clock
transition AF = 1, Amyr = 0. The average is carried out over the volume of
the storage bulb.
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Consequently, the Rabi frequency of the atoms, already considered in Sec-
tion 6.4.1b, is defined here by

(Bz)b
5 .

b=up (6.91)

In the following, we will also have to consider the filling factor n defined by

(B
LT W

(6.92)

This factor characterises the degree to which the atomic cloud and the electro-
magnetic field in the cavity arescoupled.

Approximate expression for the probability that transition occurs. If we
assume for the moment that, in the hydrogen maser, the quantum state of the
atoms can be represented by the state vector |W) introduced in Section 6.4.1b,
the results of that section can be applied.

Following an interaction of duration 8, the probability that the transition
from energy state £ to energy state £ < E has occurred is given by

P(O) = |y (6)|* . (6.93)
We have
v1(6) ) 1y ( 1 )

— M , 6.94
( 12(0) 0 (6:54)

where, at resonance, M is given by (6.39). We obtain

bo

P(8) = sin? - - (6.95)

The probability that an atom stops radiating, either by escaping from the
storage cell or by colliding with the walls or another atom, is represented phe-
nomenologically by introducing an exponential distribution for the interaction
time [6.64]. Setting

1 i; 9 oot '.;,‘\_‘5' A
0) = —exp——"\ - §, w ¥ 6.96
7@ To P Tgrr & e Y ( )
where Tj is a time constant, the probability averaged over the interaction time
is given by

P = foo FOYP(O)de . (6.97)
0
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We then obtain
1 T 6
= . I8
2 1+ 7132 )
This result is only approximate. The factor I{’O2 must be replaced by the product
of two time constants 77 and 75, as we shall see below. The appearance of these
two time constants is a standard result when interpreting magnetic resonance

experiments in confined gases, liquids or solids.

Iixact expressnon for the probability that transition occurs. The exact
properties of hydrogen atoms confined in a storage cell are not as simple to
deduce as those of caesium atoms in the caesium beam resonator. Indeed, col-

lisions of the hydrogen atoms with the walls and with one another significantly
perturb their state vector, to such an extent that a state vector description of
their behaviour is no longer adequate. We must appeal to the notion of density
matrix [6.25], which goes somewhat beyond the scope of this book. We shall
merely quote the main results [6.4, 6.65].

The exact expression for the probability that the transition

F=1,mp=0 — F=0,mp=0
occurs is given at resonance by

1 T\b?

== 0.9
2 14+ T Hhb? (699)

Time constants 77 and 73 characterise the decrease in population difference
and in coherence between states (1, 0) and (0, 0), respectively. They depend
on the effects of collisions with the walls and in the gaseous phase, and also
on the effusion of atoms through the channel with which the cell is equipped.
Typical values of these so-called relaxation times are T = 0.3 sand 1 =
0.5s.

When the amplitude of the electromagnetic field increases, and with it the
value of b, the probability P tends to 1/2. The populations of energy levels
E; and E therefore tend to eqjial out, Analytically, it is the factor 7} Tob? on
the right hand side of (6.99) that acegan(s for tifis property, and it is therefore
called the saturation factor. It is genelally of the order of 1 in a hydrogen
Maser.

Power delivered by the atomic beam. Each atom that makes the transition
from energy level E, to energy level E; releases energy Awg. The power Pu
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delivered by the atomic beam is thus equal to

i T 1552
Py = ~ Thog——"?

—_— 6.100
2 "+ T\ T>b? ( )

{c) Oscillation condition
If the power delivered by the atomic beam is sufficient to sustain the electro-
magnetic field in the cavity, then the power dissipated there is equal to it in the

steady state.
When the cavity tuning frequency is equal to the atomic resonance fre-
guency, we obtain from (6.90) and (6.100), using the definition (6.92) for the

filling factor,

1
Py= Fy = Ehwo(l — 1, (6.101)
where
I = ZW“' . (6.102)
poppn @112

Equation (6.101) shows that the quantity Py can only be positive, and thus that
the oscillation can only be self-maintaining, if

I1>1,. (6.103)

This inequality expresses the oscillation condition. The quantity J; is the
threshold value of the atomic flux.

With the typical practical values V, = 15 dm®, n = 2.5, Q. = 3.5 x 10%,
Ty = 0.3 s and T = 0.5 s, we find that 7; = 1.1 x 1012 atoms per second.

6.5.3 Active hydrogen maser
{a) Oscillation level

Despite appearances from (6.101), the power dissipated in the resonant cavity
is not proportional to the atomic flux /. In fact, /; also depends on this flux,
Because of collisions between hydrogen atgms, T7 and Tg are decreasing func-
tions of the atomic density and hence of Fin additio f-" thq d1531pated power
depends on the quality factor of the resonant c'avﬁy ssifice /i is inversely pro-
portional to Q. It has been established how Py depends on I and (. [6.65].
Figure 6.24 shows the dependence on [ for different values of Q.

This figure also shows that Py can only be positive, hence the oscillation
condition can only be satisfied, if the quality factor of the resonant cavity is
sufficiently large. Indeed, low values of Q. lead to high values of Z;, which
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O /

Fig, 6.24. Power dissipated in the cavity as a function of the incident atomic flux, for

Qc1 > O > Q3 > Oud-

is also increased by the smaller values of 71 and 73. Consequently, no values
of the atomic flux / can then satisfy the oscillation condition (6.103). The
minimum value of the quality factor is around 2 x 104,

In active hydrogen masers, the quality factor of the cavity is typically about
3.5 x 10* and the atomic flux is approximately equal to three times the thresh-
old value. The power dissipated in the cavity is close to 1072 W. The power
coupled to external circuits is usually equal to one tenth of this value.

(b) Oscillation frequency

The active hydrogen maser is a self-oscillator delivering a signal at an ultra-
high frequency that is mainly determined by that of the atomic transition. This
frequency depends slightly on the cavity tuning frequency.

The situation is very different in a caesium clock. In that case, because of the
very short interaction time in each oscillatory field, the electromagneiic field
in the cavity remains practically unchanged by the passage of the atom beam.
In the present case, the atomic medium and electromagnetic field are strongly
coupled since it is the presenge of the atoms which sustains the field. We must
therefore expect a greater dependence OF the cﬁvlty tuning frequency on the
frequency delivered by the inistritniénts th

The oscillation frequency cannot be deduced from the energy relations
found above. We need to consider the magnetic moment induced in the atomic
medium by the cavity field.

Let B(w) exp(—iwt) be the magnetic field to which the atoms are subjected,
using complex number notation. The modulus of B(w) is equal to {B;}y, intro-



6.5 Hydrogen masers 193

dquced previously. A quantum theoretical treatment of the confined hydrogen
atoms Ieads to an expression for the complex amplitude of the magnetic mo-

ment of this gas, viz.,
—i[1 +1iTp{w — wo)] uBlw)
1+ T1Tb% + THw—wp)2 h

M(w) = ppi 121 (6.104)
This magnetic moment is highly selective with regard to frequency. When the
saturation factor is small, the modulus of M () is divided by +/2 for @ —wp =
-+1/T>. The width W of the atomic resonance is thus

2
W=—, 6.105
5 (6.105)
and the quality factor is Oy = wg/ W, or

T
Qut = % . (6.106)

This quality factor is close to 1-2 x 10°.

The induced magnetic moment, oscillating at angular frequency w, reacts on
the cavity electromagnetic field. Applying Maxwell’s equations to the cavity
containing the atomic medium, we find the relation

[mg — w2 w2:| B(w) = X 2 p(wy (6.107)
Qe Ve
On the left hand side, we recognise the characteristic factor of a circuit res-
onating at frequency w. and with quality factor Q.. On the right hand side, the
source term 18 proportional to the oscillating magnetic moment of the atoms.

We now introduce the expression (6.104) for M (@) into (6.107) and equate
real and imaginary parts on either side of the equation. Using the fact that the
angular frequencies o, w. and wg are very close in practice, this yields

2
T
L4 TiTb? + TR0 — wp)? = HopB1eeils - (6.108)
AV,
and
O
w—wy=—(@p—wp). : (6.109)

a ¥y S fz::" o

At resonance, (6.108) leads back to expres's;ion"(ﬁf“l02);51?"P0r the atomic flux at
the oscillation threshold.

Equation (6.109) expresses the oscillation frequency w/2x in terms of the

atomic resonance frequency and the tuning frequency of the resonant cavity.

It shows that, for given detuning, the shift in the oscillation frequency of the

hydrogen maser is proportional to the ratio of the quality factors Qc/Qa. Note
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FFig. 6.25. Adjusting the tuning frequency of the resonant cavity by varying the quality
factor of the atomic resonance. Jg11 > Qap -

that, in the caesium beam resonator, the shift in the transition frequency is
proportional to the square of this ratio.

Equation (6.109) also provides a precise way of tuning the resonant cav-
ity. The quality factor of the atomic resonance can be changed by varying the
beam intensity. The atomic density in the cell varies, and the relaxation time
75 varies with it, under the effect of collisions. Therefore, for given w, — wy,
the oscillation frequency depends on the value of (g, unless we — wp = 0.

Figure 6,25 illustrates this method for tuning the resonant cavity. For a cayity
detuning Av,, the oscillation frequency varies by Avgy — Avp; and in propor-
tion to Ave, when the quality factor of the atomic resonance is modified from
Qa1 to Que. The cavity is correctly tuned if we obtain Avgy — Avgy = 0,
whatever the value of Q. Tuning can be carried ont manually or automati-
cally (Section 6.5.3e).

The tuning of the resonant cavity must subsequently be held very stable. The

relative shift in the oscillation frequency resulting from cavity detuning is
vy P

' ”' A 51“. 8 ='

Avcqy o @e Ve — vp

Vo Qa Vo

(6.110)

With 0. = 3.5 x 104 and Q = 10°, we must achieve (v — vg)/vg = 1071
in order to obtain Aveay /vg = 3.5 X 10~15, The resonant cavity must therefore
be designed and built with the utmost care. If is thermostatically controlled to
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the nearest millikelvin. The tuning frequency is often servo controlled elec-
romically (Section 6.5.3¢).

(c) Practical construction of the atomic oscillator

gome general indications have already been given to describe how the various
parts of the hydrogen maser are built. We mentioned the. atom source, multipole
magnet, storage bulb, static magnetic field and magnetic shielding. The aim
here is to give a brief practical description of the molecular hydrogen supply,
gas pumping system, resonant cavity and various electronic systems required
to ensure correct running of the atomic oscillator,

Molecular hydrogen supply. Molecular hydrogen supplies the atomic hydro-
gen source either from a bottle of compressed gas or from a metal hydride that
releases hydrogen when heated.

Gas pumping system. As hydrogen is a permanent gas, a pumping system is
required. This involves either one or more ion pumps with capacity 100 1 s~L,
or several pumps containing a material that efficiently absorbs hydrogen, such
as titanium foam, assisted by a small ion pump that can evacuate gases other
than hydrogen.

Resonant cavity. Several techniques have been used to construct the resonant
cavity, with similar results in each case.

One of these corresponds closely to the schematic representation in Fig-
ure 6.23 [6.67]. The diameter and height of the cavity are roughly equal
(27 cm), which minimises losses in the cavity walls. The quality factor in vac-
uum is about 50000, in practice. The storage bulb is spherical with diameter
about 16 cm. The cavity is made from a material with very low thermal ex-
pansion coetficient, such as solidified silica melt or a glass-ceramic material.
A layer of silver deposited on the inner wall lumits the volume available to
the electromagnetic wave. Thermal control is not applied directly to the cavity
walls, but to the walls of the vacuum chamber that contains it, and also to other
walls further out. The thermal time constant is large, of the order of 30 to 40
hours. ol ?‘g i

In a different design, the height of the ré'so11§fn”’tﬂcf’i“vify is -equal to about 1.5
times its diameter. The shape of the storage bulb is also somewhat extended
[6.68]. This allows better filling of the cavity by the atomic medium. The cav-
ity is made of aluminium which means that it has a high thermal expansion co-
efficient. Thermal control must therefore be extremely efficient. It acts directly
upon the cavity walls, in vacuum. Other walls outside the vacuum chamber are
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also thermostatically controlled. Residual fluctuations in the temperature of the
resonant cavity are of the order of 1 uK. The thermal time constant is shorter,
of the order of 10 hours.

Since the 1980s, one of the main concerns in the construction of hydrogen
masers has been to reduce the volume of the resonant cavity, and hence the
volume of the whole instrament, To this end, the storage bulb is enclosed in g
thin dielectric cylinder. When the additional losses thereby introduced are suf-
ficiently small, the ability to auto-oscillate is maintained. Two different designs
have incorporated this feature. In one, the cylinder is a few millimetres thick
and made of quartz. This low cost solution cuts the volume of the cavity by
around 50% [6.69]. In the other, the cylinder is between 10 and 15 mm thick
and made from synthetic sapphire. This material has a high dielectric constant,
around 10, and dielectric losses are very low. The cavity volume is thereby
reduced by a factor of about 4 [6.70].

In all these designs, the resonant cavity is equipped with two coupling loops.
One extracts part of the power delivered by the oscillation, whilst the other
contains a varactor used to fine tune the cavity.

Associated electronic devices. In the atomic hydrogen supply, the discharge
is maintained by coupling with the resonant circuit of an oscillator delivering
a power of about 5 W at a frequency of the order of 100 MHz.

The hydrogen atom flux is held constant by servo controlling the pressure in
the discharge tube at a preassigned value. The latter is adjusted by influencing
the flow of molecular hydrogen supplying the atom source. To this end, a spe-
cific property of nickel, or a palladium-—silver alloy, is exploited, viz., the fact
that they become more permeable to hydrogen as their temperature rises.

The resonant cavity is held at 45 to 50 °C by separately controlling the var-
ious parts of the hydrogen maser. At least ten distinct circuits are involved.
Terperature probes are thermistors, selected for their stable characteristics
and placed in a Wheatstone bridge. Any imbalance in the bridge determines
the power supplied to heating elements distributed over the surfaces to be ther-
mostatically controlled.

Other electronic circuits supply a constant current to the solenoid and an
adjustable voltage to the varicdp which tungg the cavity.

(d) Controlling quartz oscillator frequency with maser oscillation

When in auto-oscillation, the hydrogen maser is an active frequency standard.
However, the signal it delivers cannot be used directly, mainly because its
power is so low, of the order of 10~13 W. In addition, its frequency has to
be transposed to a value which can be exploited directly by the user.



6.5 Hydrogen masers 197

Active
maser

i

- Selective
Mixer [ amplifier
Frequency Phase
synthesiSer detector
Quartz | Low-pass
oscillator filter

Fig. 6.26. Block diagram of the clectronics used to servo control a quartz oscillator on
the oscillations of a hydrogen maser.

Quartz oscillator frequencies can be controlled by maser oscillation. Solu-
tions appeal to highly developed heterodyne reception and phase locking tech-
niques.

Figure 6.26 shows a simplified view of the various operations involved.
A high-performance quartz oscillator delivers a signal at 5, 10 or 100 MHz.
Let vy be its frequency when servo controlled by the maser oscillations. This
quartz oscillator provides signals that the user can access, via isolation ampli-
fiers. It also drives a frequency synthesiser specially designed for the task at
hand. Schematically, it produces a local oscillator signal at frequency Kivec,
close to the oscillation frequency v, of the maser. The constant X is a rational
fraction. The local oscillator signal is mixed with the output signal of the maser,
suitably amplified. A signal at the intermediate frequency viy = |V — K1 e is
thereby obtained. This is amplified and its phase compare;:l with that of another
signal, also produced by the synthesiser and’ d*f frequency.,ymta =i K2 Vsc, where
K> is a different rational fraction. The phase comparfson device produces an
error signal if the phases differ. This signal acts on the frequency of the oscil-
lator to be servo controlled, after passing through a low-pass operational filter
that determines the servo control transfer function. In a steady regime, the error
signal output by the phase comparison device is zero. The phases, and a for-
tiori, the frequencies of the two input signals are thus equal. Then, vy = Vim:
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Fig. 6.27. Servo controlling the quartz oscillator frequency by means of an atomic
oscillator: functional diagram.

and hence, v, = /K, where K; = K1 + K». The frequency of the servo
controlled quartz oscillator is thus tied to that of the atomic oscillator.

Figure 6.27 shows the equivalent functional diagram for servo controlling
the phase. The notation is similar to that used in Section 6.4.1c. The phases of
the two signals applied to the phase comparison device in the scheme consid-
ered are A (p)/p and KsAQ(p)/ p. The error signal is therefore

AQ(p) — K AQsc(p)
P

Equations (6.47) and (6.48) are both valid, describing the variattons in the
voltage output by the operational filter and the angular oscillation frequency,
respectively. The simplest operational fitter that can be used has constant gain
A at low frequencies. Hence,

AE(p) = K¢

(6.111)

G(p)=4, (6.112)
and this implies
14 1 AQ(p)
Allsc(p) = AQ : 6.113
w(P) = T A + T, (6.113)
where
P 1 .
T = e 1 6.114

In practice, the time constant 7 is of the order of 0.1 s.

Equation (6.113) has the same form as (6.50), even though the operational
filter does not contain a pure integrator. Indeed, when the phase is servo con-
trolled, integration is ensured by the fact that the error signal is proportional to
the phase shift of the signals, whilst the control signal acts, not on the phase,
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tut on the frequency of the quartz oscillator, Note that, in reality, the transfer
function of the operational filter is not as simple as we have assumed here.
However, this does not affect the general features of the servo loop considered.

The conclusions at the end of Section 6.4.1c also apply. The servo controlled
oscillator reproduces the fast frequency variations of the non-controlled quartz
and the slow frequency changes of the atomic reference.

(e) Automatic tuning of the vesonant cavity

As mentioned in Section 6.5.3b, a severe restriction is imposed on the cavity
tuning frequency, if the oscillation frequency is to remain constant. This is why
most hydrogen masers are now equipped with cavity auto-tuning systems. We
shall give here a brief description of the three procedures used to achieve this
goal.

In each case, an error signal is obtained. It is proportional to the extent to
which the cavity is detuned with respect to the value procuring an oscillation
frequency equal to the atomic transition frequency. The error signal acts on a
varicap coupled to the cavity.

The first method is based on measurements of the oscillation frequency of
the auto-tuned maser. It requires the use of a second maser as a reference.
Generally, the roles of the two masers are exchanged at regular intervals. In the
other two methods, however, information concerning cavity tuning is deduced
directly from the behaviour of the maser itself,

First method: atomic flux modulation. This method is also known as spin-
exchange tuning. It uses the broadening of the atomic resonance that results
from collisions between confined hydrogen atoms, with electron, and hence
spin exchange. It is the most direct method and makes use of {(6.109) giving
the change in oscillation frequency as a function of the cavity tuning frequency
Ve = we/2m [6.71, 6.72].

The atomic flux is slowly modulated, with period of the order of a few hun-
dred seconds, between two values having associated quality factors (. and
Qap. Figure 6.25 shows that the variation in the oscillation frequency is pro-
portional to Ay, that it changes sign with, Avc, and that it vanishes when the
condition v, = vy is satisfied. The error sf'g“ilal 'i$ obtaﬁed_.as ,;i—he output of a
reversible counter. This device counts the beat fiéquéncy between the maser to
be controlled and the reference maser, counting positively for half the modula-
tion period and negatively for the following half period.

In general, the change Avgy — Avp; in the oscillation frequency is smaller
than the maser frequency shift associated with cavity detuning. The latter is
equal to Avgy or Awg, depending on whether the quality factor of the atomic
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resonance is Qa1 of Qap, respectively (Figure 6.25). Furthermore, measure.-
ment of Avgs — Ay is perturbed by random frequency fluctuations in both the
maser to be controlled and the reference maser. Consequently, the latter must
also be a hydrogen maser, to ensure a satisfactory signal-fo-noise ratio in the
measurement of this quantity.

In practice, the time constant for the correction to the cavity tuning fre-
quency of the controlled maser is of the order of one hour. For sampling peri-
ods 7 less than about one hour, the frequency stability of the maser is degraded,
The benefits of this control system are manifested only in the longet term, for
7 greater than ope day.

Second method: modulation of the cavity resonance frequency. This meth-
od uses the inertia of the amplitude of the magnetic moment of the atoms,
discussed in Section 6.5.3b [6.69]. It is a consequence of the high values, close
to one second, of the relaxation times 7' and 75.

The cavity resonance frequency is square wave modulated, with period a
few hundredths of a second, much shorter than T and 73. The electromagnetic
field in the cavity represents the cavity response to excitation by the oscillat-
ing magnetic moment. Schematically, it is just as though this excitation had
constant amplitude and frequency. The response depends on the cavity tuning
frequency. The level of oscillation is therefore modulated, unless the variation
in the cavity tuning frequency is centered on the atomic transition frequency,
An error signal is obtained if this condition is not fulfilled. It can be used to
servo control the cavity tuning frequency in such a way that the oscillation
frequency equals the atomic transition frequency.

This method guarantees the detection of any cavity detuning with a satis-
factory signal-to-noise ratio. The control time constant for the cavity is of the
order of one hour. The medium term frequency stability is almost unaffected,
and slow drifts in the cavity tuning frequency, and hence in the maser oscilla-
tion frequency, are suppressed.

Third method: direct control of the cavity resonance frequency. Suppose
for the moment that the resSnant c'av1ty con;amed no hydrogen atoms. We
could then use one of the known 1iéthdds for servo controlling the cavity reso-
nance frequency at a preassigned value. One way would be to apply the method
described in Section 6.4.1¢, shown schematically in Figure 6.9, but replacing
the atomic resonance curve by the cavity response curve, Practically speak-
ing, a frequency modulated signal is injected into the cavity, with frequency
variation Av, about the mean frequency.
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For the application o hydrogen masers, care must be taken to ensure that
ihe signal thereby introduced into the cavity does not perturb the oscillation.
To this end, it is crucial to suppress the carrier frequency of the applied sig-
nal, whose frequency would be equal to the atomic transition frequency. This
is achieved very simply when the modulating waveform of the cavity interro-
gation signal is a square wave. In this case, the carrier frequency is eliminated
when the modulation frequency is an even submultiple of the modulation depth
Avy [6.73]. This condition can easily be satisfied using frequency synthesis
techniques. In fact, the cavity interrogation signal is synthesised from the sig-
nal delivered by the quartz gscillator, whogse frequency is servo controlled at
the frequency of the maser oscillation,

The cavity interrogation signal may have greater intensity than the maser os-
cillation. It follows that, when the cavity is detuned, the etror signal exhibits a
good signal-to-noise ratio. In practice, the cavity control time constant may be
short, of the order of 10 s, Long term frequency stability is improved, without
significantly affecting medium term frequency stability [6.74].

6.5.4 Passive hydrogen maser

When the auto-oscillation condition is not satisfied, that is, when I < I, the
maser behaves as an amplifier. The resonant cavity is supplied by a signal at
1.42 ... GHz, produced by an external generator. The response of the standard
is just the amplified signal. The maser therefore becomes a passive frequency
standard with a highly selective frequency response.

(a) Maser gain

In order to model the external excitation applied to the cavity at angular fre-
quency w, a source term must be added to the right hand side of (6.107) [6.4].
The complex amplitude of the magnetic field in the cavity is then a solution of

2
PN 2 M(w) — 2B, () . (6.115)

Ve Qe

where M {w) is still given by (6.104). The Bzgtra term 1$Such that when there
are no atoms and when we have w = w,, the tmagnetl ﬁeld" with complex
amplitude B’(w) has the same modulus as B.(w). We set

[wg — iw% — a)g] B(w) =

c

iB'(w) = Be(w) . | (6.116)

The complex gain of the amplifier is the ratio of the value of B(w) when there
are atoms to its value B’(w) when there are none. To simplify, we assume that
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o=0.8

Fig. 6.28. Non-saturated gain of the passive hydrogen maser.

the cavity is tuned to the atomic resonance frequency and restrict discussion {o
the case where the saturation factor is much smaller than unity. We then obtain

—1/2
ale —2)
Gw) =11+ 6.117
G [ 1+T22(w_w0)2} (6-117)
for the modulus of the non-saturated gain, where we have defined
I
°=—. (6.118)

L]

Figure 6.28 shows how the fiiodulys of the uoq—saturated gain varies with
the value of @w — wy for several vél‘uéSvof . At resonance, the gain varies
monotonically from 1, when o = 0, to infinity, when o = 1. In the first case,
the maser response is simply that of the resonant cavity. In the second case, the
oscillation threshold is reached. The resonance curve narrows as the oscillation
threshold is approached. Its width at half-maximum is 2/ 73 for very small
values of . It tends to zero when o approaches unity.
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(b) Resonance frequency

In the passive hydrogen maser, the coupling between the electromagnetic field
and the atomic medium is also very strong since the latter amplifics the elec-
tromagnetic field injected into the cavity. In practice, the dependence of the
atomic resonance frequency on the cavity tuning frequency is also given by
(6.109) [6.75]. Here w must be interpreted as the angular frequency of the
atomic transition, as observed when the angular resonance frequency of the

cavity 18 we.

(c) Practical construction of the atomic resonator

Active and passive masers differ essentially through the volume of their res-
onant cavities, In order to reduce this volume by a factor of the order of 10,
materials must be introduced into the cavity whose losses make it impossible
to obtain a quality factor greater than 15 x 10°.

The oscillation condition can no longer be satisfied and the maser must
thereafter be operated passively. (However, it is possible to increase the quality
factor electronically, by means of a (-amplifying circuit, in such a way that
the oscillation condition can be satisfied. This method has been implemented,
but is not currently used.)

Naturally, every effort is made to reduce the volumes of other parts of the
maser, without significantly changing their structure with respect to the ac-
tive maser. We shall therefore consider only the various solutions adopted for
greatly reducing the cavity volume. These are shown schematically in Fig-
ure 6.29,

The cavity can be partially filled by a ring-shaped block of alumina or sap-
phire (Figure 6.29a) [6.76, 6.77]. In this case, the dielectric material serves as a
support for an external metallic coating and also for an internal Teflon coating,.
These define the boundaries of the resonant cavity and the atom storage cell,
tespectively.

Another alternative is to introduce metal @l@ctr@des mt@ the reSonant cavity.
These surround the storage cell. They have the shape of cyhndrlcal sectors. In
one approach they are rigidly fixed to the cell, without touching the outer enve-
lope of the cavity (Figure 6.29b) [6.78]. In another variant, they are connected
to the outer walls of the cavity by radial metal struts (Figure 6.29¢) [6.79]. The
cavity structure then resembles a magnetron structure, It is easier to reproduce
and more rigid than the one shown in Figure 6.29b.
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Fig. 6.29. Resonant cavities for passive hydrogen masers, In (c), field lines lie outside
the plane of the cross section.

(d) Frequency control of a quariz oscillator and servo control of the cavity
resonance frequency

The quartz oscillator could be servo controlled just by transposing the method
used in the caesium clock. In this case, the 1.42 ... GHz interrogation signal
would be very slowly modulated, at a frequency of the order of 0.1 Hz, less
than the width of the atomic resonance. This method is not the best, because
the modulated interrogation signal would be perturbed by flicker frequency
noise. Indeed, the closer the ﬁgectral components of the modulated signal lie
to the carrier frequency, the more they, afé affected by this kind of noise. In
addition, the time constant of the quartz oscillator frequency control must be
large compared with the modulation period, and it would then have too great a
value.

In a passive hydrogen maser, resonance is observed by the changing am-
plitude of the electromagnetic field in a resonant cavity. The interrogation
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Fig. 6.30. Passive hydrogen maser. Schematic diagram showing how the quartz oscil-
lator and maser cavity can be servo controlled.

frequency can then be stabilised using a variant of Pound’s method [6.80].
This method is commonly used at ultrahigh frequencies and in magnetic
resonance experiments, In contrast to the method mentioned above, the mod-
ulation frequency must be much higher than the resonance width of the ref-
erence. The drawbacks described above are thus removed. Using the present
variant, both the quartz oscillator frequency and the cavity tuning frequency
can be servo controlled at the atomic resonance. The cavity frequency must
be stabilised, because its structure means that it has a ‘ngh thermal expansion
ceefficient. ¥ 'q - *

Figure 6,30 shows the electronics in a highly =s-unp,l1ﬁ‘ \"d Way The interroga-
tion signal, produced via the quartz oscillator, is modulated at a frequency vy
close to 15 kHz. This is much higher than the atomic resonance width and it has
the same order of magnitude as half the pass band of the resonant cavity. The
amplitude and phase shift of the transmitted carrier wave depend on the differ-
ence between its frequency and the atomic resonance frequency, Likewise, the
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amplitude and phase difference of the lateral lines are functions of the cavity
resonance frequency.

At the cavity output, the signal is amplified. Its various spectral compo.
nents interfere in a quadratic detector. The detected signal is modulated ang
the component at the modulation frequency vy is extracted. Two circuits, each
introducing an appropriate phase shift, then separate those components ex.
pressing the deviation between the carrier frequency and the atomic resonance
frequency, on the one hand, and the carrier frequency and the cavity resonance
frequency, on the other [6.81]. These two signals are then demodulated in syn.
chronism with the modulation applied to the interrogation signal. Two errop
signals are theteby produced. After integration, one controls the quartz oscil-
lator frequency and the other the cavity resonance frequency.

6.5.5 Metrological properties of the hydrogen maser
(a) Medium term frequency instability

For sampling times less than about 0.1 s, the frequency instability of the hy-
drogen maser, whether it is active or passive, is roughly the same as that of the
quartz oscillator servo controlled by the atomic resonance. When © > 0.1 s,
we must distinguish the two cases of active and passive masers.

Active maser. In the active hydrogen maser, the electromagnetic field in the
resonant cavity induces an atomic magnetic moment which then maintains the
electromagnetic field. However, thermal noise occurs in the cavity resonance
mode and the associated random electromagnetic field perturbs generation of a
coherent oscillation. The noise component in phase with the oscillation creates
a frequency fluctuation, It can be shown that the power spectral density of the
relative frequency fluctuations (Section 5.2.2) is given by [6.4, 6.82]

Sy(f) = kT (6.119)
y P, atht ’ '
where & is Boltzmann’s constant, T is the thermodynamic temperature of the
cavity, Py 18 the power dis sipated in the cavity, and Q¢ is the quality factor of
the atomic resonance, This is -»,Whi_.l;e;x frequency ndise. Table 5.2 shows that the
Allan deviation of the frequency fluetyatfohs is then equal to

1 kT 172 ]
—172
o (T) = T . (6.120)
(7) Qat (EPat)

This expression describes the medium term frequency instability, for v greater
than about 10 s. In the shorter term, for 7 between 0.1 and 10 s, frequency
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instability is related to the low power supplied by the maser. We must then
consider the effect of random signals adding to the oscillation signal. These
arise from thermal noise in the cavity itself and from noise contributed by
circuits amplifying the signal delivered by the maser. The components of these
fluctuations in quadrature with the oscillation produce frequency fluctuations
in the observable signal. The power spectral density of the relative frequency
fluctuations is then equal to '

2
Sy(f) = 4}‘§Tf—2 (1 + F%) , (6.121)

HI VO T

where vg is the oscillation frequency. The parameter F 1s the amplifier noise
factor and Py the power effectively received by the amplifier. The Allan stan-
dard deviation associated with this white phase noise is

3kT fu ( Pat) —1
ay(T) = 1+-F— )77, 6,122
y( ) 2”U§Pﬂt Pl' ( )

where fi, is the cutoff frequency of the device used to observe frequency fluc-
fuations. The standard deviations add quadratically.

Typically, when the cutoff frequency of the device measuring frequency sta-
bility is equal to a few hertz, we have oy (7) ~ 10783 ¢ L for v < 105, and
oy(T) ~ 3 X 10~ 47~Y2 for > 10 s, as shown in Figure 6.11.

Passive maser. Although the method used to servo control the quartz oscil-
lator by the atomic resonance is not the same as the one used in the caestum
clock, equation (6.63) remains valid to the nearest order of magnitude. For the
passive maser,

K [(kT\'* _|
= [ == =172 6.123
% () Qat(Pat) ’ ’ ( )

where K is a constant of the order of 10, that depends on experimental condi-
tions. In practice, we have oy(7) ~ 1t0 2 x 10712¢ 12 for1 <7 < 10° s
[6.83].

(b) Residual frequency 'rifrﬁs |

The first three frequency shifts that we shall consider are common to all types
of atomic frequency standard. The last three are specific to the hydrogen maser.

Second order Zeeman effect. The static magnetic field By applied parallel
to the ultrahigh frequency magnetic field shifts the energy levels (Figure 6.2).
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This Zeeman eifect is second order for levels with mp = 0. The frequency
shift is

Avz = 2.7730 x 10" B, (6.124)

where By is given in teslas. By is usually close to 10~7 T. This means thy
Avzfvg = 1.95 x 10712, The value of this frequency shift is measured by
causing low frequency transitions AF = 0, Amy = 1 between sublevels of
the triplet ' = . In practice, relative uncertainty in the value of this frequency
shift is less than 10713,

Second order Doppler effect. This frequency shift of relativistic origin ig
related to the motion of the atoms relative to the laboratory reference frame,
The hydrogen atoms are thermalised by impacts with the storage cell wall ang
their kinetic energy is 3k7/2. From (6.16), the frequency shift is then given by

/_\.vD” 3kT
Vg  2Mce2’

(6.125)

where M is the mass of the hydrogen atom. Assuming that the temperature of
the storage cell walls is 313 K, this gives Avp/vg = —4.31 x 10—, Although
this frequency shift is the largest affecting the hydrogen maser, if the cell wall
temperature is measured to the nearest (.1 K, it leads to an extremely low
uncertainty in the value of the frequency shift, equal to 1.4 x 10714,

Cavity pulling. This is described by (6.109) and has already been discussed
in some detail. When the cavity is carefully tuned, either manually or automat-
ically, the uncertainty introduced by this effect is less than 10714,

Collisions between hydrogen atoms. Collisions between hydrogen atoms in-
duce a shift in the hyperfine transition frequency. This frequency shift can be
almost completely compensated for by suitable manual or automatic cavity
tuning methods, so that the residual effect on the frequency delivered by the
hydrogen maser is a few times 10713,

Magnetic relaxation. A frequency shiff iéfﬁroﬁucéd when the hydrogen atoms
move through the ultrahigh frequency and static magnetic field gradients. The
shift depends on the value of these gradients, the value of the static field and
the composition of the atomic beam, When care is taken to produce as uniform
a static magnetic field as possible, this frequency shift is less than 10713 for
By=10""T.
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Collisions with the storage bulb walls. Collision with the wall of the stor-
age bulb modifies the phase of the induced dipolar moment of the atom. The
corresponding frequency shift has the form

K
Avy = D (6.126)

where K is a constant depending on the properties of the coating and the
temperature, whilst D is the diameter of the storage bulb. As an example,
K ~ —0.4 Hz cm at 40°C for FEP 120 Teflon produced by Dupont de
Nemours. Hence, Avy/vg ~ —1.9 x 107" for D = 15 cm. This shift can
be measured, in principle, by yarying D. In practice, difficulties involved in
reproducing the coating lead to an uncertainty of the order of 10% in the value
of the frequency shift due to collisions with the walls.

(¢) Long term frequency instability and inaccuracy

Long term frequency instability. In the long term, frequency instability re-
sults from systematic effects connected with dimensional instability of the res-
onant cavity and variations in the wall effect [6.84]. The first mentioned cause
of instability leads to a frequency drift of the order of 10716 to 10~ per day.
The latter is of little importance for certain applications, such as very long base-
line radio interferometry. For timekeeping, an automatic cavity tuning system
must be implemented. The second cause of instability is related to the slowly
changing properties of the fluorine-containing polymer used to line the storage
bulb, The corresponding change in the frequency is also of the order of 1071
to 10™1° per day. These variations can occur in opposite directions,

Long term instability of the hydrogen maser depends on whether it is active
or passive, and also on the manufactorer. The most stable in the long term are
the active type with cavity auto-tuning. Hydrogen masers have been achieved
with long term stability similar to that of cacsium beam primary standards.

Inaccuracy. The accuracy of the hydrogen maser characterises its capacity to
deliver without calibration a frequency agreeing with the hyperfine transition
frequency vy in the unperturbed ground stafe hydrogen atom.

In practice, inaccuracy is determined by i""ri't‘-icert__z;int_y 1;;\thq vq’;_lue of the fire-
quency shift due to hydrogen atom collisions with: thé storage bulb walls. It is
close to oy = 2-5 x 1012,

The value of vy, resulting from measurement rather than from a definition as
in the caesium case, is tainted with uncertainty. Its standard deviation is equal
to 3 mHz in absolute value (Table 6.1), or a» = 2 x 10712 in relative value. The
standard deviation of the uncertainty in the frequency delivered by a hydrogen
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maser is thus oy given by

1/2
oH = (orl2 + 522) ) (6.127

6.5.6 Cryogenic hydrogen masers

In many areas of activity, it would be useful to have a frequency standard evey
more stable than current state-of-the-art hydrogen masers. For example, a fre.
quency generator with improved medium and long term frequency stability
would be very helpful in studying the metrological properties of the cold ator
fountain clock (Séctions 6.4.3 and 6.4.4) and the confined mercury ion clock
(Section 6.7.3). Such a generator could also satisfy the needs of deep space
navigation and it could be used for more accurate measurement of gravita-
tional frequency shifts, with a view to distinguishing the various predictions of
general relativity.

Since (6.120) and (6.122) show that the short and medium term frequency
instability of the active hydrogen maser are increasing functions of cavity tem-
perature, it would clearly be advantageous to cool the resonant cavity. Con-
cerning the long term frequency instability, it is known that the dimensional
stability of materials is improved at low temperatures. Likewise, we may hope
to improve the stability of the properties of the material lining the storage cell,
if there is a way of continually renewing it. These varied reasons have stimu-
lated several studies of the properties of the hydrogen maser at low tempera-
tures, down to 4.2 K.

However, the most decisive results with regard to a highly stable hydrogen
maser were obtained from fundamental physical studies of the hydrogen atom.
It was observed that recombination and relaxation of this atom are much re-
duced on a helium film at temperatures below 1 K. In addition, the frequency
shift due to collisions on the film is of the same order of magnitude as in masers
operating at room temperature, and the broadening of the hyperfine resonance
due to collisions between hydrogen atoms is three orders of magnitude smaller,
at equal densities, than at room temperature. The atomic quality factor Qg and
the power Py dissipated in the cavity can therefore be significantly increased.
Equations (6.120) and (6.122)show: that sueh n}ereases would contribute to te-
ducing the frequency instability of thg maser just like a temperature reduction.
From the results, it was estimated that the frequency instability of a cryogenic
hydrogen maser at 0.5 K could be of the order of 10718 for T = 10° 5 [6.85]
However, the prediction was made under the assumption that previously pre-
sented theoretical results would still apply. In reality, this is not the case. At
0.5 K, the helium pressure is such that the mean free path of the hydrogen
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atoms would be of the order of just 1 cm. Hydrogen atoms would no longer
average out spatial variations in the static and ultrahigh magnetic fields. Fus-
thermore, additional frequency shifts appear. These result from increased col-
jision time between hydrogen atoms, which itself arises because the average
relative velocities of the atoms are smaller at low temperatures. Further studies
are thus required.

In order to build a cryogenic hydrogen maser, a helium dilution refrigerator
must be used. This is therefore difficult and costly. One of these masers has
been used for fundamental physical measurements [6.86]. At the time of writ-
ing, it has not been possible tg constrict two cryogenic hydrogen masers with
the qualities required for metrofogical assessment via mutual comparison.,

6.6 Rubidium cell clocks

Optical detection of the hyperfine structure transition in alkali atoms contained
in a sealed resonance cell was first studied in the USA at the end of the 1950s
[6.87, 6.88, 6.89]. During the same period, the first alkali vapour frequency
standards were built [6.90, 6.91]. It was immediately realised that compact
atomic frequency standards could be made and the first commercial models
appeared at the beginning of the 1960s [6.92]. In these manufactured devices,
the rubidium atom was preferred to other alkali atoms for practical reasons.

The market for rubidium cell atomic clocks turned out to be quite sizeable
and many companies have produced or still produce this type of atomic fre-
quency standard. Annual production amounts to several thousand instruments.
The emphasis has been on high-performance devices that are both reliable and
compact. They may be as small as 0.25 dm? (Table 6.2) [6.93, 6.94].

By its very structure, the rubidium cell clock is a secondary atomic fre-
quency standard (i.e., ifs frequency must be calibrated with respect to a primary
source). Its long term frequency instability lies between that of a quartz oscil-
lator and a caesium beam clock. It is mainly used in positioning, navigation
and telecommunications systems.

6.6.1 Description

The rubidium clock is a passive-type standard, It uses the double resonance
method, i.e., optical and microwave resonances, and is shown schematically in
Figure 6.31. '

A small lamp, with volume less than 1 cm?, contains about 1 mg of rubid-
ium 87 or a mixture of isotopes 85 and 87, together with a noble gas such as
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Fig, 6.31. Schematic diagram of the rubidium ccll clock.

krypton. A discharge is produced by coupling with a radiofrequency generator,
The operating temperature lies between 125 and 140°C,

In the version shown in Figure 6.30, the light passes through a hyperfine
filter. This contains rubidium 85 and a noble gas such as argon at a pressure of
around 10* Pa,

The resonance cell, with a volume of a few cm”, contains rubidium 87. A
low pressure buffer gas (at about 10? Pa) is also present, This consists of a
mixture of nitrogen and rare gases.

In the design described here, the hyperfine filter is separate. More compact
versions incorporate hyperfine filtering into the resonance cell itself. The lat-
ter then contains natural rubidium, composed of 72% rubidium 85 and 28%
rubidium 87 and the hyperfine filter is said to be integrated. The quantity of
rubidium contained in the resonance cell is very small, of the order of one
milligram. _

This cell is placed in a resonant cavity tuned to the hyperfine transition fre-
quency of the rubidium 87 atom, i.e., about 6834.68 MHz. It receives the mi-
crowave interrogation signal. Various procedures are implemented to obtain a
suitable electromagnetic ﬁeldiconﬁguratmn in the tell, whilst reducing the vol-
ume of the cavity as far as possiblée. Forsexample a cavity structure like the one
shown in Figure 6.29¢ can be used. The two parallel cavity walls have holes
pierced in them to let through the light produced by the lamp. The temperatute
of the resonance cell is maintained at about 80 °C.

The light intensity transmitted by the cell is measured using a silicon phofo-
electric detector. When the frequency of the inferrogation signal varies about

3
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Fig. 6.32. Rubidium clock. (a) Spectrum emitted by rubidium lamp. (b) Filtered spec-
grum. (¢) Optical pumping in the cell.

the rubidium 87 hyperfine transition frequency, the variation in the current de-
livered by the photoelectric cell has the form of an upside down resonance
curve.

Magnetic shielding protects the cell from the surrounding magnetic field and
its fluctuations. Suitably arranged coils within this shielding create a magnetic
field of about 107> T

6.6.2 Operating principles

Complex physical mechanisms take place inside the resonance cell. These arise
from the double resonance and the presence of a buffer gas. We shall present
only a highly simplified explanation of the atomic resonator, illustrated in Fig-
ure 6.32.

In the lamp, rubidium 87 atoms emit resonance lines Dy and D, with wave-
lengths 795 and 780 nm, respectively. These have a hyperfine structure result-
ing from the existence of two hyperfine levels ' = 1 and ¥ = 2 in the ground
state. Figure 6.32a shows the light spectrum emitted by the lamp in a rather
simplified way.

By a favourable isotopic coincidence, rubidium 85 atoms in the hyperfine
filter absorb one of the hyperfine components in each of the D1 and Dy lines,
so that the filter is opaque to these componentsiof the hghif speptrum emitted by
the lamp whilst remaining transparent to the ottikp cdmponents The rare gas
- contained in the filter shifts and broadens the rubidium 85 resonance lines. Its
pressure is adjusted so as to optimise filtering efficiency. F1gure 6.32b shows
the light spectrum transmitted by the filter.

In the resonance cell, the incident light is selectively absorbed by those
tubidium 87 atoms in the F = 1 hyperfine level of the ground state (see
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Sections 6.2.2b and c). Once the atoms have been excited in this way apg
thereby enter one of the P states, they relax into the two levels of the grounq
state, either by fluorescence, or by collisions with nitrogen atoms, the late,
being the predominant mechanism.t The absorption-relaxation cycle depopy.
lates the F = 1 level in favour of the I = 2 level. Figure 6.32c represents the
optical pumping cycle thus set up. The cell is transparent to the incident light
since the number of atoms capable of absorbing that light has become sma]],

Up to now, we have not mentioned the ultrahigh frequency field in the cavity,
The above description is still valid when this field no longer resonates with the
fransition between the two hyperfine sublevels of the ground state. Let us now
suppose that the ffequency of the interrogation signal equals the frequency of
the hyperfine transition. The transition £ = 2 — F = 1 is stimulated anq
the F = 1 level is thereby repopulated. A fraction of the incident light is
absorbed and the light intensity reaching the photocell is slightly reduced in
consequence. Figure 6.31 shows the resonance profile that appears when the
microwave signal frequency sweeps across the atomic resonance frequency,
This Lorentzian profile can be described by the equation

k
I=1 [1 T vg)z/mﬁ:] , (6.128)
where [ is the flux of photons collected, which equals I, outside resonance,
The width at half-maximum of the resonance is Av, of the order of 500 Hz,
and % is a parameter close to 0.5%.

The buffer gas in the resonance cell plays several important roles. Apart
from the non-radiative decay of rubidium 87, it suppresses Doppler broaden-
ing of the hyperfine resonance (Section 6.2.3b). In addition, it reduces the rate
at which atoms collide with the cell walls, thereby reducing the relaxation and
frequency shift associated with such collisions. The buffer gas pressure is ar-
ranged so that diffusion velocities of rubidium atoms are very small, of the
order of 1 cms™!. To all intents and purposes, the rubidium atoms are sta-
tionary during their relaxation time of around 1 ms. They cannot therefore
average out the value of the optical and microwave fields crossing the cell. In
consequence, the properties of; the cell are, not homogeneous and this greatly
complicates quantitative analy'sls. “ ', . -

When hyperfine filtering is carried ouf in the resonance cell itself, as happens
in compact designs, unwanted hyperfine components in the incident light are

1 Relaxation by collision is not radiative. The nitrogen pressure is such that the flucrescence light
intensity of atoms in the cell is very low. The spectrum of this Jight would be similar © that
shown in Figure 6.32a. Such fluorescence would reduce the efficiency of optical pumping since
it would excite atoms in the & = 2 level as well as the F = 1 level,
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progressively atienuated along the light trajectory, so that a detailed treatment
of the behaviour of the clock is even more complicated.

6.6.3 Electronics

As the rubidium clock is a passive atomic frequency standard, the atomic res-
onance can be used to control the frequency of a quartz oscillator in the same
way as in a caesium beam clock (Section 6.4.1c). Other electrical circuits pro-
duce the radiofrequency signal required to excite the lamp discharge. Separate
thermal control of the lamp,-the resonance cell and the hyperfine filter Gif it
exists separately) is essential. This makes it possible to adjust the rubidium
density and gas pressure contained in the various parts of the instcument, guar-
anteeing satisfactory operation of the lamp, a sufficient signal-to-noise ratio to
allow detection of the hyperfine tesonance, and confrol over undesirable fre-
quency shifts.

6.6.4 Metrological properties of rubidium cell clocks
(a) Medium term frequency instability

As for any passive {requency standard, an approximation to the medium term
frequency instability is provided by (6.63). Here, the noise is shot noise in the
electrical current supplied by the photocell. To the nearest power of ten, we
have Qa ~ 107 and (Ps/Py)1/2 ~ 2 x 10% in a pass band of 1 Hz, implying
ay(T) ~ 107 =12,

In practice, medium term frequency instability takes values between
5% 10727712 and 107197 ~1/2, depending on the manufacturer, For sampling
periods = greater than 103 or 10% s, oy () no longer varies as /2 because of
the influence of systematic effects. Figure 6.11 compares the typical frequency
instability of rubidium cell clocks with that of other atomic clocks.

(b) Shifts in the atomic trans;t:on frequency

Apart from those frequency shifts commmfljo all atomi'ﬁ clqckg,, two patticu-
larly detrimental frequency shifts are specific t¢* thie bubidium cell clock. One
is typical of double resonance experiments where two transitions sharing the
same energy level are simultaneously excited. It is called the light shift because
it is associated with optical pumping. The other is due to collisions between ru-
bidium atoms and molecules of the buffer gas, where interaction forces induce
a change in the hyperfine splitting.
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Light shift. This effect vanishes when the pumping light spectrum is centreq
on the rubidium absorption line. This condition depends on the compositioy
and content of the lamp and hyperfine filter, if there is one, or the resonance
cell, otherwise. In practice, the light shift can never be completely suppresseq,
It amounts to a few hertz,

Shift due to collisions. This frequency shift is proportional to the buffer gag
pressure. In typical conditions, it is of the order of cone kiloheriz. Its value
changes from one clock to the next because it is impossible to control the
composition and pressure of the buffer gas accurately enough when the cells
are being filled and sealed.

However, rubidium cell clocks deliver a signal with predetermined nomina]
frequency, e.g., 10 MHz. This is obtained by adjusting the frequency produced
by the synthesiser included in the microwave excitation signal generator. Such
adjustments amount to attributing different values to the factor K introduced
in Section 6.4.1¢ Tor different clocks of the same make. This operation requires
calibration with regpect to some reference source. The notion of accuracy thus
has no meaning as far as the rubidivm cell clock is concerned.

(c) Long term frequency instability and the effect of environmental conditions

In the long term, for 7 greater than 10°~10* s, the frequency of a rubidium
cell clock drifts by 1-5 x 10~ per month. The reasons are not yet perfectly
understood. It is probably related to chemical reactivity between rubidium and
glass, and changes in the buffer gas compositicn and pressure caused by diffu-
sion through the filter and cell walls.

The rubidium standard is the most sensitive of all atomic time and frequency
standards to environmental conditions [6.95]. Effects of temperature variations
are amongst the most important, amounting to 1019 per °C. Temperature vari-
ations affect the light spectrum emitted by the lamp as well as the efficiency
of the ensuing hyperfine filtering, and hence the light shift. They also change
the probability of collisions between rubidium atoms and buffer gas molecules
in the resonance cell, thereby affecting the associated shift in the hyperfine
transition frequency. .

Technical choices with regatd to c@mposmon afid pressure of the gas used,
as well as the temperatures assigned to sthe lamp, the hyperfine filter (if sep-
arate) and the resonance cell, are largely determined by the need to minimise
the effects of environmental conditions. Despite the difficulties involved, ru-
bidium clocks showing very low sensitivity to ambient conditions have been
produced. They are carried on board satellites of the Global Positioning Sys-
tem (GPS) (see Section 9.2.2), side by side with caesium clocks.
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6.6.5 Current studies and prospects

Theoretical and experimental work has shown that the discharge lamp could
usefully be replaced by a semiconducting laser emitting at 780 nmn [6.96, 6.97,
6.98]. This type of laser is commonly used in CD players and hence cheap
to produce. The quasi-monochromatic light of the laser is stabilised on the
cubidium D7 line, and very efficient optical pumping is possible for a much
{fower flux than is required when a lamp is used. The relative height of the
resonance is increased whilst the total current output by the photocell falls. As
a consequence, the potential medium term frequency stability is of the order
of 107137 71/2 1t is also simpler to use lasers, from a technical standpoint, and
this promises to improve long ferm frequency stability.

Laboratory studies have produced rubidium 87 masers operating in active
mode [6.99, 6.100]. To this end, the production of a population inversion be-
tween levels F = 2, mp = Oand FF = 1, mp = 0 was optimised, as far as
such is possible, and the resonance cell placed in a cavity with the best quality
factor that could be attained. The main attraction of a rubidium maser is its ex-
cellent frequency stability, of the order of 10713, for sampling periods t close
to 1 s. However, this stability tends to diminish for r > 1 s, owing to the light
shift and the shift caused by collisions with the buffer gas.

6.7 Stored ion clocks

It has been known for several decades that ions can be confined in vacuum
by means of electromagnetic fields. This confinement means that the ions are
held within a limited volume of space, without the help of material walls, for
periods of time as long as one day or more.

In a Penning trap, static electric and magnetic fields are used, whilst in a Paul
trap, the field is a radiofrequency electric field. In practice, the presence of a
magnetic field, as in the Penning trap, is not an advantage for the applications
we have in mind here. We shall therefore restrict discussion to confinement by
the Paul trap [6.101].

Many ions exhibit a hyperfine structure. Indeed for the following ions, for
example, the hyperfine splitting in the ground, stateris knédwn to Better than one
part in 108: 3He ™, *Be®, Mg, 85r, 113Cd+ 1:35th+ 13’f»Ba+ 7lypt,
Bcdt and "2Hgt. In 2000, only the 1"”Yb"' and 1"°Hg™ ions had been used
to build instruments that could be considered as atomic time and frequency
standards. Since there are thus far more results for mercury ions, we shall
concentrate on mercury ion standards, with confinement in a Paul trap. The
original idea was put forward by Major at the end of the 1960s, in the NASA
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laboratories. The hyperfine resonance of confined 199Hg™ ions was first ob.
served experimentally ai NASA [6.102] and subsequently at the University of
Mainz (Germany) [6.103].

The main steps in developing the corresponding frequency standarg
were carried out at the Laboratoire de Phorloge atomique (France)
[6.104], Hewlett-Packard (USA) [6.105, 6.106], and the Jet Propul.
sion Laboratory (USA) [6.107, 6.108, 6.109]. These instruments can be
made small enough for use in the field. Frequency instabilities below
10~ 13¢—1/2 have been achieved. More recently, a laser-cooled mercury ion
frequency standard has been successfully operated at the National Institute of
Standards and Technology (USA), showing a relative frequency instability of
3.3 x 1071372 and an inaccuracy of 3 x 1015 [6.110]. This is a more
complex and bulky device.

We shall begin by giving the principle of ion confinement in a Paul trap,
We then go on to describe the mercury jon frequency standard using a cloud of
ions that are thermalised by collision with an inert gas at room temperature and
optically pumped by means of an isotopic lamp. We shall briefly discuss the
ytterbium ion frequency standard and close by presenting the laser-cooling of
ions and the particularities of the laser-cooled mercury ion frequency standard,

6.7.1 Confining ions in a radiofrequency trap
{a) Potential distributions

We begin by considering the two potential distributions used to confine charged
particles. They correspond to the linear trap (also used in some gas analysers)
and the three-dimensional trap, respectively.

Two-dimensional quadrupole field. The potential distribution described in
Cartesian coordinates (x, y, z) by

Vix, 2) = Cx? — 7% (6.129)

can be realised physically smcq the Laplacian of this potential is indeed zero.
The quantity C is a constant. The poteritial¥s zero on the y axis. In the (x, 2)
plane, the equipotential curves are rectangular hyperbolas.

If we introduce conducting electrodes that follow these equipotentials, and
raise them to the corresponding potential, the potential distribution described
by (6.129) can be created at every point between the electrodes. In particu-
lar, if the turning points of the electrodes are equidistant from the y axis, the
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MVO

Fig. 6.33. Linear trap (in two dimensions). () Equipotentials viewed in a transverse
plane. (b) Electrode structure.

configuration shown in Figure 6,33a is obtained, with

Vo Vi
C="==, (6.130)
Xg 2

where Vp 1s the absolute value of the potential to which the electrodes are raised
and xg = zg is the distance separating the turning points of the electrodes from

the y axis.
The components of the electric field between the electrodes are
2Vo 2Vy
Ey=—-—x, E,=0, E =-—71z. (6.131)
0 20

In practice, the electrodes cannot extend infinitely along the asymptotes of
the hyperbolas. They are therefore truncated, as shown in Figure 6.33b. To
simplify the construction, they are usually reduced to simple rods of circular
cross section. It is then shown that, near the neutl al ax1s, where the ions are in
fact confined, the potential distribution tends o the one gwen by (6.129).

Three-dimensional quadrupole field, The following potential distribution,
expressed in cylindrical coordinates,

Vir, z) = C(r* — 273, (6.132)
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can also be realised physically. This potential is zero at the origin and the
equipotentials are hyperboloids of revolution about the z axis. The latter comn-
prise a ring-shaped surface centred on the z axis and two other surfaces cut
by the z axis, which might be viewed as a kind of lid. The ring component,
with minimum distance ro from the z axis, and the lids with turning poins
at distance zg = rg/ /2 from the centre, have the same absolute value of the
potential. If these equipotentials are replaced by material electrodes brought to
the potential V with {V| = Vg, we obtain the configuration with

Vi Vi
C=—==3, (6.133)
ry 2z
as illustrated in Figure 6.34a.
The components of the electric field between the electrodes are
Vi V
Ey=——r, E,=2-z. (6.134)
2p %0

As in the previous case, the electrodes are actually finite. In practice, they are
made as shown schematically in Figure 6.34b. For the sake of convenience,
they may not have exactly the theoretical hyperboloid shape. However, close

to the centre, the potential is adequately described by (6.132).
By

(b) Conﬁ;;"teméi;it“o}l charged particles
Equations (6.131) and (6.134) show that the orthogonal components of the
electric field are proportional to the distance from the axis of the linear trap,

or to the centre of the three-dimensional trap, but with opposite signs. If the
applied potential difference is constant, a charged particle will therefore be
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Fig. 6.35. Origin of the restoring force, bringing ions back towards the axis in a linear
trap.

subjected to a force with one component tending to restore it towards the axis
or the centre, and one component tending to dispel it from the trap.

However, confinement can be achieved if the applied potential difference
alternates. The particle motion can, of course, be described analytically via the
fundamental equation of dynamics. We thus obtain two Mathieu differential
equations. Their solutions are stable for certain values of parameters defined in
terms of the amplitude and frequency of the potential difference applied across
the electrodes, the trap dimensions 7o and zg, and the mass and charge of the
particle. In this case, the particle oscillates about the axis or the centre, without
reaching the walls. Confinement is thus physically realised. A complete study
of the motion of the ions shows that stability conditions are optimised if the
applied potential difference includes a d.c. component [6.101].

In the following, we present a simple Ejl'l_-lalitative argument*to explain the
origin of the restoring force that confines the iOIill'S: i-n;boﬁll' directions.

Consider a linear trap and, without loss of generality, imagine that a positive
ion is placed in it. The electric field forces the ion into a low amplitude sinu-
soidal motion called the micromotion. It has the same frequency as the electric
field, but it is completely out of phase with it. Figure 6.35 shows the time vari-
ation of the electric field at two points in the (x, z) plane located on the x and
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z axis, with coordinates (x; > 0, 0) and (0, z; > 0), respeciively. The electri;
fields there are out of phase since, by (6.131), E, and £, have opposite signg,
The micromotion executed locally by the ion is also shown. This motion a].
lows it to explore the electric field. However, the latter is non-uniform, being
proportional to the distance from the axis, and the electrical force on the jop
is thereby distorted, as shown in the figure. Consequently, the average value of
the force is not zero and we observe that it is directed towards the axis. This
restoring effect on the ion forces it into a two-dimensional transverse harmonic
motion about the trap axis. This is called the macromotion or secular motion, 1t
has a low frequency compared with the electric field itself. Longitudinal con-
finement is arranged by the end electrodes, positioned on the axis and held g
a constant repulsive potential.

By a similar explanation, it can be shown that, in a three-dimensional trap,
confinement is obtained in the axial direction and in every radial direction. In
this case, confinement i indeed three-dimensional,

Applying a potential difference with an alternating component across the
electrodes of a linear or three-dimensional trap, ions can be confined in the
vicinity of the axis or centre, respectively. The ions are suspended in the vac-
uum under the effects of forces of electrical origin that bind them with respect
to the trap electrodes. They follow an extensive secular motion, on which is
superposed a higher frequency but lower amplitude micromotion. For a trap in
which the electrode spacing is of the order of one centimetre, and the applied
alternating potential difference has frequency around 100 kHz and amplitude
around 100 V, the frequency of the secular motion is of the order of 10 kHz in
the case of mercury ions, and the amplitude is less than the internal dimensions
of the trap.

By their almost harmonic motion, the ions behave as though they were mov-
ing in a parabolic potential well with depth of the order of 10 V.

6.7.2 Confinement of a cloud of ions
( cr?rlon cloud density
7} - I -

The density of the ion cloud that can-pe gofifined in this way is extremely low,
due to repulsive electrostatic forces between the charged particles. This density
is of the order of 10° jonscem™2, corresponding to a partial pressure in the
region of 10~8 Pa, comparable with that of the residual gases in an extremely
high vacuum. The ionic medium is thus very dilute and collision interactions
scarce.
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Fig. 6.36. Schematic iltustration of the absorption spectrum of an ion confined in a
radiofrequency trap.

(b) Absorption spectrum of the ions

When the ions are irradiated by an electromagnetic wave of fixed frequency
y, they feel a frequency modulated wave. This is due to their own motion and
the associated Doppler effect. The spectrum of the signal received by the ions
thus includes a carrier at frequency v and lateral lines at frequencies vta fu
and v &= mfy, where n and m are integers and f,, f, are the secular mo-
tion and micromotion frequencies, respectively. In addition, the ions exhibit a
very sharp hyperfine resonance, due to the fact that confinement times can be
extremely long. Its width is much less than f, and hence also f. If the fre-
quency Vv is varied, the ions tend to absorb the incident radiation each time one
of the spectral components coincides, up to the width of the resonance, with
the hyperfine resonance frequency vy.

Switching from the standpoint of the ions to that of the observer, everything
happens as though the ionic absorption (or emission) spectrum were composed
of very narrow lines at frequencies vy &= nf,, and vy &= mf,s. The spectrum is
shown schematically in Figure 6.30.

When the radiation frequency v is very close to the hyperfine transition fre-
quency vy, the lateral lines are not excited and everything happens as though
the Doppler effect were inoperative. This result has already been mentioned
in Section 6.2.3. It can be shown that the Dicke condition (6.13), limiting the
dimensions of the region occupied by the ions, implies that the central compo-
nent of the absorption spectrum should be barely attenuated and that the lateral
components should be of low amplitude.

LY
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(c) lon energiesn.... ; ™ " ¢

The resonance signal that can be obtained from a group of ions or atoms is
proportional to the number of particles that can be observed. Efforts are there-
fore made to increase this number, insofar as this is possible. However, in the
case of ions, there is a correlation between the number of ions confined and

their kinetic energy. The latter is an increasing function of this numbet. The
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same is therefore true of the second order Doppler frequency shift given by
(6.16).

It is easy to find a qualilative explanation for this coupling. Because of
Coulomb repulsion, the ionic cloud occupies an ever greater volume as the
number of ions increases. Since the electric force acting on the ions is propoy-
tional to their distance from the trap axis or centre (by (6.131) and (6.134)}
their kinetic energy increases. For the three-dimensional trap, the average ki.
netic energy is around 2 eV. Despite the large mass of the mercury ion, thig
leads to a second order Doppler frequency shift of the order of —10~11,

The kinetic energy of the ions is reduced by introducing helium gas at very
low pressure, of*the order of 103 Pa, so as not to cause a further frequency
shift that might actually worsen the situation. The average kinefic energy of
this gas is 4 x 1072 eV at room temperature. This collisional cooling method
is not very effective in practice. The second order Doppler shift can be reduced
to —5 x 1072,

The situation is better in a linear trap because the ions spread out over a
cylindrical region about the trap axis. For a given number of ions, the transverse
extent of the cloud can be decreased if the cylinder length is greater than its di-
ameter, The average kinetic energy is thereby diminished [6.107, 6.108, 6.109],
Using helium gas at a partial pressure of 10~ Pa, the second order Doppler
shift falls to around — 1071, Tt can also be shown that, in a linear trap, the aver-
age kinetic energy is less sensitive to fluctuations in the a.c. potential difference
applied across the electrodes.

These advantages explain the current preference for using linear traps in
confined mercury ion frequency standards.

6.7.3 Description of a frequency standard using o cloud of mercury ions
(a) Spectroscopic properties of 199+

The nuclear spin of the 199 isotope of mercury is 1/2. In addition, when the
Hgt is produced by removing an electron from the outer electron shell, it has
an electronic structure very similar to the alkali metals, with an unpaired elec-
tron on the outermost electrdm shell: ; |

The 1*Hg™ ion thereforé hat a° gnou“nd state hyperﬁne structure as sim-
ple as the hydrogen atom itself, with just four hyperfine sublevels, viz.,
F=0,mp =0and F = 1, mp = —1, 0, 1. The proportion of levels
useful for operating a frequency standard, i.e., the levels (0, 0) and (1, 0),
is therefore as large as possible. This makes it easier to observe the hyper-
fine resonance signal of a limited number of ions. Note also that the hyperfine
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splitting is large, corresponding to about 40.5 GHz. For a given hyperfine res-
onance width, the quality factor of this resonance will thus be higher than for
the atoms considered previously. This same property also favours frequency

stability.

(b) Optical pumping of 19%Hg™ and observation of the hyperfine resonance

The hyperfine states of an ion cannot be separated by magnetic selection be-
cause the deflecting force associated with the electrical charge is far greater
ihan that arising from the magnetic moment of the unpaired electron. State
selection must therefore be carried out by optical pumping.

In the present case, there is a fortunate isotopic coincidence between the
absorption spectrum of 99Hpt and the emission spectrum of 2°2Hg*. The
Jatter spectrum is emitted by a lamp containing the 202 isotope of mercury and
excited by a radiofrequency discharge. This isotope has no hyperfine structure
and it just happens that the wavelength of the Dy line of **?Hg™, near 194 nm,
lies very close to the wavelength of the transition between the F = 1 hyperfine
level of the ?"Hg™ ground state 2S;/, and its first excited state 2P, /. The
situation is thus very similar to the one illustrated in Figure 6.4a, except that
the incident light excites ions in level § (here, the F = 1 level) and optical
pumping populates level o (here, the £ = 0 level).

Fluorescence light emitted by ions when they spontaneously decay from the
first excited level down to the ground state is not very intense because the pop-
ulation of the F = 1 level is reduced. If the ions are now irradiated by an elec-
tromagnetic wave with frequency close to the hyperfine transition frequency,
the ¥ = 1 level repopulates and the fluorescence light at 194 nm intensifies.
Its intensity is measured and, when the applied signal frequency sweeps across
the hyperfine transition frequency vg, a resonance curve is obtained with a
maximum at that frequency.

If optical pumping were accomplished using monochromatic light, it would
be more efficient and the resonance would be more intense. However, at the
time of writing (2000), there is no far ultraviolet continuous-wave laser. Co-
herent radiation has been produced at wavelengths as short as 194 nm using
optical frequency synthesis techniques, i.€, 'kby multiplying and mixing fre-
quencies in non-linear crystals [6.111]. The expgrlmentaﬂ\setﬁp is complex and
costly, so the 22Hg lamp is still used in relatively compact devices.

(c) Experimental setup and resonance curve

The experimental setup, designed by the Jet Propulsion Laboratory (USA), is
shown schematically in Figure 6,37,
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Fig. 6.37. Confined mercury ion resonator, (a) Useful part of the 19""Hg"' spectrum, (b}
Simplified representation of the confined mercury ion resonator. Fluorescence light is
observed at right angles to the plane of the figure.

A neutral mercury 199 vapour is introduced in a controlled mannet, at very
low pressure, by heating mercury oxide, The vapour encounters a blast of elec-
trons from an electron gun. The ions thereby produced are confined by ap-
plying a suitable potential difference to the linear trap electrodes. The latter
consist of four regularly spaced cylindrical rods, about 1 cm apart. Helium gas
at a pressure of about 107> Pa reduces the kinetic energy of the ions.

Light from the 2°?Hg™" lamp is directed towards the ion cloud. After cross-
ing the trap, it is collected in a light trap in order fo reduce the intensity of
spurious light that might impede observation of fluorescence light from the
ions. The fluorescence light is focused onto a photomultiplier, in a direction
perpendicular to the plane of the figure.

The microwave mterrogatmn signal at 4{) 5 GHzis applied using a horn. The
electromagnetic wave propagates’at nghf angles to the trap axis.

Magnetic shielding attenuates the Earth’s magnetic field and its fluctuations.
It contains coils creating a uniform and stable magnetic field, with strength
similar to that in a caesium beam clock. A high vacuum pump and various
other devices are incorporated.

The resonance is observed with the help of Ramsey’s method. In this case,
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Fig. 6.38. Response of a linear mercury ion trap. The frequency origin is positioned at
the ground state hyperfine transition frequency, From [6.107, 6.108, 6.109].

however, the two successive interactions do not result from motion of the atoms
(or ions), as in a caesium clock. In the 19Hpt frequency standard, two suc-
cessive interactions are obtained by pulsing the oscillating field. During an
observation sequence, this field irradiates the region occupied by the ions for
two brief instants separated by a time interval 7'. The Ramsey method therefore
operates in the time dimension here.

An observation sequence typically begins by reloading the trap in order to
maintain the number of ions (and hence their energy) at a constant level from
one cycle to the next. The electron gun is therefore activated briefly. The lamp
is then lit for about 1.5 s, by which time the ions have been prepared in the
state F' = (. The microwave radiation is applied for two time intervals 7 lasting
about 0.3 s, separated by a time 7', anywhere between 2 and 30 s, during which
irradiation ceases. The lamp is subsequently relit and the fluorescence light
intensity measured, to discover the effect that the mlcrowave radlauon has had.
Figure 6.38 shows the resonance curve thlﬁS{ obfained, ¥ 1th T i= 255 [6,107,
6.108, 6.109]. It represents the transition probztbﬂftyaas Hescnbed by (6.43).

The quality factor Qg of the central fringe of the resonance curve in Fig-
ure 6.38 is 2 x 101, It can be increased, in proportion to 7. As a general rule,
the temporal Ramsey method applied to confined ions is currently the method
of high resolution spectroscopy that produces the highest quality factors for
atomic resonances.
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(d) Controlling the frequency of an oscillator

The response of the atomic system can only be observed at discrete times, at
the end of an interrogation sequence. The frequency of a quartz oscillator is
thus controlled by the ionic hyperfine resonance in the same way as it would
be by a cold caesium atom fountain.

6.7.4 Metrological properties of frequency standards using a cloud of
Mercury ions

(a) Medium term frequency instability

When sampling periods are long compared with the time constant for servo
control of the local oscillator, and hence longer than T, the medium term fre-
quency instability of the confined ion frequency standard is characterised by
(6.86).

Detection noise arises from shot noise in the detected light flux. There are
two components in the detected flux, viz., fluorescence light from ions and light
produced by unwanted reflection of the incident light. In practice the latter is
more intense than the fluorescence light. This introduces an inordinately large
shot noise. However, the high value of the quality factor Qy; favours frequency
stability. An Allan deviation of 7 x 10~147~1/2 has been obtained, putting the
mercury ion standard into the ranks of the most stable, as can be seen from
Figure 6.11 [6.107, 6.108, 6.109].

(b) Residual frequency shifts

The main frequency shifts affecting the mercury ion frequency standard come
from the quadratic Zeeman effect, the second order Doppler effect, and colli-
sions with the helium buffer gas.

The static magnetic field is typically 3.5 x 1076 T. The shift in the hyperfine
transition frequency of the 19°Hg™ ground state is then equal to 3 x 107121t
is much smaller than in a caesium beam clock where it would have a value
around 1.7 x 10719, oo '

The second order Doppler shift’ and ﬁhe shlft due to collisions with the buffer
gas are related since it is the density of the buffer gas that determines the kinetic
energy of the ions. For a helium partial pressure of 1073 Pa, the frequency shift
due to these two associated effects is close to 10712,

Note that the shift arising from the quadratic Stark effect in the presence of
the confining electric field is as low as a few times 10714,
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(c) Long term frequency instability and inaccuracy

The long term frequency instability depends on the sensitivity of the observed
qransition frequency to environmental conditions and operating parameters.
These instabilities may arise from fluctuations in the surrounding magnetic
field, the potential difference across the electrodes, the number of confined
ions, and the temperature and pressure of the buffer gas.

Experience shows that these parameters can be sufficiently well controlled
1o ensure a frequency instability of the order of 10715 for 10* < 7 < 10° s
[6.107, 6.108, 6.109].

Theoretical and experimental analyses of the various frequency shifts pro-
vide an estimate of a few times 10713 for the inaccuracy of the confined
I99Hg+ ion time and frequency standard [6.107, 6.108, 6.109].

6.7.5 Ytterbium ion frequency standard

The ion 71Yb™ has been used to make a confined ion frequency standard. Its
nuclear spin is also 1/2, and its hyperfine transition frequency in the ground
state 1s close to 12.6 GHz. Optical pumping is carried out on the Dy line at
369.5 nm. Standards have been constructed in different ways. In one case, the
radiofrequency trap is three-dimensional and the light source provided by a
dye laser with doubled frequency [6.112]. In another case, the radiofrequency
trap is linear and the pumping light obtained from a titanium—sapphite laser
[6.113].

The measured frequency instability is close to 10~ 13712 for 100 < © <
3000 s.

The ground state hyperfine transition frequency for [71Yb™ has been mea-
sured to within 2 mHz [6.113].

6.7.6 Laser-cooled mercury ion frequency standard

Ions can be cooled by laser irradiation in the same way as atoms [6.114], In
fact, the experimental method is simpler for ions than for atoms because they
are held close to the trap centre or axis. The first radiative coolmg of confined
ions was accomplished in 1978 at the Nafidnal Bureafg, of, Standards since
renamed the National Institute of Science and Techno'iogy (NIST)

The cooling mechanism can be understood intuitively. The optical absorp-
tion spectrum of a confined ion has lateral lines due to the periodic component
of its motion, in exactly the same way as its microwave absorption spectrum,
shown in Figure 6.36. The ion can therefore absorb a photon when illuminated
by a laser beam with frequency lower than the optical transition frequency. By
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fluorescence, it then emits a photon whose mean frequency is equal to the opt;.
cal transition frequency. Bach absorplion—fluorescence cycle thereby removeg
energy from the kinetic energy of the ion. A single laser suffices to achieve this
result, and residual thermal energies corresponding to a temperaiure of abouyt
10 mI are commonly obtained. The second order Poppler shift is then reduceg
to a completely negligible level, of the order of 10717 or 10718,

Such low temperatures can only be attained if the number of confined iong
is small. They are then localised very close to the trap axis where they form
a linear crystal of a few ions. Since the ions lie along the nodal line of the
radiofrequency field, the second order Stark effect becomes negligible. Unfor-
tunately, freduency stability is reduced by the small number of ions. This ig
counterbalanced by a reduction in the hyperfine resonance line width, thanks
to an increase of up to 100 s in the Ramsey interaction time 7', The frequency
shift due to collisions with residuat gases must be reduced as far as possible by
rarefaction, and this requires the use of cryogenic techniques.

A laser-cooled mercury ion frequency standard has been built and operated
at NIST according to the principles just described [6.110]. Coherent radiation
is produced at 194 nm by optical frequency synthesis [6.111]. It is used to
cool the ions and also to create a population difference between the hyperfine
sublevels. Tons are stored in a 4 mm long linear radiofrequency trap with an
electrode separation close to 1 mm. Under the reported operating conditions,
a set of seven cooled ions form a linear crystal along the trap axis. The trap i
placed in an enclosure cooled to the temperature of liquid helium. The clock
transition is probed using the Ramsey technique in the time domain. During
one elementary cycle of operation, the ions are first cooled for 300 ms. They
are then optically pumped in the F = 0, mr = 0 level of the ground state. The
light is switched off and the Ramsey microwave interrogation is accomplished
For this purpose, two 40.5 .. . GHz pulses of duration 250 ms are applied with
a separation of up to 100 s, The clock transition is then detected optically. The
frequency control of the quartz crystal oscillator is very similar to that imple-
mented in atomic fountains. The frequency instability and inaccuracy achievec
are 3.3 x 107137 71/2 and 3.5 x 10715, respectively [6.110]. Improved perfor
mance is expected by increasing the number of stored ions or by preparing the
ions in special quantum &tates [6. 1151”6 1,__16].5,"'-

e F

6.8 Other atomic frequency standards

Hyperfine structure transitions have no exclusive claim as atomic {requency
references. Other transitions may be acceptable, provided they have the re
quired qualities.
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6.8.1 Magnesium beam frequency standard

The alkaline earth atoms have no hyperfine structure in the ground state. How-
ever, there are interesiing transitions between levels of their excited states. For
example, in magnesium, the frequency of one of these transitions is 601 GHz
and the lifetime of the levels is such that the quality factor is close to 1019,
A beam frequency standard has been built on the basis of this transition and
results are encouraging [6.117]. A more efficient preparation of the relevant
atomic states, together with cooling of the magnesium atoms, would be re-
quired to improve this device.

6.8.2 Optical frequency standards

A great many frequency standards have been consiructed, or are under devel-
opment, in the optical region of the spectrum. They use atomic or molecular
iransitions between the ground state and an excited state, or between two ex-
cited states. The light source used to observe such a transition is always a laser,
with frequency controlled by the frequency of the selected transition. These
are therefore passive frequency standards. The references are transitions in the
following molecules, atoms and ions, e.g., I, CHy, CO2, OsOy4, Rb, Ca, Hg™,
vbt, Bat, Srt, Cat, Int. The whole available range of CW lasers is con-
cerned here, including He-Ne, CO5, semiconductor, neodymium-doped YAG,
titanium-—sapphire, and so on.

Remarkable results have been obtained. At frequency 29 THz (10 pum), the
CO; laser stabilised on a transition of the osmium tetroxide molecule OsOy
has a frequency instability below 1071% for 10 s < © < 10* 5, a long term
(1 yr) reproducibility of 1.3 x 10713, and a potential inaccuracy of the order
of 10~14 {6.118]. Similar results have been obtained at 88 THz (3.39 pum) with
the He—INe laser stabilised on a transition of the methane molecule [6.119].

6.8.3 Optical frequency standards based on individual ions at rest

The ion confinement technique is likely to play a key role in the development
of extremely high performance optical frediiency, stqnd%rds Ir;fleed in 1973,
Dehmelt put forward the idea of using a single ibh’afrest [6. 120]

Consider an ion in which two transitions with very different properties can
be identified. One couples the ground state to a level of very short lifetime, of
the order of 10 ns. This means that about 10° absorption—fluorescence cycles
can be carried out per second and the ion can thus be very efficiently cooled.
The other transition is associated with a very low probability. It connects the
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Fig. 6.39. Energy levels in the indium ion chosen to build an optical atomic frequency
standard.

ground state to a metastable state with a lifetime of about 1 s. The cotrespond-
ing resonance therefore exhibits an intrinsic width of the order of 1 Hz. It
constitutes the optical reference frequency with a quality factor somewhere
between 10 and 10!, Since the cooling transition provides something like
10® fluorescence photons per second, the presence of a single ion in the trap
is easy to detect. Indeed, this has been demonstrated experimentally in several
laboratories.

A single cold ion resides on the axis of a linear Paul trap, with an extremely
low kinetic energy. We thus achieve a good approximation to the idea of a sin-
gle atom (or ion) at rest. In such a situation, the causes of unwanted frecuency
shifts are reduced to an absolute minimum.

The possibility of using the indium ion 150t has been considered [6.121,
6.122]. The relevant energy levels are shown in Figure 6.39. The 2Py level is
the one with a long lifetime. This ion has no electron angular momentum in
the ground state ' Sg, nor in the metastable state *Py. Hence, the Zeeman fre-
quency shift is extremely small. Moreover, the reference transition frequency is
not shifted by the Stark effect, and it is in fact completely immune to the pres-
ence of a confining electric field. The production of two emissions at 231 and
236 nm appears feasible by twice doubling the emission frequency of semi-
conductor lasers.

The reference transition can be detected by the so-called shelving method,
which works as follows [6,120]. If the ion is in the ground state 'So, it is
detected as a result of the 231y nm ﬂuoresceng:e light released after irradiation
by the cooling light beam, On th& othér Hand, if ihe frequency of the radiation
at 236 nm is tuned to the reference transition frequency, the ion is carried into
the state *Pyp, and the fluorescence light disappears.

An excellent frequency stability is expected of this frequency standard, be-
cause of the high value of the quality factor and the high signal-to-noise ratio
for detecting the transition. The inaccuracy may be as small as 10~17, be-
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cause the frequency shifts affecting the reference transition are significantly
reduced.

Convincing experimental results have been obtained recently at NIST, using
a single laser-cooled °?Hg™ ion stored in a cryogenic linear radiofrequency
trap [6.123]. Ion cooling is achieved by inducing transitions at 194 nm between
ihe 281 /2 ground state and the short-lived 2Py 5 first excited state. The 282 nm
reference transition occurs between the ground state and the metastable 2Ds /2
state having a lifetime of 90 ms. The shelving method is implemented and
the detection of the 282 nm transition is accomplished by observing the flu-
orescence light at 194 nm. A line width of 6.7 Hz for the 282 nim transition
(1.06 X 10'> Hz) has been observed. The corresponding line quality factor is
equal to 1.6 X 104, Tt is the highest ever achieved in microwave and optical
spectroscopy. This result proves the true potentiality of optical frequency stan-
dards to compete successfully with frequency standards based on microwave
transitions.

It should be noted, however, that in order to observe a resonance in the op-
tical region with width as small as 1 Hz, the light source itself must have a
spectral width well below this value. Specific studies will be needed to con-
stract such a source.

6.8.4 Optical frequency standards for time measurements

The frequency of radiation at a wavelength of 0.6 pm, for example, is
500 x 10'2 Hz. This is about 5000 times higher than frequencies in the most
advanced systems (~ 100 GHz), used for telecommunications and radar de-
tection. Although several specialised laboratories are able to compare the fre-
quencies of a microwave signal and those of an optical signal, using the fre-
quency synthesis technique, the experimental setups are delicate, cumbersome
and costly. At the time of writing, no practical way has yet been discovered for
using optical frequency standards to produce a reliable and durable time scale.

Research is in progress with regard to improving this situation, New results
have opened the way to much easier comparisons of ﬁéqqpnc{jjies in the mi-
crowave and optical domains [6.124, 6.125]. Théy Hav%%eén obtained using
a mode-locked laser which regularly emits very narrow (a few femtoseconds)
and intense pulses. This periodic radiation creates a frequency comb in the op-
tical domain. The repetition frequency of the laser, and hence the frequency
of each component of the comb, can be controlled by a microwave frequency
standard.
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Table 6.2. Practical information concerning atomic time and frequency
standards. Numerical values indicate orvders of magnitude. They correspony
to different performance levels or degrees of development.

Type of standard Volume Mass Cost
(dm3) (kg) (10 Buro)
Laboratory caesium 500-3000 500-1000 1000
Commercial caesium 10-30 10-30 50-80
Active hydrogen maser 150-250 75-250 150450
Passive hydrogen maser 20-80 20-60 75-150
Rubidium 02-1  04-15 3-8
Mercury ion 10-250 10-250 150-2000

Table 6.3. Typical inaccuracies for various types of atomic frequency
standard, as of 2000.

Type of standard Inaccuracy
Laboratory caesium:

cold atom fountain 1x 10~
Laboratory caesium:

continuous beam from oven 6 x 1071510713
Commercial caesium 1.5 x 10712-3 x 10~ 11
Hydrogen maser 2-5 x 10712
Trapped mercury ion 3.5 x 10752 x 10713
Rubidium No meaning

(calibration required)

6.9 Conclusion

In this chapter, we have descmbed the state-of—the art as far as atomic time and
frequency standards are concerned. Table’6.2 gi"ves some details concerning
the volume, mass and cost of such instruments.

Figure 6.11 gives an overview of current frequency instabilities. The other
important characteristic is inaccuracy, summarised in Table 6.3.

We have also mentioned some current developments. It may be hoped that,
within a short space of time, standards will be produced with frequency insta-
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pilities of 10716 for T = 1 day, and inaccuracies approaching 1071%. There
are possibilities for further improvements, too. Referring to Figure 4.3, which
shows schematically how the quality of artificial clocks has evolved, we may
thus fully justify an optimistic extrapolation beyond the year 2000.
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Atomic time measurement

The scientific and technical work that serves as a foundation to atomic time
measurement has been described in the previous chapters. Chapter 4 showed
how such measurements have gradually displaced astronomical measurements,
In the present chapter, after recalling the atomic definition of the second and
defining the main time scales issuing from it, we shall be concerned with the
way atomic time measurements are put to use. We describe all the steps in-
volved in seiting up and disseminating a worldwide time scale that can be used
both for synchronisation and as a way of providing a unit of time. We also
discuss time scales suitable for dynamical purposes.

7.1 Definitions
7.1.1 Definition of the second

Let us recall the definition adopted by the 13th General Conference on Weights
and Measures (CGPM) in 1967:

The second is the duration of 9 192 631 770 periods of the radiation corre-
sponding to the transition between the two hyperfine levels of the ground
state of the caesium 133 atom.

As explained in Chapter 3'g=--'llhe second should be considered as the unit of
proper time along the worldline of the relé¥ant caesium atom. Since the atoms
are moving relative to the device that observes their frequency, i.e., the clock,
corrections must be made to allow for this motion in order to ascertain the
proper time of the clock. At present levels of accuracy, the only relativistic
effect that needs to be taken into account is the second order Doppler effect
of special relativity. However, the time may soon come when the whole clock

236
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will need to be treated within the framework of general relativity, in order to
provide the proper time at a specified point, such as a connector.

If the clock is in the immediate vicinity of, and fixed with respect to the ob-
server, it can be used as in classical physics, provided that we accept Einstein’s
principle of equivalence. If it is at some distance, carried by a satellite, for ex-
ample, and communicates data by radio, then this data must be processed as
indicated in Chapter 5.

7.1.2 International Atomic Time and its relationship with geoceniric and
baryceniric coordinate times

As explained in Chapter 3 (Section 3.3.2e), International Atomic Time (TAI)
can be viewed as an average of clock readings. The clocks in question here
operate in accordance with the definition of the second. They are assumed
fixed relative to the Earth and located on the rotating geoid. These definitions
specify the scale unit of TAI, but the whole sysiem of graduations remains
to be fitted together somehow. This problem is referred to as fixing an origin.
The task was accomplished by assigning the same date in TAI and Universal
Time (UT) to a fictitious event, occurring on 1 January 1958 at 0 h UT. (To be
precise, the form UT?2 of Universal Time was used, as defined in Section 8.1.3.)
UT is based on the Earth’s rotation and is not measured as accurately as TAL
Moreover, it was subsequently recognised that systematic errors were made
when determining UT in 1958, and UT values had to be corrected by several
milliseconds. However, these corrections were not carried over o TAL We
may therefore say that the origin of TAI is simply fixed by the very existence
of this time scale, the coincidence with UT on 1 January 1958 being merely
approximate.

In Chapter 3, we defined the geocentric coordinate time. The scale unit for
this ideal time is obtained theoretically from the definition of the second, How-
ever, an origin must also be fixed in this case. In 1991, the International Astro-
nomical Union (IAU) did just this in its Resolution A4, by defining a particular
geocentric coordinate time denoted TCG such that

TCG—TAI =32184s on lJanuvary 1977, 0 h TAIL 7.1)

{" " 3} P i

The number 32.184 appearing here should be treated 4s dxact byf"convention, as
should the date. Note, however, that there is an uncertainty in the TAI reading,
something like 1 us at that epoch, so that TCG can be said to float by this
amount. In practice, this has little importance.

We also saw in Chapter 3 that a variant geocentric coordinate time was de-
fined having a scale unit with duration very close to the duration of the (proper)
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second on the rotating geoid. This variant is Terrestrial Time (TT), related to
TCG by the expression for the difference in seconds,

TCG—TT = Lg x 86400 x AD (7.2)

where A D is the time elapsed in TAI days since 1 January 1977 at O h TAI and
L has a conventional valuef

Lg = 6.969290 134 x 10710 (7.3)

TAT is thus a realisation of TT, up to the 32.184 s offset. We may therefore
wrile

TT(TAI) =TAI +32.184 s, (7.4)

adopting the commonly used notfation whereby U(x) represents the realisa-
tion of the theoretical quantity U identified by the symbol x. Hence, TT(TAI)
should read ‘realisation of T'T based upon TAI’.

The reader may wonder why there is a difference of 32.184 s between TT
and TATI. In 1958, it was justifiable to fix TAI onto UT rather than Ephemeris
Time (ET), because the latter was rather poorly determined. Later, however,
astronomers wanted TT to replace ET. All attempts either to shift TAI or to
change the argument of the astronomical ephemerides failed. The number
32,184 represents the best estimate of the deviation in seconds between ET
and TAI on 1 January 1977,

Let us now consider the barycentric coordinate time mentioned in Sec-
tion 3.3.2b. This is used to study planetary motions and the trajectories of space
probes. The word ‘barycentric’ is intended to mean ‘centred on the centre of
mass of the Solar System’. As for TCG, the scale unit is based on the (proper)
second. The origin of one particular barycentric coordinate time denoted TCB
is such that TCB has the same reading as TCG on 1 January 1977 at O h TAI at
the centre of mass of the Earth. It is essential to specify ‘at the centre of mass
of the Earth’ because the relationship between these two coordinate times is
four-dimensional. To order ¢ 2, it is given by}

Fy ’UZ
;[ I:?E + UP(XE)] dt + vg-(x — XE)} , (7.5)
f(? . :

N R ,
where xg and vg denote here thé'Bdryeentric position and velocity of the centre
of mass of the Earth, whilst x is the barycentric position of the observer and

1
TCB—TCG:—-Z-[
¢

Fr

+ Relation (7.2) is approximative. According to decisions taken by the IAU in 2000, A D shoukd

be reckoned in TCG days since | January 1977 at O h TAL The difference is of order 10~ 18 in
relative frequency. In time, it amounts to 3 ns in one century.
# A more accurate expression is provided by IAU Resolution B1-5 (2000).
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Up the Newtonian gravitational potential due to all the bodies in the Solar
System except for the Earth itself. In the integral, t = TCB and # is chosen
in accordance with the origins indicated previously. On the Earth’s surface, the
last term reaches a maximum value of 2.1 us.

For terrestrial observers, the integral in (7.5) gives rise to an increment pro-
portional to the time, rising at a rate of about 0.5 s per year, to which periodic
terms must be added. The largest of the latter is due to the fact that the Earth’s
orbit is elliptical. It is thus annual, with half amplitude equal to 1.7 ms. To
reach an accuracy of 100 ns, more than one hundred periodic terms must be
taken into account [7.1].

Towards 1970, it became necessary to use a relativistic model to calculate
the ephemerides of bodies in the Solar System. In 1976, the IAU defined the
temporal argument of the ephemerides by carrying out a scale unit transforma-
tjon on the barycentric coordinate time in such a way as to leave only the peri-
odic terms in the difference with TT. In 1979, the new time scale was given the
name TDB (Temps dynamique barycentrique). At this time, some astronomers
had raised doubts about general relativity, so that all reference to this theory
and its terminology was scrupulously avoided. The relation between TDB and
TCB, in seconds, is given by

TCB—TDB = Ly x 86400 x AD , (7.6)

where A D has the same meaning as in (7.2) and Lp is currently estimated to
be '

Lp = 1.550519768 x 1078 +2 x 10717 (1.

Like TT, which was given the name TDT (Temps dynamique terrestre) between
1979 and 1991, both TCB and TDB can be represented on the basis of TAI
with the help of relations (7.2), (7.5) and (7.6). The use of TDB instead of
TCB gives rise to theoretical complications',;t,q{oweyer, a;great d;e_al of work has
been carried out taking TDB as time argament, parficélarly tie construction
of the Jet Propulsion Laboratory ephemerides, which are used for planetary
exploration. For this reason, it is difficult to make the desired transition to
TCB.

Figure 7.1 sums up the relationships between the variocus coordinate time
scales.
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Barycentric Geocentric
T
(Proper time)
4-D transformation 4-D transformation
TCB TCG
(Barycentric (Geocentric
Coordinate Time) Coordinate Time)

TCE— TDB = Lp-86400-AD TCG— TT=L;86400-AD

TDB TT

(Barycentric {Terrestrial Time)
Dynamical Time)

Realisation of TT

TAl

{International
Atomic Time}

Fig. 7.1. Relationships between coordinate time scales starting from the proper time
T of an obscrver. Barycentric and geocentric channels are related by four-dimensional
transformations, so that TAT can be used to realise all theoretical times. Quantities Ly,
Lg and AD are defined in the text.

7.2 Establishing International Atomic Time
7.2.1 Time scale algorithms

When several atomic clocks are available, their readings can be used to setup a
single time scale. This is certainly more reliable than time scales based on the
contributing clocks taken sepalsa‘gely,, and h@pefullyg has better characteristics

l‘l'

than any of them. Yo Y

If the clocks are sufficiently local in the sense that they are not too widely
separated, they can be used to establish the proper time of their laboratory
without it being necessary to take into account any other relativistic effects than
the second order Doppler effect from special relativity. If the clocks are spread

across a country or around the world, a realisation of TT is usually constructed.
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This is what happens, for example, when TAI is established. In this case, the
ropet time 7c of each clock C must be transformed into an approximation £
of TT, before the data can be combined as would have been done to establish a
jocal time scale. This transformation introduces an arbitrary additive constant,
put we shall see that it presents no obstacle. In order to simplify notation, ¢
will be written f¢ throughout the present chapter.
Before setting up an algorithm for some time scale that we intend to con-
struct, at least the following set of questions should be asked:

« Over what sampling period do we wish to optimise frequency stability?

s Do we wish to impose a ceftain frequency accuracy, and it so, what would
be an acceptable compromise in the case where this affects stability?

¢ What should be the interval between clock comparison dates (the data ac-
quisition period)?

o How long is the interval between the date at which the calculated scale be-
comes available and the last date for which this scale has been calculated?

¢ How often is the calculation to be updated?

The various time lapses involved are shown in Figure 7.2,

Answers to these questions are interdependent. For example, if we seek long
term frequency stability, we can accept a longer interval between clock com-
parisons than when short term stability is required. A wide range of situations
nevertheless remains open, In some applications, the scale must be obtained
almost in real time, whilst for TAI, a two month delivery time is acceptable.
For the study of pulsars, where the highest possible quality is sought, ncbody
would complain about waiting a whole year. It is not therefore possible to
describe a typical algorithm. Besides, algorithms must yield to technical con-
straints, such as the invention of new clocks or new methods of time compar-
ison. All algorithms nevertheless exhibit certain common features, although
they may be hidden to some extent by the mathematical formalism. These can
be exposed by examining the algorithm set up by the BIH in 1973 and still used
by the BIPM to establish TAI apart from a few adaptations to accommodate
technical advances [7.2, 7.3].

7.2.2 Algorithm for International Atomic Time
(a) General organisation

International Atomic Time is currently based upon data from over 200 atomic
clocks and frequency standards in about sixty different laboratories and com-
pared via the Global Positioning System, its Russian counterpart GLONASS,
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Dates Intervals

3 ] Data acquisition period
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published scale = I

Further data for
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- Transmission

Arrival of all data B
at processing ~
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~  Compuiation
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scale calculated B
uptodate f; ——> ty Y-

Fig. 7.2. Schedule for carrying out time scale algorithms. Data comprises either clock
time differences, or other information that can be used to calculate such differences
(c.g., reception dates of GPS signals).

and the Two-Way Satellite Time and Frequency Transfer (TWSTFT) method
(see Section 5.6.3).

It is sef up in such a way as to favour long term frequency stability, over peri-
ods of a month or more, and frequency accuracy. Because of the long term sta-
bility, it becomes acceptab]a to allow a rather lén g time for publication of TAl,
between one and two moriths. Indeed,’ "ime differences between local clocks
and TAI can be extrapolated to yield an approximation of TAI in real time.

TAI is established in two stages. A stability algorithm produces what i
known as the Echelle atomigue libre (EAL), a free-running mean time scale
whose stability is optimal for the relevant sampling period. Then a long term
servo control based on the frequency of primary standards constructs TAI by
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applying a time dependent correction [T A — EALIT AI) to the EAL. This
so-called steering aims to ensure the frequency accuracy of TAL
The schedule is as follows (see Figure 7.2).

¢ Computation period: one month. The date fy is around the middle of month
.

o Data acquisition rate: every five days (at 0 h UTC on dates ending in 4
or 9 when expressed in Modified Julian Date (MJD)). Data was previously
acquired every 10 days, up to the end of 1995.

o Last date covered by the publication: 3 somewhere around the end of month
m— 1. T

¢ There is almost no further data (i.e., t2 — 13 = 0).

¢ Transmission takes a few days (including preparation of data in participating
laboratories). This involves a certain level of commitment on the part of the
various laboratories and the BIPM.

(b) Stability algorithm

We begin by considering an imaginary situation in which all participating
clocks I (I =1, K, etc.) are read simultaneously, according fo the convention
of coordinate simulfaneity, at the date ¢ in geocentric coordinate fime (TCG,
TT or TAI). The readings z; (¢) are transformed into ¢; (¢), introducing arbitrary
integration constants. Letting { }(¢) denotie a weighted mean over the clock en-
semble at the date ¢, EAL could be defined by

[EAL] () = {t:1 (1), (7.8)

assigning statistical weights in accordance with the chosen stability criteria.

Definition (7.8) can serve the required purpose as long as all the clocks con-
tinue to operate, weights are not modified, and new clocks are not introduced.
This is summarised by saying that the clock ensemble must remain invariable.
If the ensemble is altered in some way, it is clear that this will cause a time
step to occur, since the clocks do not all have the same reading, and it will also
cause a frequency jump, since the clocks do not all have the same frequency.
In order to avoid this situation, definition (7’8\) is replaced by ;

¥

ALY = (1) 0+ A+ B 4y (7.9)

where #y is some arbitrarily chosen origin. A and B are constants which are
modified when the clock ensemble is altered, in such a way as to maintain
time and frequency continuity. Let ¢, be the date at which some modification
is made. Let us denote the old values of A and B by A_ and B_, and the new
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values by A+ and B, . The requirement of time continuity is expressed by

A+ = A_ -+ {ff}—- (fm) — {tf}-{- (rm) - (B-f- - Bﬁ)(fm - IU) ’ (7-10)

the ensemble averages {t;]}_ (tm) and {¢1}.. (fm) being calculated at #y, for the
old and new ensembles, respectively. Consider the case where one clock hgg
stopped running. Then £ is the last date for which that clock still gave data, T
is therefore included in {#;}_ () but notin {¢7}, (ém). As far as continuity of
frequency is concerned, this imposes

dty dt;
By =B +{—
t + ! dr } { dt } ’ (7.11)

where derivatives are calculated at #y.

Whereas it is a straightforward and rigorous matter to calculate A once B
has been found, it is actually impossible to obtain B... from (7.11) for the sim-
ple reason that we cannot evaluate instantaneous frequencies. (We can change
origin, choosing fn = #,. The Bs are then not needed to calculate A, .) We
must work with mean frequency values. Before #,,, a duration must be chosen
over which to calculate these mean frequencies. After £y, no data is available
if we wish to produce the time scale in real or near real time. Consequently, we
must predict the frequency of each clock on the basis of its past behaviour,

A subtle problem arises when we consider (7.11), because the derivatives
are with respect to the unknown ideal time ¢. However, only a difference be-
tween two such derivatives is required. This means that # can be replaced by
a physically realised time scale, provided that its frequency is stable enough
and lies close enough to that of £. In practice, the EAL itself can fulfill this
purpose. Hence, using past frequency differences with respect to the EAL for
each clock, we attempt to predict future values of this difference.

Frequency prediction and weighting form the core part of time scale algo-
rithms. Another important task must be added, namely, the detection of anoma-
lous behaviour in one of the clocks, which leads to its being withdrawn from
the ensemble. Such sfatistical problems are challenging. The type of solution
brought to bear can significantly influence the quality of the scale that is finally
produced.

We now transform the alﬁqve equatlcms so that they can be applied to
real measurements. These méasutements afe p proper time differences between
clocks, obtained by the methods described in Chapter 5. Let us recall that these
are differences in readings at the same date ¢, but that, since they vary only
slightly with time, they can be dated by a reference scale 6, for which there re-
mains a great freedom in the choice. In practice, Coordinated Universal Time
(UTC) is used. Starting with the proper time differences for two clocks J and
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K, we calculate the differences in the coordinate times # and fx, fixing the
constants of integration in an arbitrary manner. This gives

[ty — k] (0) = 81x(8) , (7.12)
where 81k is the measured value. Putting
x1(0) = [EAL — 111 (9) , (7.13)
equations (7.9) and (7.12) become

(x7} (@) = A+ B(@ — 6p) |, (7.14)

x3(8) — xx(6) = —éx (9} , (7.15)

where the factor ¢ — #p is replaced by € — 0y, since B is extremely small (of the
order of 10713), The time comparison network is organised in such a way that
the system formed by (7.14) and equations of type (7.15), written for various
pairs of clocks, can be sclved exactly, because the processing of superfluous
links brings with it more drawbacks than advantages. When the clock ensemble
changes, A and B are reestablished using

Ay =A_ —{x} Om) + (21} Om) — (B4 — B)Om —6p)  (7.16)

and

d.X.'f dx;
By=B_—{-2 = 717
+ { i } +{ a L 71D

where, as before, 7 is replaced by EAL in derivatives.

Having obtained the solution for xy, it is transformed to EAL — t; using
the theoretical relation between t; and #;, with the same value for the constant
of integration as for the inverse transformation, EAL is then available at the
location of the participating clocks through a correction to their readings.

When calculations are made, we use the fact that all clocks currently par-
ticipating in the construction of the EAL ar& fixed on th§ Ea;;th The transition
from their proper time to coordinate time only inVolvés a ﬁxed frequency shift.
This shift is not applied explicitly. It is contained in the correction term B. It
follows that the stability algorithm provides EAL — 1; directly. However, if we
wanted to incorporate satellite-borne clocks, a full treatment would be needed.
The previously noted simplification whereby 8y is made to coincide with &y,
leads to a change in 6y each time the ensemble is modified.
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(c) Frequency steering

A stability algorithm like the one just described optimises stability over a sam.
pling period that has been fixed by choosing the way frequencies are predicteq,
In its application to the EAL, we shall see that this optimal value is somewhere
between 30 and 60 days. However, the algorithm contains no guarantee againgg
longer term fluctuations. Step by step adjustment of the Bs may even lead to
an unbounded frequency drift.

The first problem to solve is how to evaluate the frequency of the EAL, using
data from primary standards. In this discussion, all frequencies are referred to
the level of the rotating geoid.

A primary standard provides an estimate of the mean frequency of the EAL
between dates 6; and G;. As time goes by, whilst this calibration becomes part
of the past, the EAL retains a recollection of it, thanks to its frequency stabil-
ity. Nevertheless, this recollection is not perfect and a contribution from the
frequency instability of the EAL must be added to intrinsic uncertainties in the
standard.

A filter has been devised which yields an optimal value for the mean fre-
quency of the EAL over a given interval by assigning coefficients (with sum
1) to all available calibrations, whether they come before or after. The word
‘filier’ is used, rather than weighting, because some of the coefficients may be
negative. This filter takes into account the following factors:

s a statistical model for frequency noise in the EAL, sum of a white phase
noise (arising from time comparisons), and white, flicker and random walk
frequency noise (due to the clocks);

¢ random and systematic uncertainties in frequency calibrations;

e initial and final dates of each calibration and of the period of estimation,

The theory behind this is rather complex and will not be discussed here. An
account can be found in [7.4].

Steering consists in finding a function P (9) allowing us to deduce TAI from
the EAL by

TAI©) = EALO) + P(©), (7.18)

in such a way that the TAI frequenty: tetnains close to the results of the accu-
racy filter, without its stability being degraded with respect to that of the EAL.
For example, if the TAI frequency were immediately changed each time a new
calibration occurred, frequency jumps would be unacceptable. To avoid this
situation, the frequency instability of P(8) is arranged to be smaller than the
estimated frequency instability of the EAL.
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(d) Application

The following is a highly schematic description, since steady advances are be-
ing made in the design of atomic clocks and time comparisons, and the BIPM
algorithms must have a certain level of flexibility in order to adapt. Our discus-
sion refers to the situation at the end of 2000. However, the initial assessment
of the role to be played by TAI, as carried out by the BIH in 1973, has been
regularly confirmed by international organisations. For this reason, the basic
principles have not changed since then.

When calculations are carried out, whole seconds are omitted. They are fed
back in when the results are obtained. We may thus consider that the following
explanations apply equally to either TAI or UTC.

Time comparison network. Let & denote a laboratory contributing to TAI
Fach laboratory k has a master clock which supplies an approximation UTC(k)
to Coordinated Universal Time UTC, This clock serves as a reference for
all local dating procedures. In particular, it measures the time differences
UTC(k) — ¢ for all clocks C of laboratory k. The BIPM only uses values
measured every five days on standard dates. These are defined to be Modified
Julian Dates (MJD) ending witha 4 ora 9, at 0 h UTC.

Remote time compparisons concern the UTC(k). Although continuous, the
BIPM estimates thet on standard dates by averaging or filtering. Figure 7.3
shows the network of time transfer links. A few laboratories act as centres for
links up to about 1000 km, using GPS or GLONASS. These centres are linked
together by the best avatlable techniques, namely, TWSTFT and GPS, using for
the latter precise ephemerides, computed retrospectively, and measured values
for ionospheric corréctions. In certain countries, there is a further level in the
hierarchy, whereby a central laboratory provides the link with several national
laboratories. This has long been the case in France, for example.

Stability algorithm. The stability algorithm, called Algos, calculates the val-
ves of FAL — UTC(k) at the standard dates in one month batches. The ini~
tial and final dates of these batches are thg last standard date in the month,
(The duration of one batch is normally 30 ddys, bt it i;?l&ij'!soglel;fmes 35 or 25
days.) Quite arbitrarily, these beginning and end ‘datestof ﬁle batches have been
chosen as ensemble modification dates, i.e., the previously defined 8y,. Conse-
quently, clock weights are held constant over each monthly interval. A clock
weight is zero when a clock has provided incomplete data, either because it
has stopped or because it has entered the ensemble after the beginning of the
interval.
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At the present time (2000), Algos processes the data from more than 200
clocks, mainly commercially manufactured caesium clocks which have excel-
lent long term stability, Since only stability is relevant here, other types of
clock can contribute. There are about forty hydrogen masers and their number
now remains stable.

The ensemble average is a weighted mean. The weight of a clock C is pro-
portional to the reciprocal of the variance Jé(lZ, 7) of 12 mean frequency
samples taken over one month, relative to the EAL.{ This variance has been
chosen, rather than the usual two-sample variance ari c(7), in order to reduce
the weight of clocks exhibiting frequency drift, or annual frequency fluctua-
tions, as has sometimes been ‘observed. In the flicker noise frequency model,
which is suited to the values of  considered,

0812, 7) =202 (1) . (7.19)

As frequency fluctuations of clocks are evaluated with respect to the EAL to
which they contribute, some clocks may progressively gain an excessive sta-
tistical weight and unduly dominate the ensemble. The problem is avoided by
using an upper limit for weighting. This has been modified several times, in
order to cope with clock improvements. Since January 1998, the rule is that no
clock can receive a weight exceeding 0.7% of the total weight. However, with
the increasing role played by the latest commercial caesium clocks, this rule is
becoming unsatisfactory because it does not sufficiently discriminate between
these clocks. A relative upper limit L in the form L /N is currently under study
(November 2000), where N is the total number of clocks and L lies between 2
and 3.

In order to detect anomalous behaviour in a clock, a comparison is made
between its mean frequency with respect to the EAL over the last month, that
is, over the month for which the TAI is currently being calculated, and its
mean frequency with respect to the EAL over the preceding 11 months. If
the variation is more than three times what might be expected from random
fluctuations, the weight of the clock is set to zero. All clocks undergo this test.
The calculation is repeated once offending clocks have been eliminated. Four
iterations are applied.

Frequencies are predicted by simple contlﬁuatmn of thi’ obser\?ad frequency,
always relative to the EAL, over the precedmg‘*momh Many studies of real
data have failed to yield a better prediction for the aim in question.

Any new clock remains under observation for at least four months before
effectively taking part in TAIL Over this period, it enters the calculations,

T In the variance, through long-established usage, T represents the duration over which the mean
frequency is calculated, i.e., the sampling period, as discussed in Section 5.2.3.
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but with zero weight. When the number of frequency samples 7 is less thag
12, 03(12, 7} is estimated from a(% (n, 1), assuming a flicker noise frequency
model.

With the Algos algorithm, it is possible to apply different weighting and pre-
diction rules according to the type of clock. For example, it would be feasible
to take into account a frequency drift in the hydrogen masers. Up to now, thig
opiion has not been implemented.

As an example, consider the laboratories and clocks taking part over the pe-
riod 28 August 2000 to 27 September 2000. The BIPM received data from 221
clocks (179 caesium clocks and 42 hydrogen masers) spread over 39 labora-
tories or national institutes, the latter incorporating several laboratories each,
121 clocks were assigned the maximal weight, including 98 of the latest com-
mercial caesium clocks, 4 primary caesium clocks (built in research cenires),
and 17 hydrogen masers. Zero weights were attributed to 44 clocks, mainly
new ones in their probationary period. Finally, 56 other clocks received inter-
mediate weights, generally rather low.

Clocks assigned the maximal weight constitute 85% of the total, and this
proportion is too high, as noted above.

Frequency steering. In 1969, using the Loran-C navigation system, the BIH
was able to drop the mean frequency approach to calculating TAI (then known
as TA(BIH)), replacing it by one averaging over time. However, it did not have
access to data from individual clocks. TAI was an average of atomic time scales
set up by a small number of large national timing centres. It was calculated by
means of an algorithm similar to Algos [7.5]. Originally, the correction B in
the defining equation of type (7.9) was zero for the three participating timing
centres, viz., the United States Naval Observatory (USNO), the Physikalisch-
Technische Bundesanstalt (PTB) in Germany, and the Commission nationale
de P’heure (F) at the Paris Observatory. No attempt was made to connect fre-
quencies with previous values of TAI, nor to align with data from primary
standards, since such data was too sparse and too uncertain,

In 1973, having organised direct access to individual clock data, the BIH im-
plemented the Algos algorithm, Care was taken to avoid any frequency jump
by suitably adjusting the initial valuesof B TAI wis produced directly by Al-
gos, in other words, it was just'equal.to the AL, However, primaty standards
had seen much progress and showed right from the start that the TAI frequency
was too high by about 10 x 10~ 1.

This frequency error was corrected on 1 January 1977 by a jump of exactly
10 x 1013 in the TAI frequency, following a resolution adopted by the IAU in
1976.
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Fig. 7.4. Duration (1 + d) s of the TAI scale unit on the rotating geoid (bimonthly
values).

Having done this, it became possible to introduce frequency steering, as had
already been envisaged in 1974 by the Consultative Committee for the Defini-
tion of the Second (CCDS). Application had been postponed because the fre-
quency error to be compensated was too great. At the beginning, the function
P(8) was a succession of linear functions, with frequency jumps of 2 x 10~
occurring, when needed, at intervals of more than two months. The size of the
discontinuities was reduced in several stages to reach 10~15 in 1996, and these
jumps may be made at monthly intervals. Figure 7.4 shows the bimonthly mean
values of the duration of the TAI scale unit in seconds on the rotating geoid.
The offset of about 2 x 10~ prior to 1996 results from the omission of a cor-
rection for blackbody radiation (see Section 6.4.1¢e). The decision to apply this
correction to all primary standards was taken in March 1996, The frequency
offset has been gradually reduced by steering,

Whereas Algos optimises stability over one or two months, steering guar-
antees stability over much longer periods. It can be considered as a way of
introducing a new weighting. As the samph,ng perlod zmcreasés each clock
contributing to the EAL affects TAI less and less; whil%t pmn’lary standards
have more and more relative importance. For stability over about 5 years, all
the weighting is carried by primary standards.

Form of results. After steering corrections, TAI is known from the values of
TAI — UTC(k) at standard dates. In fact, the BIPM publishes the values of
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UTC — UTC(k) every month in its Circular T, available by electronic mai],
An example is shown in Figure 7.5, Apart from this, by tracking GPS and
GL.ONASS satellites for time comparisons, values of UTC —GPS Time ang
UTC—~GLONASS Time are provided with similar uncertainties to those i
UTC — UTC(k). Timing centres k£, and GPS and GLONASS satellites form
the network of primary access points to TAI and UTC.

It is important to note that TAI and UTC become definitive once publisheq,
Small corrections have sometimes been allowed (amounting to a few nanosec-
onds), but never any global revisions. Even these small corrections are now
avoided. It follows that, if errors, from whatever source, are not detected dur-
ing calculations; they are incorporated forever into TAI The recognition and
elimination of these errors are a key task for Algos and preprocessing pro-
grammes, 0 which only a few days can be devoted.

7.3 Properties of TAI and UTC
7.3.1 Reliability

Reliability is guaranteed by the international basis of TAIL Imagine for a mo-
ment what would happen if, just as a practical joke, someone found a way to
stop all atomic clocks, just for a short time. This would cause such a tremen-
dous disturbance in world affairs that the loss of TAI would be a totally in-
significant matter! Furthermore, when it came to setting it up again, the phase
of TAI could be retrieved to within a few tenths of a microsecond by observa-
tions of rapidly rotating pulsars (see Chapter 8).

7.3.2 Accuracy of readings

The uncertainty in TAI readings using values of UTC — U T C(k) in one of the
primary access laboratories k is approximately equal to the uncertainty intro-
duced by this laboratory in time comparisons used to form TAI. It represents
the smallest possible uncertainty when dating an event with TAI in the labor-
atory under consideration, I the. best equipped laboratories, this uncertainty
is estimated (in 2000) at about ten p-anpséé‘oﬂﬂs, taking uncertainties in instru-
mental delays into account.

Access afforded to TAI by receiving GPS signals and using values of
UTC — GPS Time introduces uncertainties of the same order, in a labora-
lory possessing the best available equipment, by averaging over a great many
trackings for at least one day. The same can be said for GLONASS.
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Cireulax T 154 (2000 November 17)

1 - Coordinated Universal Time UTC, Computed values of UTC-UTC({L).
{(Frem 19992 Janmary 1, Oh UTC, TAI-UFFC = 32 =)

Date 2000 Oh UTC Bep 27 Ooct 2 ot 7 Oct 12
MJID 51814 5181% 51824 51829
Laboratory k UTC-UTC{k) (Unit is one nancsecond)
208 (Borowieaq) ~-2757 -2793 -27386 -2659
AFL (Laurel} 6676 6716 6740 6771
AUS (Sydney) 284 273 249 253
BEV (Wien) -383 -372 -371 -371
BIRM (Beijing) 222 213 200 194
ca0 (Cagliari) -3306 ~3284 ~-3292 -3290
CH (Bexn) =, -95 ~115 -139 ~142
CM (Queretaro) -157 ~161 -163 ~171
CRL (Tokyo) -44 -50 ~53 =50
csa0 (Lintong) ~23 -26 -8 2
CSIR (Pretoria) -526 =591 -G48 -704
DLER  (Oberpfaffenhofen) -13618 ~ =137%0 ~-13974 -141498
DTAG (Darmstadt) ~595 ~701 -~681 -681
g (Warszawa) . ~-759 -767 =770 -765
IEN {Torino) 55 55 58 55
IFAG {(Wettzell) ~3186 -3213 =323¢ -3247
IGMA (Buenos Aires) 119 112 108 104
INPL {(Jerusalem) {1) ~81 -BB -87 -105
IPQg (Monte de Caparica) 4734 4787 4842 4891
JATC (Lintong) -4130 ~4171 ~4211 -4257
XRIS {Taejon} 13 13 2 26
D8 ({Leads) - - - -
MSL (Lower Hutt) 10612 10694 10838 108459
NAO {Mizuzawa) -2316 2292 ~2268 -2229
NIM (Beijing) -276% - -2717 -2722 -2721
NIST {Boulder} -7 -B -8 -13
NPL {Teddington) 1 2 4 3
NPLI ({(New-Delhi) 7553 7981 - -
NRC {Ottawa) 17 20 24 25
NRLM (Tsukuba) asi14 3546 35632 597
OMH (Budapest) 4593 5044 5054 5051
ONBA (Buenos Aires) 17 -47 =52 =55
ONRJ {(Rio de Janeiro) 2504 2912 2922 2934
op {Paris) -39 -35 -39 -38
ORB (Bruxelles) 3l a7 41 36
PSB (Singapore) 1999 2023 2028 2062
PTE (Braunzchweig) 11 10 18 20
ROA (San Fernando) =35 -3 -41 -43
SCL {Hong Kong) ~11 . -3 ~13 -3
SMU (Bratislava) -3655  ’,-3668 /. =3679 4 -3650
S50 {Shanghai) - ; Cie e -y’ -
SP  (Boxas) -442 T-423 % 7 -412 ~385
80U {Moskva) 84 ;1] 89 20
TL {Chung-Li} -4 -47 ~-57 ~68
TP (Praha) 98 107 114 lie
UME (Gebze-Kocaeli) -~&600 =712 =203 -243
USNO (Washingten DC) {MC) -3 -3 -2 -5
V8L (Delft) 9 14 11 11

Fig. 7.5. First page of BIPM Circular T,
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7.3.3 Frequency stability

Ordinate values in Figure 7.4 represent, after sign change, differences in noy-
malised frequencies between TAI and the set of primary standards (on the
geoid). An annual fluctuation is observed. Its total amplitude was close tq
10~ 13 over the period 1977-1982 but then gradually fell to around 10714 i,
1993-1993, before virtually disappearing altogether. Is this due to TAT or to
the primary standards? When the amplitude was large, it seems that fluciy.
ations were mainly due to environmental influences on commercial caesium
clocks, with hiimidity being the dominating factor. This weak point was grad-
ually rectified, either by improving clocks, or by giving them better protection,
The tiny magnitude of the fluctuation remaining in 1995 may still be caused by
envirommental influences acting while time comparisons are made. The tem-
perature sensitivity of certain GPS receivers has already been mentioned, There
may also be inadequacies in the way refraction has been modelled, in particu-
lar, tropospheric refraction, which is never measured. Primary standards appear
to be exempt from detectable annual variations.

The stability of TAI can be estimated by comparison with other atomic time
scales maintained by several timing centres. Instabilities shown in Figure 7.6
were calculated for sampling periods = ranging between 10 and 160 days. In
fact, these are instabilities in the EAL in 1999 and 2000 [7.6], but for these
values of 7, they differ only slightly from the instabilities in TAI For longer 7,
instability is estimated under the assumption that current properties of clocks
and primary standards remain the same indefinitely. It levels out at around
5 x 10713 as a result of frequency steering. Frequency accuracy imposes an
upper limit on very long term instability.

7.3.4 Frequency accuracy

Let drag be the relative deviation of the TAT scale unit from the TT scale unit
(the S1 second on the rotatmg geoid), i.e., the relative frequency deviation of
TAI with the opposite sign (c-fTAI = —yqvAI) Thie monthly average of drar i8
normally less than +10~'*, Its value 4s §lhppiled retrospectively by the BIPM,
together with its standard uncertainty z. The latter is estimated with great care,
taking into account uncertainties in the primary frequency standards and in
their links with TAL At the end of 2000, the value of u lay in the range 2-
3 x 10713, For example, for the interval 28 August 2000 to 27 September
2000, drar = 7.3 x 1071 and u = 2.2 x 107155,
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Fig. 7.6. Frequency instability of TAI (see text for explanation),

7.4 World organisation of time measurement

A worldwide organisation of time measurement gradually came into being as
progress was made with atomic clocks and standards, together with improved
means for comparing instruments and time scales. Once this organisation had
reached a certain maturity, it was recognised and stabilised by the relevant
international organisations, Chapter 4 gives an overview of the evolutionary
phase. In this chapter, we shall describe the present state of the organisation,
which would appear to represent the future at least for the next few years, or
even a decade or more.

7.4.1 Coordinated Universal Time

As explained in Section 4.5, Coordinated Universal Time (UTC) in its present
form is none other than International Atomic; Time co1r@cted bfa whole num-
ber of seconds in order to follow approximately” the Uni‘{fersal Time UT1 tied
to the Earth’s rotation.

Since 1 January 1972, UTC has been run according to the guidelines in
Recommendation ITU-R TF 460-4 of the International Telecommunications
Union (ITU). This recommendation took root in Recommendation 460 adopted
in 1970 by the International Radio Consultative Committee (CCIR), an ITU
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committee that has since been dissolved. Let us now outline several of the
directives and explain how they are put into practice.

{(a) Leap seconds

Jumps of one whole second, referred to by the ITU as ‘the introduction of
one positive or negative leap second’, must be introduced at the end of a UTC
month, preferably at the end of December or June, otherwise at the end of
March or September. It is stipulated that a positive leap second should begiy
at 23 h 59 m 60 s and end at 0 h O m O s the following day. There is then ng
ambiguity whemevents are dated in this way. However, an ambiguity appears
in other systems, for example, when fractional days are used. If a positive
leap second has been introduced, the date N.000 005 79 could mean either day
(N —1)at23 h 59 m 60.5 s, or day N at 0 h 0 m 0.5 s. This ambiguity doe
not arise in the case of a negative leap second. However, the probability that
negative leap seconds will be needed is almost zero,

Dates for leap seconds are fixed by the International Earth Rotation Service
(IERS) and announced at least 8 weeks beforehand.

The UTC system works well. On 1 January 1972, TAT — UT C was equal
to 10 s. Positive leap seconds have always been introduced at the end of De-
cember or the end of June, at a rate of between one per year and one every
2.5 years. From 1 January 1999 up until a date that cannot yet be specified,
TAI —UTC = 32 s. The relation between TAI and UTC can be found in the
Annual Reports of the IERS and the Time Section of the BIPM.

(b) Time signals. Code for Universal Time UTI

Time signal emissions conform as closely as possible to UTC, An ITU recom-
mendation fixes a tolerance of 1 ms. Inreality, the discrepancy is much smaller
than this. [t is also recommended that the carrier frequency be tuned to the TAI
frequency, with relative frequency offset less than 10710, and that the relation-
ship between time signals and the phase of the carrier wave should be known
{e.g., if the carrier has frequency 10 MHz, the second pulse should occur every
107 periods). .

It is recommended that timé signa}s sho'éjld qarrj audible coded information
about the difference UT1 — UT €. This information is a quantity DUT1, in
the form of an integral multiple of 0.1 s, whose value is provided by marking
a certain number of second pulses, either by broadening, splitting or any other
method. Figure 7.7 shows how the code works. Values of DUT I and their
application date are provided one month beforehand by the IERS and they are
the same for all emissions.
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Minute
DUT1=4056+s

Marked second pulses
IIIIIIIIII!IIIIIIII,_,

0 1 2 3 4 5 6 7 8 9 10 1112 18 14 15 16 17 18

Minute
DUT1=-0.3s

Marked second pulses
| N NN .
0 1

1 |
2 345 6 7 8 9 101112 13 14 15 16 17 18

Fig. 7.7. Code for DUT I = UTI-UTC transmitted with time signals. Second pulses
are emphasised by broadening, splitting, or some other audible means. For negative
values of DUT 1, the relevant number of pulses is marked from second 9.

Some time signals also carry coded information dU/7'7 giving the value of
UT1—UTC to the nearest 0.02 s, but this 1s unofficial. Even the coded infor-
mation DUT I is rarely used and some emissions no longer include it.

The Annual Report of the BIPM Time Section provides a list of international
time signals with their main characteristics.

(¢} Using UTC

Coordinated Universal Time is used as a practical reference worldwide. Its
use, like the acronym UTC which is the same in every language, is recom-
mended by international organisations, including the 1971 General Conference
on Weights and Measures (CGPM) and the I'TU.

In different countries around the world, local time is attached to UTC cor-
rected by a whole number of hours. This is sometimes stipulated by written
law, as in France (by decree, on 9 August 1978). Legal institutions sometimes
prefer to use the national approximation to UTC, as happens in Germany. There
ate countries in which UTC is not legally, recognised, although it is actually
used, since no other time scale is readily available. }m- fj_',

Let us just recall that the still widespread u§&<Sf the acronym GMT is not
correct when it is intended to refer to UTC, as is the case when expressing the
time in general usage. This practice has often been criticised, especially by the
IAU. Strictly speaking, it should be replaced by UTC. However, for everyday
usage, where inaccuracies of more than one second are of no real import, UT
is an acceptable appeliation,

»
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7.4.2 Local representations of UTC and independent local atomic times

As mentioned in Section 7.2.2, the approximation UTC(k) to UTC is main-
tained at a timing centre k. This is usually realised by an atomic clock with
an attached device which adds a linear time correction, whilst allowing ag-
justment of its two parameters. In other cases, this physical device is re-
placed by calculation, allowing in principle a more complex correction, with
a quadratic term, for example. In both cases, every effort is generally made to
keep UTC(k) as close to UTC as possible. In 1993, the Consultative Commit-
tee for the Definition of the Second recommended that timekeeping laboraio-
ries supply the information required to facilitate synchronisation with UTC iy
real time, to within 100 ns, if feasible. One way of achieving this is to ensure
\UTC — UTC{k)| < 100 ns.

The BIPM’s monthly cycle for producing and disseminating UTC —
UTC(k) requires one to two month exirapolations in order to servo control
the UTC(k) on UTC. To this end, laboratory % can base its calculations on
extrapolations from those of its clocks with the best stability over a sampling
period of around one month. However, if this laboratory has several atomic
clocks, it is better to construct, on this local level, a time scale known as in-
dependent local atomic time. Such a time scale, denoted TA(k), can be set up
much more quickly than TAI/UTC, because local time comparisons are ex-
tremely accurate. This then provides a more solid foundation for extrapolating
UTCk).

In 2000, about fifteen laboratories were producing a TA{k) by various
means. Let us consider some examples. At the US Naval Observatory, the scale
TA(USNO) is based on several tens of commercially manufactured caesium
clocks and also on hydrogen masers. In Germany, TA(PTB) is directly pro-
duced by one of the PTB’s primary standards. In France, TA(L) is calculated
by the Laboratoire primaire du temps et des fréquences at the Paris Observa-
tory, using data from about twenty commercial caesium clocks spread across
the country. The BIPM publishes the values of T Al — T'A(k) in the same way
as the values of UT C — UTC(k) in its Circular T.

The TA(k) are not independent of TAI (or UTC) since the same clocks par-
ticipate in both undertakings. Biit they-are m,dependent of one another and this
makes it possible to deduce their instability ffom thé mutual instability of each-
pair of time scales (using the so-called three-corner hat method mentioned in
Section 5.2.8, or indeed the n-corner hat method).

In 1995, only two laboratories in the United States were maintaining their
UTC(k) to within 100 ns of UTC, namely, the National Institute of Stan-
dards and Technology (NIST) and the USNO already mentioned. In 1996,
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Table 7.1. Synchronisation between UTC and UTC(k) for four timing
laboratories and GPS over the period January to September 2000.

Laboratory  Extremal value of Mean value of Rms value of
orsystem UTC-UTCKk) UrCc-uUrck) UTC-UTCKk)
(ns) (ns) (ns)
GPS -39 -7 13
NIST 28 15 17
NPL 80 20 29
OF —49 —31 31
USNO —-20 . 2 9

the National Physical Laboratory (NPL) in the United Kingdom and the Paris
Observatory (OP) could be added to the list. On 27 September 2000, 20 out
of the 46 UTC — UTC(k) published by the BIPM were, in absolute values,
less than 100 ns. Table 7.1 illustrates the guality of synchronisation for the four
laboratories quoted and for GPS, from January to September 2000.

7.4.3 Other forms of atomic time

By convention, TAI is the international reference. However, there is nothing
to prevent other time scales being set up using data available the world over,
if some advantage is to be gained for specific projects, It might be thought
that a more stable and accurate atomic time than TAI would be realised if a
longer publication time were possible and if corrections were authorised on the
basis of the latest information received. For example, the effect of blackbody
radiation on the frequency of primary standards was only taken into account in
a uniform manner for TAI in September 1995, and no retrospective correction
could be made to TAI to improve past values.

We shall see in Chapter 8 that certain shortcomings of TAI are critical in
studies that involve timing fast pulsars, Aware of the need for an improved time
scale for such studies, the BIPM set up a dated time scale called TT(BIPMXX)
where xx represents the two last figures offtPle year in \i‘hlqh miwas produced.
Although this scale is based on the EAL, data’ from® primary standards is not
used in the same way as for TAIL Annual fluctuations, mentioned previously,
are eliminated [7.7]. Successive versions of TT(BIPMxx) are not straightfor-
ward extensions, since they may differ over the whole length of the time scale
from their starting date on 1 January 1977, which is the same for all scales.
TT(BIPMxx) is supplied in the form of differences with TAI at standard dates
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(every ten days, then every five days), upon request io the BIPM. The offge
between 77T (BIPM96) and TAI +32.184 s, zero on 1 January 1977, can reacl
25 ps.

7.5 Dissemination of time and frequency
7.5.1 Frequency
(a) Standard frequency emissions

Carrier frequencies of specialised time signal and standard frequency emis.
sions are based on TAI frequency to much greater accuracy than is suggested iy
[TU recommendations. Most announce uncertainties of 10~ whilst in some
cases it is pushed down as far as 10712, The BIPM provides a list of these
emissions in the Time Section Annual Report.

Certain other radio signals, used for various purposes, have very accurate
frequencies. Loran-C emits at 100 kHz to within 410712, Some radio broad-
cast signals have very accurate frequencies, such as Allouis in France, at
162 kHz, to within &2 x 10712,

These signals cover most frequency reference requirements. They are easily
accessed using quite ordinary receivers.

(b) Access to primary frequency standards

For fundamental metrology, the subject of this book, it is often useful to have
access to the frequency of a remote primary frequency standard E. When the
greatest possible accuracy is desired, time comparisons are used, as explained
in Section 5.6.4a. If A is a local oscillator, yg — ya is obtained via (5.67) and
(5.68).

If time is not a factor, yg — ya can be obtained without asking anything of
the primary laboratory housing E, simply by consulting BIPM publications.
These give access to TAI locally (e.g., by reception of GPS signals). They also
provide, under the notation d, the relative difference between the duration of
the TAI scale unit and the proper second as realised by the standard E, referred
to the geoid. We use here the notation drar, g for this quantity, which is an
average over an interval (T ATy, TAL). Hence, -

T

S

[(vE) — (VTAT ] lgeoid = dTALE (7.20)
where { ) represents the average over the relevant interval. For the user’s clock
A, with proper time 7, we measure

_ [ta— TAII(TAD) — [ta — TAI|(TAL)
A= TAL — TAlL ’

(7.21)
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and then, by (5.73),
{ya) — (y1a1) = Na + (T AD)} . (7.22)

The function £ is given by (3.30) or (3.32) and its average value is taken along
ihe worldline of A between T'Al{ and 7' Al>. Hence,

(va — yB) = Na — draL g + (R(TAD) . (7.23)
For a fixed clock A on the Earth, we find
(ya — yB) = Na — d1alE — 1.091 x 1071%h4 /km | (7.24)

where k4 is the altitude of the user above the geoid, in kilometres,

Either by making direct time comparisons or by using BIPM publications,
uncertainties involved in accessing primary frequency standards can be signif-
icantly less than 10~14, However, such uncertainties are too great for the latest
standards, where frequency uncertainties are as small as 10™!3, The problem
of how to gain remote access to the frequencies of these standards has not yet
been solved.

7.5.2 Time
GPS Time is related to TAI by

[TAI — GPS Timel=19s-Cy, (7.25)

where the synchromisation discrepancy Cp is usually maintained within
+100 ns limits, From March 1995 to the present (October 2000), it has re-
mained within these bounds, and has often been below 50 ns. The values of
Cp are published for each day at 0 h UTC, in BIPM Circular T. Uncertainty is
10 ns. Hence, access to TAI and UTC is possible everywhere to within =10 ns,
although deferred by one or two months, using commercially available GPS
time receivers. In order to attain such accuracies, a daily average must be taken
over a great many satellite trackings. In addition, coordinates of the antenna
must be known to within one or two metres in the WGS84 or ITRF systems.
GPS time receivers can give these coordinates, but to insufficient accuracy.

The other highly accurate way of accesglhg TAI or. IJTG @mce again de-
ferred by one or two months, is to establish a Ttnk *with some laboratory k
whose clocks take part in TAI and for which /TC — UTC(k) is published.
Uncertainties may be slightly less than 10 ns. This method raises the problem
of short range time transfer links. GPS can be used (some errors decreasing
with distance), otherwise cable or direct view television represent further pos-
sibilities.
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Today (2000), access through GLONASS has the same qualities as accesg
via GPS. Puiting

[UTC —GLONASS Time] =C), (7.26)

values of Cq are a few hundred nanoseconds. They are published by the BIPM
for each day with uncertainties around 10 ns.

In real time, we may use either the values of UTC transmitted by GP§
(100 ns), or a link with a laboratory where UTC — UT C(k) can be ex-
trapolated, again with the possibility of uncertainties attaining values around
+100ns. .

To lesser accuracy, there are a great many ways of accessing UTC or official
time, such as speaking clocks or radio broadcast pips. Some coded emissions
can be used to display the time. It is not certain that radio time signals, aimed
mainly at navigators, will be able to hold out against the facilities offered by
other rapidly developing means of disseminating time and positioning, viz,,
GPS, GLONASS or their civilian counterparts.

7.6 Summary and prospects

The current world organisation of atomic timekeeping was set up at the begin-
ning of the 1970s. At the time, choices were guided by three main considera-
tions.

e There were many caesium atomic clocks in existence, commercially built
and possessing excellent long term stability, but falling short in terms of
accuracy. Systematic frequency differences persisted throughout the lifetime
of these clocks.

e Primary frequency standards only operated on an occasional basis, and
doubts remained concerning their stated accuracy.

¢ To reduce uncertainties in frequency comparisons due to time comparisons,
averaging was required over one or two month periods.

At the beginning of the 1980s, questions were raised about the way atotnic
time measurement was being organised, The primary standard NRC Cs V at
the Canadian National Res%ﬁrch Counqu had been running continuously (as
a primary clock) since 1976. If was Yoined in July 1978 by the German pri-
mary clock PTB CS1, and then in 1980 by three other primary clocks at the
NRC, viz., NRC Cs VI A, B and C. There was good frequency agreement be-
tween these standards, and the unrivalled accuracy of PTB CS1 (&3 x 10~1)
was confirmed in 1986 by PTB CS2, which proved to be even mote accurate
(2=1.5 x 10~ %), These developments made it reasonable to ask whether TAI
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should not be based directly and solely on such primary clocks. The calcu-
lation of TAI from the clock readings of many laboratories was nonetheless
maintained, since it guaranteed more reliable results. However, there was an-
other reason, namely, the desire that TAI should remain a collective enterprise,
involving the commitment of a significant number of laboratories, both large
and small. The number of countries joining the TAI club had grown to thirty
by 2000. This spirit of cooperation in the area of time measurement has never
failed. It is through this cooperation that such close synchronisations have been
possible with UTC, including the synchronisation of GPS which is not required
for the system to work, but which simply serves the world community. It is this
same spirit that has made it possible to set up time comparison networks that
form the very foundation of the whole edifice.

Current research is likely to produce even more accurate and stable primary
standards, with uncertainties being decreased by at least a factor of ten. But
since 1994, most national timing laboratories have equipped themselves with
new commercial caesium clocks in which long term instabilities have also been
reduced by a factor of ten, compared with the previous generation of clocks.
These instruments are thus progressing at the same rate. However, the accuracy
of time comparisons via GPS had made it possible to reduce the frequency
sampling period upon which calculation of TAI is based from two months to
one month.

Apart from this modification and despite the pressures of progress, the orig-
inal 1970 organisation continues to operate. It is often reassessed by the Con-
sultative Committee for Time and Frequency but, up to now, the conclusion
has always been to leave things as they are.

To conclude, let us recall that, today, the time in TAI or UTC can be made
available everywhere, to within a hundred nanoseconds in real time, and to
within about ten nanoseconds one or two months after the event. Taken as an
entity, the second, that is, the duration of one second alone, can be realised
at best to within a relative error of about -£5 x 10714 by a cooled caesium
atom standard, owing to the short term frequency instability of this device.
But this standard can express in seconds a duration of several hours or more
fo within 1071% (relative value). Through access to TAI, the second can be
obtained everywhere to within a few multiflés of 10755, pn gverage over a
few days.
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Astronomical times

Although astronomical times are no longer the best measure of time, they con-
tinue to play a role in current research. Universal Time is witness to the Earth’s
rotation, whilst serving also to establish Coordinated Universal Time (UTC),
the practical basis for unifying times the world over. Ephemeris Time (ET) is
the best representation of dynamical time before the advent of atomic time in
1955 and is still used to process astronomical observations made priot to that
date. And finally, some have hoped that Pulsar Time might exhibit better long
term stability than atomic time. In the present chapter, we shall explain how
these times are defined, realised and used.

8.1 Universal Time
8.1.1 Conceptual definition

A historical view of the developments leading up to Universal Time might
resemble a series of metamorphoses of apparent solar time (see Section 4.2),
It is simpler to give a conceptual definition, based upon the Earth’s rotation,
which brings out its current role.

There are various forms of Universal Time, The one directly related to the
Earth’s rotation is UT1. Other forms will be defined in Section 8.1.3.

In Section 3.3.2b, we defined geocentric coordinate systems. One is rotating
in space (celestial system) axfd‘l the gther i;é;rogatill;i&g with the Barth (terrestrial
system). The rotation of the terresirial $ystem with respect to the celestial sys-
tem is the rotation of the Earth. We showed how these systems are realised as
frames of reference ICRF, denoted (C) here, and ITRF, denoted (T) here. It is
the rotation of (T) relative to (C) that is described. To do so, we appeal to clas-
sical kinematics. The time # is treated as absolute and realised by International
Atomic Time with negligible uncertainty.

264
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Although three functions of time (the three Euler angles) are sufficient to ori-
ent (T) with respect to (C), a five parameter representation is preferred, which
includes the direction (I) of the rotation axis. The latter moves relative to both
(T) and (C).T These parameters are as follows.

¢ The two angular coordinates giving the position of (1) in (C) describe -
nisolar precession—-nutation. Observed values are usually given in the form
of deviattons from a theoretical model of precession—nutation, chosen by
convention. At present, deviations from the model are of the order of 0.01”,
They will be reduced to about 0.001” when a new model adopted in 2000 is
put into practice. ",

o The two angular coordinates of (I) in (T) describe the terrestrial polar mo-
tion. They are given in the form of deviations between the direction of (I),
this axis being oriented towards the north, and the X? axis of (T), denoted
by Z in IERS publications: x(¢) is measured along the prime meridian and
y(r) along the meridian 90° west. Values of x(¢) and y(¢) do not exceed 17,
corresponding to 30 m on the Earth’s surface.

e Anangle A(¢), measured around (I), completes the description. The position
of (I) is the one it occupies at date 7.

The angle A can be defined in two ways, as we shall see. UT1 is expressed
as a function of A by mathematical relations in which numerical parameters
are chosen so that, whichever choice is made, the same values of UT1 are
obtained. These relations are set up in such a way as to satisfy the following
condifions.

(i) The derivative of UT1 with respect to time must be proportional to the
modulus of the (variable) rotation vector. Then UT1 fulfills its historical
role as a uniform time under the assumption of uniform rotation, and its
modern role as a simple representation of the Earth’s rotation.

(ii) The constant of proportionality implied by (i) and the phase are chosen so
that, over the millennia, the Sun transits the prime meridian (the Green-
wich meridian) at 12 h UT1, on average.

Strictly speaking, the second condition is not compatible with (i) because even
if the Earth’s rotation is uniform, the meanid‘uratlon of ﬁig;t appal’ent solar day
varies very slowly. However, priority has been given'to (i), and condition (ii)

T The instantaneous axis of rotation (IAR) has diurnal and sub-diurnal motions, beth in (T and
(C). Although their amplitude is less than 0,02, they are inconvenieat in practice. The IAR is
replaced by an axis close to it, which is not subject to these motions. This axis was first defined
by the IAU in 1976 and the definition was subsequently improved in 2000. The corresponding
poles were referred to as the Celestial Ephemeris Pole (CEP) and Celestial Intermediate Pole
(CIP), respectively. In the following, the CIP and its equator are used implicitly.
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is only approximately fulfilled. The shift between UT1 and the alternation of
day and night resulting from this approximation is quite negligible, being we]|
under one second over a few centuries.

If the Earth’s rotation vector is @(¢) with length w(z), we must therefore
have

dUTDH o)
dr N @0 ’

®.1)

where wq is a constant angular speed corresponding to d (UTI) = df, whose
value is chosen to satisfy (ii). In integral form, this means that
L p
[OT1() = [UT1{00) + — | w@®)dr, (8.2)
wo Jyg
the constant of integration also being chosen to satisfy (ii).

Equation (8.2) expresses the conceptual definition of UT1, whilst the re-
lationships between the two forms of A and UTL given in Section 8.1.2 are
practical definitions.

Let us review some other useful relations. As the values of UT1 are pub-
lished in the form of corrections to TAI, as a function of the TAI (or UTC)
date, it is sometimes convenient to write (8.2) in the form:

! Aw ()

[UTI — TAIN() = [UT1 — T AI(t) +[

fy

de , (8.3)
where Aw = @ — wyp.
The guantity (t) can be deduced from published values of UT1 — T'Al by

d(UT!I — TAI):\
@ .
AT AL

w(t) = [1 + (8.4)

Instead of wy, it is common to use a more suggestive quantity D(¢), called the
length of day, which is the duration in TAI seconds corresponding to a 24 hour
increase in UT1. Then,

D(t) = % x 86400's . (8.5)

8.1.2 Practical definition of UT1

We shall now tackle the subtle problem of defining the directions between
which the angle A(¢#) is measured, distinguishing two options,
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Fig. 8.1. Defining the instantaneous longitude origin €2 in the moving equator.

(a) Use of non-rotating origins

A form Ag(#} of A(z), sometimes called the stellar angle, has recently been
found whereby this angle is linearly related to UT1 [8.1, 8.2].

Following the method generally used by astronomers, we represent direc-
tions by straight lines originating in some arbitrarily chosen point O. These
lines intersect a sphere of unit radius (the celestial sphere) in points that can be
taken to represent these directions. The equator is a great circle on this sphere
and As(z) is represented by an arc on the equator at date ¢.

Let us begin with the determination of the origin of Ag(¢) in (T). To simplify,
we assume that the X? axis corresponds to the position Py of the pole at date
fg. Let Qg be the origin for longitudes in (T), i.e., the point representing X!,
At date ¢, the pole has moved to P along the trajectory C (see Figure 8.1).
The equator of P cuts the one associated with Py at N (the ascending node). In
order to position the instantaneous longitude origin Q, the following condition
is imposed: the rectangular triad attached td"©P and OSZ has no instantaneous
component of rotation about OP when P niove."If P i8 Tocated via its polar
coordinates as shown in Figure 8.1, it is easy to show that the quantity s =
QN — QoN is given by

5= f(cosd — DdE . (8.6)
C
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The position of £2 thus depends on the whole history of the Earth’s rota-
tion, a worrying but unavoidable conclusion. In this case, s is small, because ¢
never exceeds 17, This is fortunate, because s has always been taken as zero in
practice. The situation is quite different in (C).

When treated in (C), the same problem leads us to define an origin in the
moving equator, called the non-rotating origin o. However, the motion of P
in (C) includes a secular term (precession) of about 207 per year and periodic
terms (nutation) with total amplitude around 20", in such a way that s can take
on significant values. For example, for precession we find

sp = 36.28"(t — o)’ — 0.04"¢ —10)* +- -+, (8.7)

where ¢t — fp is measured in thousands of years. The full expression for s in-
cluding precession and nutation, valid to within a few times 10~ until 2100,
is given in [8.3].

Having established the origins €2 and o, we can define Ag(#) modulo 25
as the arc §2o. Since every component of rotation about the polar axis is zero
by definition of the non-rotating origins, Ag(f) represents the integral in (8.2)
directly. The values of UT1 are proportional to Ag. It is useful to deduce the
relation between UT1 and Ag from the expression for Ag at O h UT1, as pro-
vided each day. Let d/ be the number of UT1 days elapsed since 2000 January
1 at 12 h UT1 (d] is a positive or negative whole number plus or minus 0.5).
Then setting 7)) = 4, /36525 (expressed in Julian centuries of 30525 days)
and taking one second of hour angle, viz., 15”, as unit of angle, a common
practice amongst astronomers, we have

Ag at O0h UT1 = 24110.54841 - 8639877.31738 T, . {8.8)
This equation is established using the value of wp given by
=7.292115 146706 x 107° rads ™", (8.9

chosen so as to satisfy the conceptual definition of UT1.

To obtain Ag at a general instant of time, ¢, must be calculated in the same
way as d/, butin UT1 days and fractions of a day for this instant, together with
the corresponding 7y, addmg 86400 x 36 525 seconds to the coefficients of 7.

For example, with Ag in I‘GVQll‘ltIOIlS
i n E

Ag = 0.779057 273264 +1.002737 811 9113544, . (8.10

At its General Assembly in 2000, the IAU recommended the use of the
non-rotating origins associated with the Celestial Intermediate Pole, under the
names of Celestial Ephemeris Origin in (C) and Terrestrial Ephemeris Origin
in (T). This recommendation should take effect in 2003.



8.1 Universal Time 269

(b) Use of the equinox

Although the stellar angle Ag is becoming more and more frequently used in
practice, let us recall the developments based on the traditional origin in (C).
This is the vernal equinox Y, the intersection between the equator and the
ecliptic. The arc 27 is Greenwich Sidereal Time GST. It is related to UT1 in a
much more complicated way than the stellar angle. It involves periodic terms
that have to be subtracted to define the Greenwich mean sidereal time GMST.
Then, according to an IAU decision [8.4, 8.5], with the previous definition of
7! and in seconds of hour angle, we find

GMST at O0h UTT=24)10.54841 + 8640 184.812866 T/

8.11
+0.093104 T/? — 6.2 x 10757 . ®1D

The relation at arbitrary times is deduced in the same way as for Ag.

8.1.3 Other forms of Universal Time

It is sometimes necessary to estimate the Universal Time when the instanta-
neous position of the Earth’s pole is not known. We then take x = 0 = y at the
time of estimate, and this leads to the form UTQ. The difference UT I — UTO0

is given by
UTI -UTO=—(xsinL + ycosL) tan¢ , (8.12)

where ¢ and L. are the latitude and longitude (positive towards the east) of the
observer, and x and y are the coordinates of the pole. At medium latitudes, this
difference is less than a few hundr.dths of a second.

There is also a regularised form of Uuniversal Time, denoted UT2, which
corrects for an annual irregularity. The difference UT2 — UT I varies between
+30 ms. UT2 does not represent the Earth’s rotation any more than UT0 does.
Only UT1 has a physical meaning.

Also defined is UT1R, which is UT1 corrected for zonal tidal effects affect-
ing the polar moment of inertia and having periods less than 35 days. Correc-
tions are less than 2 ms. Finally, UT1R’ is corrected for the effects of all tides,
the main term having amplitude 0.16 s and p’qriog 13.6 years.

8.1.4 Measurement techniques

Until about 1970, our knowledge of the Earth’s rotation was based entirely
upon optical observation of the apparent motion of the stars relative to ter-
restrial reference directions. Afier a transition period of about ten years, this
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approach was superseded by methods using space geodesy techniques and ip.
terferometry.

Several of these new methods coexist. They provide complementary data for
establishing the celestial and terresirial reference frames and monitoring the
five parameters that specify the Earth’s rotation. But they are also competitive
in certain domains where they lead to results of comparable quality. In the
following brief review, we shall see that all these methods are based on time
and frequency techniques.

{a) Very long baseline radio interferometry (VLBI)

VLBI was first developed to study the structure of celestial radio sources,
Around the beginning of the 1980s, it was used to measure the direction of
these sources relative to a terrestrial baseline.

The measuremeni method involves receiving quasar radiation at centime-
tre and decimetre wavelengths using two antennas several hundred or several
thousand kilometres apart. These antennas define the baseline. The character-
istics of the radiation are recorded on magnetic tape as a function of the time
given by clocks placed near the antennas. Let us assume that the clocks are syn-
chronised. The magnetic tapes are compared and correlations sought between
the signals received by the two antennas. The time lag between them can thus
be found and, if the distance between the antennas is known, the angle between
the baseline and the source direction can also be determined (Figure 8.2).

When this method is implemented, clocks cannot be synchronised suffi-
ciently accurately by external methods like the ones described in Chapter 3.
They therefore remain independent and time comparisons have to be modelled,
for example, by a second order polynomial in the time, throughout the period
of the measurements to be treated in a single batch (often 24 hours). Model
parameters, such as the coefficients of this polynomial, are left as unknowns to
be deduced from the VLBI observations themselves. It is therefore essential to
use clocks that are as stable in frequency as possible over sampling periods up
to the duration of the relevant batch of observations, so that the model of their
time difference involves a minimum of parameters. This explains why hydro-
gen masers are used, and indeed, this is one of their principal applications.

Likewise, the anfenna coordinh’tps are not known fc-l-‘priori, at least, not with
sufficient accuracy, and neither are the -=squrc§‘é’ piﬂsitfi’ons. When observations
of several sources are analysed globally using several baselines, the various
unknown parameters can be fitted. VLBI can supply all five Earth rotation pa-
rameters and construct both celestial and terrestrial reference frames. However,
the terrestrial frame is only obtained up to a translation. The centre of mass of
the Earth is not located.
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Fig. 8.2. Astrometric use of VLBL By measuring the geometrically produced fime lag
Atf, we can find the orientation of the base vector B relative to the source direction.

The application of VLBI to astrometry and geodesy is coordinated by the
International VLLBI Service (IVS). We have already noted in Section 5.6.3c¢
that clock comparisons could be a spin-off of VLBI if instrumental delays
wete measurable.

(b) Dynamical methods

In VILBI, nature directly yields up the non-rotating celestial frame. The way is
then open for geometry. For the methods considered here, observations refer
to objects in orbit around the Earth, viz., artificial satellites and the Moon. The
non-rotating reference frame is realised by dynamical studies of the motion of
such objects. Let us adopt a highly schematlc approach in order to bring out
the essential features of these so-called dynamlcal methiods, We imagine that
the Earth is spherical, homogeneous and isolatedin- Spacé}“ and that a satellite is
deployed in circular orbit around it. The plane of the orbit has fixed orientation
in space. In addition, the orbital period of the satellite is constant and can be
measured with great accuracy by pursuing observations as long as hecessary
from various points on the Earth’s surface. We can then identify fixed geocen-
tric axes in the orbital plane and a non-rotating frame is thus established.
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In practice, dynamical methods are extremely complex because significang
perturbations have to be accounted for. These include the presence of neigh.
bouring celestial bodies, irregularities in the shape and rotation of the geoid,
residual friction effects, solar radiation pressure, and refraction in the Earth’g
atmosphere. All the corresponding problems have been resolved and dynam-
ical methods now attain comparable accuracies to VLBI, wherever both ap-
proaches ate applicable.

Dynamical methods can determine the Earth’s polar motion, provide daty
concerning precession—nutation, and realise the terrestrial reference frame ip
relation to the centre of mass of the Earth (something VLLBI cannot do). How-
ever, residual terms not included in corrections for the above-mentioned per-
turbations lead to a drift in UT] values. This drift becomes more pronounced
when perturbations to the satellite increase. It is very slow for the Moon, but
not negligible. For this reason, these methods are well suited to studying short
term variations in UT1. They can be categorised according to the object ob-
served and the way it is observed.

The coordinates of the pole were first obtained in 1967 by tracking satel-
lites in the Navsat system using the Doppler effect. An improved version of
this technique is the DORIS system developed by the Centre national d’études
spatiales (CNES) in France and used to track Spot satellites, as well as the
Franco- American TOPEX-POSEIDON oceanographic satellite.

For extremely precise applications, several spherical satellites were
launched by France (Starlette, 1975), the United States (Lageos, 1976), then
Japan and Russia. These are very dense in order to reduce the relative impor-
tance of non-gravitational perturbations and covered with refroreflectors. They
are tracked by laser ranging and uncertainties in measured distances are of the
order of one centimetre. Apart from their direct contribution to measuring the
Earth’s rotation and constructing the terrestrial frame, these satellites are of
great importance in representing the geoid. This in turn is a major contribu-
tion to geophysics and all those techniques based upon precise orbitography
of artificial satellites. It is unfortunate that laser telemetry is so expensive and
sensitive to cloud conditions, because it is a very accurate method which can
also be used for calibrations. An Internahonal Lasel Ranging Service (ILRS)
coordinates this activity. 's.---'-i - & :

The dynamical method which seems {0 Bé the n‘lost efficient involves track-
ing the twenty-four GPS satellites, Coordination and analysis of observations
is the task of an International GPS Service (IGS) which produces outstanding
results for the motion of the terrestrial pole and geodetic coordinates.

Three reflecting panels were deployed on the Moon from 1969 by Apollo
astronauts, and two more (French made) by Soviet unmanned Lunakhod
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spacecraft. One was never relocated but the other four are used for laser rang-
ing. This telemetry also achieves centimetre accuracy but remains a state-of-
the-art technique only mastered by two ground stations, in France and the
United States, where observational data is regularly retrieved. For this reason,
the method has not produced a global assessment of the Earth’s rotation, only
some useful values of UT1. It contributes rather to studies of the Earth-Moon
system.

(c) Coordination and results

Results obtained by each of these technical centres (IVS, DORIS, ILRS, and
IGS) are communicated to the IERS, where they are combined. The IERS pub-
lishes, among other results, the final values for the five Earth rotation parame-
ters, currently on a monthly and annual basis [8.6, 8.7]. In 2000, uncertainties
in the orientation of (I), on 5 day averages, were around 0.000 05" relative to
(T), i.e., 1.5 mm for the position of the rotational pole at the surface of the
Barth, and 0.0002" relative to (C). Uncertainties in UT I — T A1, also averaged
over five days, were around 10 ps.

8.1.5 Irregularities in the Earth’s rotation

If the Earth is treated as a rigid body, its rotational parameters are predictable
once a very small number of initial conditions have been established by mea-
surement. According to this hypothesis, the terrestrial pole would follow a cir-
cular motion with period 305 days, and its amplitude and phase would only
need to be measured once. UT1 would vary linearly with time. Lunisolar
precession—nutation, due to the effects of the Moon and Sun on the Earth’s
equatorial bulge, is certainly a difficult theoretical problem in astronomy, but
it has been resolved with uncertainties well below those remaining in observa-
tions, Only one parameter would require observations, namely, the dynamical
flattening of the Earth.

Discrepancies between observation and the theory of rotation of a rigid Earth
arise from displacements in the fluid components of the planet, i.e., atmo-
sphere, oceans, and core, with respect to the, lithosphere, and also elastic and
viscous deformations of the so-called solid cdmp'onents ”il" hese dJSpIacements
and deformations may cause rotational energy t5"be ost, as we shall see. In
fact, certain irregularities are not yet well understood. Even when the basic
mechanism has been ascertained, it is impossible to make quantitative predic-
tions about their effects on the Earth’s rotation. We shall restrict discussion
to UT1. The reader interested in such geophysical phenomena should consult
(8.8, 8.91.
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(a) Secular slowing of the Earth’s rotation

The earliest available estimates of the length of day D go back 400 milligy
years. Various phenomena have recorded the diurnal, lunar and annual cycleg,
These phenomena are mainly the growth of corals and bivalves, and the lay-
ing down of sediments. The year is a duration that has remained practically
unchanged, whereas variations in the lunation, expressed in uniform time, are
fairly well known. By counting the number of days in the year and the luna-
tion, it can be deduced that the length of one day has increased on average by
about 2 ms per century.

This value agrees with what can be deduced from observations of eclipses in
ancient times. The%ppearance of an eclipse is governed by orbital motions angd
therefore depends on the uniform Ephemeris Time (see Section 8.2). However,
the place from which an eclipse is observed depends on the Earth’s rotation,
Since the size of this geographical shift is sometimes cause for surpise, we
shall outline the way it is calculated.

For example, suppose that D increases by 2 ms per century. From (8.5),

d
d—C: = —535x 102 rads™?. (8.13)

The integration in (8.2) is carried out over the last 2000 years, putting ¢ =
—2000 yr, fp = O (the present), in two different ways. The first time we put
w = wy, and the second,

dew
w=wqy+ —1.

dr

Taking the difference, it is observed that the cumulated lag since the beginning
of Christianity is 4.1 h. The narrow band in which a solar eclipse would have
been total at this epoch is thus shifted by 61° longitude towards the east, rela-
tive to what would have been calculated if UT1 had been uniform. Information
about the Earth’s rotation can thus be derived by studying the archives.

The secular slowing down of the Earth’s rotation is mainly atiributed to
ocean tides. Rotational energy is lost in shallow seas. There is also energy
transfer to the orbital metion of the Moon which, as a result, is moving away
from the Earth by about 4 cm per year. Recent research has revealed significant
dissipation in deep oceans [8.10]. |

(b) Decennial fluctuations

The difference between UT1 and Ephemeris Time can be restituted over the
past three centuries or so. Figure 8.3 shows the corresponding values of D.
Fluctuations are large enough to hide the secular variation. The details of these
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Fig. 8.3. Fluctuations in the length of day D, measured in seconds of Ephemeris Time
up until 1935 (from [8.11]), then in atomic seconds (inset). The sloping straight linc
represents the secular slowing of the Earth’s rotation.

fluctuations are becoming mote and more clearly revealed. Since 1955, TAI has
been available as a much better reference, but the period is too short to study
variations with typical period of the order of ten years (inset in Figure 8,3), The
origin of these fluctuations is still not well understood, but there is little doubt
that they must be due to interaction between the Barth’s fluid core and its rigid
mantle. Another contribution may also arise from the oceans. They remain
totally unpredictable. It is observed that they lead to relative fluctuations in D,
and hence in the length of the UT1 second, with magnitude reaching about
1077,

(c) Short term ﬂuéjigafigm

Figures 8.4 and 8.5 show fluctuations in UT2 4kd’ D with the best temporal
resolution that can be achieved. These fluctuations are essentially due to at-
mospheric motions, via angular momentum exchange with the solid Earth. An
annual component is recognisable in Figure 8.5. For the main part, this com-
ponent has been subtracted from the curve in Figure 8.4.
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Fig. 8.4. Observed values of Universal Time, after subtracting an annual variation, pe-
riodic terms due to tides and a linear function of time. The details are real fluctuations,
not observational errors. (Figure kindly communicated by the IERS.)

(d) Frequency instability of Universal Time

The frequency instability of Universal Time is shown in an approximate way
in Figure 8.7, at the end of this chapter. In the very long term, it is dominated
by secular slowdown of the Earth’s rotation,

8.1.6 Use of Universal Time

UT1 is used to adjust Coordinated Universal Time, which requires very lit-
tle precision. When the utmost accuracy is involved, one of its main uses
is to provide a link between celestial and terrestrial frames as a function of
TAI (see Section 3.3.2b), It is then used in combination with the other four
Earth rotation parameters. iThese parafnetels ‘also have an intrinsic value to
geophysics. Although it is haiddly §at1éfact0ry to isolate the factors contribut-
ing to a description of the Earth’s rotation, we shall add a few brief comments
on each,

The non-rotating celestial frame serves to establish dynamical models of
the motions of bodies in the Solar System, whether they be natural or artifi-
cial, using observations relative to this frame. This produces an ephemeris for
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Fig. 8.5. Fluctuations in the length of day D in (atomic) milliseconds, after correcting
for the effects of short term zonal tides. (Figure kindly communicated by the IERS,)

the object in question, which allows its position to be predicted. Of course,
the existence of this frame in the radio domain of VLBI is not always help-
ful, practically speaking. But it has been extended to the visible by fixing the
angle and angular velocity of the frame formed by 100000 stars in the pro-
gramme of the astrometric satellite HIPPARCOS [8.12, 8.13, 8.14, 8.15]. This
was achieved by observing stars that radiate in both the radio and visible re-
gions of the spectrum. The ephemerides of the planets and their satellites, as
well as space probe orbitography, are crucial to exploration of the Solar Sys-
tem. In addition, astrophysicists find it nseful to know the proper (angular)
motions of the stars relative to a non-rotating frame.

A highly accurate, homogeneous terrestrial frame has only recently been es-
tablished. In 1984, the Bureau international de 1’heure undertook to publish the
coordinates it had adopted for sites used to observe the Earth’s rotation, thereby
creating a first outline of what was to become the ITRE. National and regional
geodetic networks, which may manifest diffgrences of more than 100 m from
one to another, are in the process of being Hitted fo l;he %TRF J'hls unifica-
tion is all the more useful in that the Global Pos1ﬂon1ng System is based upon
a system very close to the ITRF (to within a decimetre) and hence supplies
coordinates in this frame. The centimetre accuracy of the ITRF provides a ref-
erence in which tectonic deformations can be studied, whether they be large
scale motions associated with the tectonic plates, or localised motions in criti-
cal regions.
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As regards the terrestrial rotation parameters, their importance in geophysicg
is clear from their unpredictability. Their variations do not always lead unam-
biguously to a geophysical model. Conversely, however, they give constraings
that can lead to rejection of models whose predictions fall too wide of the
mark. These parameters also have geometrical importance when transforming
coordinates between the celestial and terrestrial systems. For example, VLR]
observation of a space probe yields its direction referred to the Earth. In order
to organise a rendezvous with another planet, corrections must be made to ity
path, and this requires knowledge of its position relative to the celestial frame,
In this example, the Earth’s rotation parameters musi be known in real time,
which is only pdssible by prediction. The example shows why good values for
these parameters are needed at short notice if the uncertainties of prediction
are to be minimised. The TERS has a Rapid Service (in the USA), responsible
for predicting the Earth rotation parameters.

8.2 Ephemeris Time
8.2.1 Definition

The conceptual definition of Ephemeris Time ET was given in Chapter 4. Itisa
form of classical dynamical time. The unit and origin of ET are conventionally
defined by adopting a numerical expression for the geometric mean longitude
of the Sun established by Newcomb, viz.,

L = 279°41'48.04" + 129602768.13"T + 1.089"T2 , (8.14)

where T is counted in Julian centuries of 36 525 ephemeris days. The origin
of T is at the beginning of the year 1900, at the instant when the geometric
mean longitude of the Sun took the value 279°41'48.04”. This instant of time
is dated 1900 January O, 12 h ET exactly (decision taken by the IAU in 1958).

For those readers unfamiliar with astronomical terminology, let us review
briefly. The longitude of the Sun is measured along the ecliptic from the vernal
equinox. The latter is the intersection of the ecliptic and the equator and moves
in space because of the motion of these two planes. Its motion in the ecliptic
is traditionally described by, two types of terms, namely, those represented by
a polynomial function of tifive (secular termﬁ and those represented explic-
itly by periodic functions. The adjective’ ‘mean ‘refers to the fact that periodic
terms have been subtracted off. Likewise, the Sun’s motion in the ecliptic, as
seen from the Earth, involves periodic components due to the eccentricity of
the Barth’s orbit together with perturbations from the other planets and the
Moon, and a (very small) secular component. Only the secular terms remain in
the mean longitude.
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Concerning the adjective ‘geometric’, this refers to the problem of aberra-
tion. We see the Sun in the position it occupied about 8 minutes earlier, the time
required for its light to reach us. This is its apparent position. The geometric
posﬂ,mn is corrected for this delay.

Expression (8.14) contains the definition of the second of Ephemeris Time
which is in fact based upon the speed in longitude at 7 = 0. The official defi-
nition given in Section 4.3.3 was adopted to bring out a fraction of a duration,
but it appeals to Ephemeris Time itself, and this is not defined. The value of
this fraction is found by calculating the length of the tropical year in seconds
from (8.14), as L increases by 360°, putting 7 = 0 in the 72 term.

8.2.2 Determining Liphemeris Time

Ephemeris Time was designed and used before atomic time had come into
existence, or at least, before it had become widely accepted in the astronormical
community. We must therefore place ourselves in this context.

Expression (8.14) can be viewed as the primary definition of ET. The cor-
responding determination consists in measuring the longitude of the Sun at an
instant of time that the observer dates t¢ with his or her clock C. From the lon-
gitude measurement, ET is deduced using (8.14) and we thus obtain E7 — 1¢.
As the uncertainties in UT1 were much smaller than those in ET, the result was
given a universal character by specifving

AT = ET — UT1 at observation date . (8.15)

The slowness in the variation and lack of precision in AT allowed a great deal
of freedom in the choice of reference scale used to date the measure.

In order to measure its longitude, the Sun had to be situated relative to the
stars on the sky background. Clearly, this could not be done directly. What was
possible, however, was to date solar and stellar transits of the meridian in UT'1
and use the Earth’s angular velocity to deduce the difference between their
right ascensions. Measuring their zenithal distances during these transits gave
differences of declination needed to evaluate the longitude of the Sun. Many
corrections were needed. One was for aberration, as we have seen, but there
was also a correction for parallax, since theftongitiide 11‘;: ,,J(S 14) is geocentric,
and corrections for yet other astronomical pheﬂdﬁieha In fact, this primary
determination of ET is extremely difficult and also very imprecise. If we as-
sume that the likely uncertainty in Z is 0.5”, the corresponding uncertainty in
ET from observation of the Sun is 10 s. If we hope to measure a time interval
in ET by two observations of the Sun, with relative uncertainty of 10~%, these
observations must be made more than 50 years apart.
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Other approaches had therefore to be explored. Astronomers who set up
geocentric ephemerides, giving angular positions and distances of bodies in
the Solar System, had to choose the unit and origin of their time parameter so
that it satisfied the condition expressed by (8.14). Once this was done, all such
ephemerides had ET as their argument. In principle, observation of any of these
bodies gave access to ET, with a possible gain in precision. The fact nevetthe.-
less remained that this way of finding ET depended on a sort of calibration via
solar observations.

The faster the orbital motion of the observed body, the greater is the pre.
cision in ET. In this respect, the Moon is the most suitable object. Unforty-
nately, the motion of the Moon is perturbed by the Earth’s rotation (see Sec-
tion 8.1.5a). Iis mean geocentric angular velocity (or mean motion) is gradually
slowed down in a way that can only be ascertained by observation, Variations
in the Moon’s mean moticn could only be obtained if ET was first determined
via observations of the Sun and planets. After this delicate calibration exer-
cise, which required decades of tedious work, the Moon could then be used
as a practical way of obtaining BT. The Moon was a kind of secondary clock
that allowed greater precision in readings, but at the risk of introducing sys-
tematic errors that would increase with time, stemming from some error in its
calibration.

To guarantee a unique realisation of ET, the IAU recominended the use of a
specific lunar ephemeris and the notation ET j, where the suffix j indicates the
one chosen. (From 1960 to 1984, j = 0, 1, 2 were used.)

The Moon’s motion against the star background was measured by observing
occultations of stars by the Moon, or else by using photographic methods.
Large scale observation campaigns were organised at the end of the 1950s.
Despite the considerable effort put in, these techniques still gave uncertainties
of several hundredths of a second in annuat averages of ATj = ETj — UT].
When TAI was set up, these determinations of ET came to an end, for it was
simpler to adopt

ET —TAI =32.184 s, (8.16)

a conventional constant value baged on observation.
LI -t £

8.2.3 Difficulties and current solutions

Apart from the uncertainties mentioned in Section 8.2.2, large systematic ef-
rors affected ET. It was very sensitive to the way the celestial coordinate system
was realised and also to the values adopted for various astronomical constants.
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For example, catalogues giving positions and proper motions of stars, and real-
ising a non-rotafing geocentric frame (carlier forms of the frame (C) discussed
in Section 8.1.1), had to be revised several times due to improved measure-
ments and also because uncertainties in proper motions degrade accuracy as
time goes by. Each revision caused ET to jump. To illustrate the part played by
the astronomical constants, we may consider the aberration constant relating
the mean longitude in (8.14) to the observed apparent longitude. The change
in recommended value applied by the IAU in 1968 led to a jump of 0.6 s in ET.

In 1994, to overcome the difficulties inherent in defining ET by means of
the solar longitude, the IAU simply recommended that the realisation of Ter-
restrial Time TT defined in Section 7.1.2 be extended backwards in time to the
period before 1955, via the dynamics of the Solar System. Indeed, the TT scale
unit has duration equal to that of the atomic second on the rotating geoid and
the latter was defined in such a way as to agree with the best available deter-
mination of the ephemeris second. Moreover, the origin of TT was chosen to
give continuity with ET, Hence, replacing ET by TT does not lead to any great
discontinuity in the construction of the ephemerides.

In this modern application of the Ephemeris Time concept, which allows for
relativistic dynamics, the scale unit is fixed by the present atomic definition
of the second, and the origin by relation to International Atomic Time. Each
ephemeris k& nevertheless leads to a different approximation TT(k) of TT that
must be clearly stated (IAU Resolution C7, 1994).

In Section 4.3.4, we mentioned the rather historical role played by ET. Fig-
ure 8.7 gives some idea of its frequency stability.

8.3 Pulsar Time

Pulsars were first observed in 1967 [8.16]. These objects send out radio pulses
at regular intervals. It is thought that they are stars composed mainly of neu-
trons in a state of ultimate compression and emitting a beam of radiation in
a fixed direction relative to the matter within them. The pulses of radiation
received here on Earth are thus witness to their rotation.

All pulsars discovered between 1967 and 1982 have rotation periods of the
order of one second. The frequency at Whl@‘]‘l, their pulse& arrlvé on Earth is
affected by changes in distance between the pulsar and*the’ ob§erver and in
particular, by the Earth’s orbital motion. After correcting and referring to the
atomic time scale, relative frequency instabilities for these pulses lie in the
range 10710 to 10711, However, in 1982, astronomers added another category
of pulsars to their collection of celestial objects. These were the millisecond
pulsars, with periods of a few milliseconds. The diameters of these objects are
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0 1 ms

Fig. 8.6. Mean shape of pulses from the pulsar PSR1937+-21. The presence of an in-
termediate pulse suggests that the magnetic axis of the pulsar is perpendicular to the
axis of rotation.

estimated at about 20 km and their masses at around 1.4 times the mass of the
Sun. The first was discovered by D.C. Backer and his team wsing a huge fixed
radio antenna, 300 m in diameter, at Arecibo in Puerto Rico [8.17]. This pulsar
PSR1937+21 has a period of 1.6 ms. The shape of its pulses is shown in Fig-
ure 8.6. It was soon realised that the arrival of pulses from PSR1937+21 could
be dated relative to TAI with an uncertainty of a few tenths of a microsec-
ond. In addition, once the gradual slowdown in its rotation had been taken into
account, it had a long term frequency stabilify at least as good as that of the
best atomic clocks running at the time (instabilities of 1071* or less over one
year). Several dozen other millisecond pulsars were subsequently discovered,
some of them being components of multiple star systems. An international pro-
gramme was set up to time pulse arrivals. Observations were made at frequen-
cies of the order of 1 GHz, using large radio antennas. The power collected is
very low, of the order of 10~ W with the largest antennas.} This programme
does not require continuous observation. The frequency stability of both the
pulsars and TAI is such that cbservations may be interrupted for periods of a
few weeks or months without risk of losing a single period.

Some have suggested that lﬁlﬂlisccond pylsars will bring time measurement
back within the province of astronomy. Héwever, this would be to forget the
spin-down effect just mentioned, which rather limits the usefulness of mea-
suring time by pulsar rotation. In the case of PSR1937+21, for example, the

+ In this field, the unit of flux density wsed is the Jansky, where 1 Jy = 1026 wHz " 1m™2, At
typical observation frequencies, values of 10 to a few 100 mJy are obtained,
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period P increases by 10.5 x 107204 per second, so that in relative valtues

1dpP
— =T7x 107V,

P .17

This relative spin-down 1is ten times greater than the same for the Earth. Al-
though it is thought that dP /dr is constant, its value cannot be known a priori
with sufficient accuracy to rival the frequency accuracy of atomic clocks. There
is a further problem. The rotational phase of the pulsar must be transferred to
Earth and uncertainties enfer as a result of the relative motion of observer and
source. For example, observations depend on the position of the pulsar, because
of the orbital motion of the Earth, and its position cannot be determined accu-
rately enough. In addition, pulsars have their own proper motion, and possibly
orbital motion if they are in binary systems. There may also be fluctuations
in propagation times if the signal crosses ionised media in space. For these
reasons, pulsar rotation cannot be made the basis for defining a time unit, and
nor can it be used as a clock to realise the time scales, e.g., TCG, used in the
theory.

As a consequence of the slowing rotation and instabilities introduced when
evaluating variations in the propagation time, we must reconsider what is
meant by the frequency instability of a pulsar. In the following, the intrinsic
instahility will be taken to mean the hypothetical instability after making ideal
corrections for the constant d P /d¢, as it would be observed in a frame moving
with the pulsar. It is this intrinsic instability that is considered to be smaller
than the frequency instability of atomic clocks.

We may then imagine the possibility of calibrating pulsar clocks using
atomic clocks, by determining their frequency drift over a time interval of
duration /. We might be able to use these to improve the frequency stabil-
ity of TAI retrospectively for sampling periods shorter than 7, by forming a
mixed time scale [8.18]. Unfortunately, random uncertainties in pulse arrival
times require I to be very long. For example, if atomic time has a frequency
instability of 10714 over one yeat, then with the help of the pulsar giving the
most suitable pulses that can be dated to within 0.3 ps, we can only hope for
better stability in the mixed scale when sampling times lie between one year
and 7, Recent advances with atomic clocks V\;@'.,lrﬂd mnean eXtending I to several
decades, which seems to spell the end for this idea. A PiTsar Time has nev-
ertheless been envisaged. It would be constructed by means of an algorithm
combining observations of a group of pulsars whose comparison with atomic
time might in the long run lead to new discoveries [8.18].

A rather different contribution of millisecond pulsars to time measurement
has also been studied, By measuring the Doppler effect, the timing of these
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Fig. 8.7. Instability of astronomical time scales and TAL: ET and ET;j are ephemeris
time scales set up by observing the Sun and Moon, respectively; UT is Universal Time;
TP (PSR1937-+21) is time based on the rotation of the named pulsar; TBP is time based
on the orbital motion of a binary pulsar (optimal case). Concerning TAI, properties for
1998 are projected into the future. This figure is based upon elements from [8.18] and
[8.21].

pulsars provides the Earth’ SgHOSltlQn on‘its orbit and hence leads to a new
measure for Ephemeris Time. There {s fiuch greater precision in readings,
compared with observations based upon the definition (8.14) of Ephemeris
Time in terms of the Sun’s longitude. Frequency stability is also improved
for sampling periods less than six months. But in the long term, which i3
the most important, nothing is gained over traditional observation methods
[8.18].
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A third method for measuring time based on pulsars consists in monitor-
ing the orbital motion of a pulsar with a binary companion, by observing the
Doppler effect. The theory for such motions is exceedingly complex, because
gravitational fields are very strong and effects of gravitational waves are sig-
pificant. However, it can be developed. The question remains as to whether a
dynamical time scale based on this motion can rival atomic time. In the study
[8.18], the authors reach the following conclusion. The discovery, observation
and interpretation of binary pulsars might have occurred before the emergence
of atomic clocks (since quartz clocks would have been sufficient for this pur-
pose), and in this case, binary pulsar time would have been a good candidate
for replacing Ephemeris Time. However, this measure of time cannot take the
place of atomic time, which has greater accuracy and stability.

It thus seems likely that millisecond pulsars will provide neither a unit of
iime nor the time we read on our clocks. Notwithstanding, up until now, insta-
bilities in International Atomic Time have to some extent limited the quality
of scientific results that can be obtained by timing pulsars. Indeed, this is what
justifies the retrospective calculation of more accurate and stable atomic time
scales than TAI, as discussed in Section 7.4.3. New frequency standards may
render the imperfections in atomic time negligible, but only time will tell.

Pulsar timing is the most demanding application of atomic time scales, with
regard to their accuracy and their long term stability (over six months or more).
It is bringing new results in astrometry, Solar System dynamics and the the-
ory of gravitation itself. The timing of binary pulsars has indirectly confirmed
the existence of gravitational waves, predicied by general relativity, and it has
thereby strengthened confidence in the theory [8.19, 8.20]. This research was
rewarded by the Nobel Prize for Physics in 1993, attributed to R.A. Hulse and
J.H. Taylor.

Frequency instabilities in times related to pulsars are illustrated in Fig-
ure 8.7, The figure gives a rather qualitative overview of the problem. For
astronomical times, it gives only the likely orders of magnitude, For atomic
time, it assumes that characteristics of standards will remain at the same level.
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Ultraprecise time and frequency applications

Whether it concerns frequencies or times on clocks, time measurement is om-
nipresent today. An ordinary wristwatch used to organise our everyday activ-
ities is a precision instrument. Driven by a quartz crystal, its frequency in-
stability over one day may be less than 107, Some watches are even setvo
confrolled by time signals which are themselves linked to the best caesium
standards. We may thus wear an instrument whose frequency remains accurate
to a few parts in 10714, provided that we average over millions of years. In our
own houses, we are surrounded by time and frequency sources: time switches,
computer clocks, radio receiver oscillators, cordless phones, and so on. Many
systems and services depend on time: telecommunications, television, electric-
ity distribution, positioning.

It would be an interesting exercise to choose a relative frequency inaccuracy,
say 10719, and determine which activities would become impossible if no fre-
quency standard were able to go beyond this limit. It is clear that the Global
Positioning System and its host of applications could not exist. International
Atomic Time would not exist either, since astronomy would have retained con-
trol over the world’s time scales. Space geodesy would not be precise enough
io make a confribution to geophysics. The same exercise could be carried out at
different levels of accuracy. Unfortunately, we must admit that we are unable to
provide exhaustive consideration of the different cases. We can only invite the
reader to reflect upon the historical evolution of techniques, particularly those
concerned with space and telecommunications, where time measurement is
key element. T

As an example, we shall examine several applications of time measurement
using the best standards, either the most accurate ones, or the most stable for
various sampling periods, or again those providing a good compromise be-
tween accuracy and stability on the one hand, and reliability on the other. In-
deed, in a great many applications, we must accept a slight degradation with

286
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respect to the quality of laboratory standards if we are to obtain reliable and
convenient instruments. For such applications, commercially manufactured ru-
bidinm and caesium clocks have been produced in their thousands, and even
hiydrogen masers are sometimes used.

What is the purpose of all these instruments? Their main use centres upon
three different operations. The first is the measurement of time intervals and
frequencies, for example, when measuring distances by radar or laser rang-
ing. The second arises when systems ate based on clock synchronism, as in
the case of the Global Positioning System, or on equality of frequencies (syn-
tonisation). The last occurs when a time scale is used to represent the time in
some physical theory, for examiple when modelling the orbits of satellites and
planets. However, this way of breaking time measurement down into different
categories cannot serve as a basis for systematic presentation of the subject,
for the categories tend to overlap. We shall therefore illustrate our discussion
by selecting some practical and scieniific themes which involve time measure-
ment in characteristic ways.

9.1 Fundamental research
9.1.1 Metrology

The second is by far the best realised of the base units in the International Sys-
tem of Units (SI units). It is therefore quite natural to define the other base
units in terms of the second using only the laws of physics and the funda-
mental constants they involve. By accepting the postulate that such constants
do indeed exist (i.e., Einstein’s principle of equivalence), all the accuracy in
the realisation of the second is thereby, in principle, carried over to the other
uniits. This was the step taken in 1983, when the definition of the metre was
based on the speed of light. Of the seven base units in the International Sys-
tem (see Appendix 3), there are now only three that remain independent, viz.,
the second, the kilogram and the kelvin. For example the definition of the am-
pere is based upon the notion of force in [mkg s~2] and distance in [m] be-
tween two conductors. This definition refers in the end to the second and the
kilogram. . L

A significant advance would be made if the*kilogran) could be defined in
terms of the second. The present definition based upon the mass of a partic-
ular object, a cylinder of platinum—iridium alloy kept at the BIPM, gives rise
to a relative uncertainty barely less than 10~8, It may be possible to achieve
this via electromagnetic or electrostatic forces. All measures, apart from those
appealing to thermodynamics, would then be related to the second.
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This process whereby the measure of a quantity is transposed into a measurg
of time also applies to voltages using the Josephson effect, and to electrical re.-
sistances, via the quantum Hall effect. However, these quantum effects cannot
serve as a basis for new definitions of the units used in electricity, at least, not
for the moment, because the link with mechanical units would then be lost: the
mechanical watt must remain equal to the electrical watt. For the time being,
they are used to maintain the values of the volt and the ohm, with these values
still being related to the definition of the ampere.

The Josephson effect occurs when two superconductors are separated by a
very thin insulating barrier. When subjected to ultrahigh frequency radiation of
frequency v, this@junction exhibits a stair-shaped current—voltage characteris-
tic, levelling out at specific values V,, of the applied potential difference. These
are given theoretically by the relation

h
Vn :HEU ’ (9-1)

where n is a whole number, / is Planck’s constant and ¢ is the electron charge,

The uncertainty in the measurement of the ratio s /2e afforded by the above
equation is smaller than the uncertainty arising when h and e are found by sep-
arate experimental determinations. In 1988, following an international cam-
paign of measurements, a conventional value denoted Ky was adopted for
h/2e. This is given by

— 483597.9 GHz VL. 9.2

This provides a stable reference for potential differences, tied o a frequency
measurement.

The quantum Hall effect, also known as the von Klitzing effect, occurs when
a thin semiconducting layer is cooled to about 1 K and subjected to a magnetic
field of the order of 15 T, perpendicular to the layer. The Hall voltage Vi, which
is orthogonal to the direction of the applied current I, behaves in such a way
that the resistance R = V;/I is given theoretically by

R=—— (9.3)

where n is once again a who]e pumber.: Expenmental determination of the
quantum Hall resistance yields a value for” W je? fe that is more precise than can be
obtained from separate determinations of 4 and e, and in 1988, a conventjonal
value Rx was adopted for this ratio, viz.,

Rg = 25812.807 §2 . (9.4)

Since the beginning of the 1990s, it has been possible to send electrons one
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by one through a potential barrier. It has therefore become feasible to create an
electric current whose intensity would be determined by the frequency of the
signal controlling the opening of the barrier. It would then be possible to check
the mutual consisiency of methods for determining the electrical units, since
the intensity of a current is also related to the quantity frequency through the
Josephson and quantum Hall effects.

The conventional values of K7 and Ry implicitly define electrical units that
do not strictly conform to official SI units. However, they have the advantage
of providing a uniform representation of the volt and the ohm with far greater
reproducibility than can be had from absolute determinations based upon the
definition of the ampere.

9.1.2 Measuring physical constants

Some constants can be determined simply by measuring the frequency of a
physical phenomenon, and their values can therefore be obtained with very
low uncertainty.

The Rydberg constant is an example. It has been ascertained to within
7.7x 10712, This result is the outcome of work carried out by teams at the Ecole
normale supérieure in Paris (France) and the Max Planck Institute in Garching
(Germany). Using methods of high resolution spectroscopy, they measured the
frequency of several optical transitions in the hydrogen atom. The value ob-
tained was [9.1]

Roo = 109737.31568550 cm™1 . (9.5)

The Landé factor g for the electron, close to 2, has been measured at the
University of Washington in Seattle by confining a single electron in a Pen-
ning trap. This is produced by superposing a uniform magnetic field on an
inhomogeneous electric field. The value of g is equal to twice the ratio of the
electron’s Larmor precession frequency to its cyclotron frequency. The value
obtained is given by [9.2]

% — 1.001 159 652 188 (9.6)

"l
with uncertainty of 4 x 10~12,

Applying the same technique to a positron, the same value of g was ob-
tained, to within 2 x 107!, This result is currently the most accurate confir-
mation available of the hypothesis that antiparticles have the same properties
as their corresponding particles.
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By comparing the cyclotron frequencies of protons and antiprotons in a Pen-
ning trap, it has been shown that their inertial masses are equal, to within
4 x 1078 [9.3]. Using a similar technique, the ratio of the proton and elec-
tron masses has been measured to within 3 x 107 [9.4].

As can be seen from (9.6), the value of the electron Landé factor differs
from 2 by only a tiny amount. The deviation from this value depends on quan-
tumn electrodynamic (QED) effects and can be expressed in terms of the fine
structure constant o, This is one of the most important constants in atomic and
quantum physics, Recent theoretical progress has made it possible to use the
measurement of g to obtain [9.5]

]

1/a = 137.03599944 , 9.7)

to within 4 x 1072,

9.1.3 Impact on atomic physics
(a) Checking linearity of quantum mechanics

The basic equation in quantum mechanics is the Schrédinger equation (6.27),
which is linear, However, it has been shown theoretically that there may be
a slight non-linearity [9.6]. The fransition frequency beiween two energy lev-
els would then depend on the population of these levels, making the transition
slightly anbarmonic, Experimental tests have been cartied out, one with Be*
ions in a radiofrequency trap [9.7], and the other with hydrogen atoms i a
hydrogen maser [9.8]. In both cases, the transition frequency between the rel-
evant hyperfine sublevels was found not fo depend on their populations, up
to experimental uncertainties. Since these uncertainties were extremely low,
thanks to the very low frequency instability of the devices used for the tests,
we may conclude that a non-linear generalisation of the Schrodinger equation
is unnecessary.

(b} Understanding properties of atoms and molecules

The contribution here is important and var1ed and a detmled description would
go beyond the scope of this bosk. '

Techniques of high resolution specfrdscbpy developed and used in atomic
or molecular frequency standards have made it possible to measure a great
many transition frequencies with very low uncertainties. Examples are the hy-
perfine transition frequencies of hydrogen and its isotopes, rubidinm isotopes
of mass 85 and 87, and many ions with a single valence electron (Section 6.7).
Likewise, atomic and molecular transition frequencies in the infrared and the
visible are now known with uncertainties as low as a few times 10712,
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These determinations, together with investigations of electric and magnetic
field effects, have greatly advanced our knowledge of atomic constants, such
as the nuclear and electronic gyromagnetic ratios, and interatomic couplings
in molecules.

A Dbetter understanding of the inferatomic potential has been obtained by
measuring the spin-exchange collision cross section and spin-exchange fre-
guency shift cross section of the hydrogen atom in the range 1--373 K. Studies
are underway to compare theoretical and experimental values of these cross
sections for caesium and rubidium atoms with low relative velocities. These
studies are motivated by the yse of laser-cooled atoms in clocks.

An unexpected contribution'to the shift in the hyperfine transition frequency
of rubidium atoms has been observed when they are subjected to a strong mag-
netic field of around 5 T [9.9]. The result implies that the magnetic interac-
tion energy between the nucleus and the electron cloud is not sufficiently well
known and that further terms must be evaluated [9.10]. These might well affect
the value of the frequency shift due to the second order Zeeman effect, a value
that must be taken into account in atomic time and frequency standards. This
question could be investigated in experiments with a caesium beam frequency
standard [9.11]. This standard would be unusual in that the transition

F=3, mp=—-1 <«— F=4, mp=-1

is used as the reference transition. Its frequency has an extremum for an applied
magnetic field close to 82 mT. Precise measurement of the transition frequency,
close to 8.90f1 GHz, should provide a way of checking that the Breit~Rabi
formula (6.4) contains all the terms needed to calculate the Zeeman frequency
shift.

9.1.4 Spacetime structure and gravity

Most tests for models of spacetime structure and gravitation involve time mea-
surements, An exhaustive discussion of the significance of these tests can be
found in [9.12, 9.13]. We will consider a few examples of experiments in which
atomic time standards play a critical role. Certaln fests are based directly upon
the stability or accuracy of time standards t9 14] In sf)thef cdses, these stan-
dards are essential auxiliary tools,

(a) Direct use of atomic time standards

Several clock transportation experiments have been organised to check the
predictions of general relativity. In particular, in 1972, Hafele and Keating of
the US Naval Observatory arranged for transportation of four caesium clocks



292 Ultraprecise time and frequency applications

around the world on commercial flights. In the westward journey, they ob.
served a gain of 237 4 7 ns, and in the eastward journey, a loss of 59 = 10 ns,
Theoretical predictions gave a gain of 275 & 21 ns and a loss of 40 + 23 pg,
respectively, tainted by uncertainties arising from the poorly identified trajecto-
ries followed by the clocks [9.15]. This experiment was considered as a check
on frequency shifts due to gravity, but it was not very informative, because
Pound, Rebka and Snider had already made the same check to better accuracy
using the Mdssbauer effect [9.16, 9.17]. However, along with several analo-
gous experiments, it was a convincing argument for treating time measurement
within a relativistic framework.

A further measureinent of the gravitational frequency shift was made by
Vessot and Levine in 1976 [9.18]. A hydrogen maser was launched in a probe,
up to an altitude of 10000 km. During the flight, its phase was continually
compared with the phase of a ground-based hydrogen maser, using a three-
way link to eliminate the Doppler effect. The observed frequency shift was
found to agree with the predictions of general relativity, within the limits of
experimental uncertainty, viz., a relative uncertainty of 7 x 103, More accurate
experiments are planned along the same lines, either in satellites with highly
elliptical orbits around the Earth, or on a space probe flying towards the Sun.
These experiments are interpreted as tests of the Einstein Equivalence Principle
(EEP) [9.12].

By comparing a caesium clock, based upon a hyperfine structure transition,
with a magnesium clock, based upon a fine structure transition, operating side
by side, Godone et al. [9.19] were able to place limits on the time evolution
of the product g(m./my), where g, is the gyromagnetic ratio of the proton
and mg, m,, are the electron and proton masses, respectively. This (relative)
limit is equal to 3.4 x 10™1? per year. Combining with astrophysical data,
these authors have shown that the relative time variation of the fine structure
constant « is less than 2.7 x 1013 per year. During the same experiment, the
clocks underwent an annual variation in the gravitational potential of the Sun,
due to the eccentricity of the Earth’s orbit. If EEP were violated, an annual
variation would have been found in the frequency difference between the two
clocks. This was not the case [9.20]. In more recent work, comparison between
a hydrogen maser and a trapped FIgt foh frequengy standard gives the upper
limit [9.21] '

1

04

do

P < 3.4 % 1071 per year .

Furthermore, taking advantage of the remarkable frequency stability of cae-
sium and rubidium fountains, measurements spread over an interval of 24
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months reduced the upper limit for the possible variation of «. We now have
[6.23]

1

o

do

I <31 x 1071 per year .

These last two resulfs are based upon the fact that the theoretical expression
for the hyperfine transition of ground state alkali atoms (such as H, Rb, Cs,
Hg1) contains correction terms depending on the product @ Z, where Z is the
atomic number of the element. Any time variation in & would induce different
changes in the transition frequency under consideration.

One postulate of relativity theories is the constancy of the speed of light ¢
when measured locally. Let us note in passing that this constancy can only be
checked experimentally if we have independent standards for time and length.
For this purpose, we require material length standards, such as rulers, interfer-
ometer arms or a geodetic base. The constancy of ¢ is generally checked by
a two-way propagation, This was the case in the famous Michelson—Morley
experiment [9.22], which was unable to detect any effect due to the motion of
the observer relative to a hypothetical ether. However, we should also check
that the outward velocity is equal to the return velocity, or more generally, that
the velocity is indeed isotropic. This was done at the Jet Propulsion Laboratory
(USA) in 1990, using the frequency stability of two hydrogen masers placed
21 km apart, compared by one-way transmissions in optical fibres [9.23].
Whilst the baseline of the two masers was displaced by the Earth’s rotation,
no anisotropy was revealed, within the limits of experimental uncertainty, so
that |Ac|/c < 3.5 x 1077, It has been proposed to repeat this experiment
using a spaceborne maser [9.24]. This should reduce the relative uncertainty
to 1.5 x 10~°. In the same area of investigation, long term comparison of
clocks on board GPS satellites with clocks in ground stations has led to the
upper bound |Ac|/c < 4.9 x 1072 when all directions are considered and
|Ac|/c < 1.6 x 107 for the equatorial component [9.25].

(b) Indirect use of atomic time standards

In other tests of relativity, the quality of time measurements is explmted for
the purposes of highly accurate posmomng "Radar tel%letry has thus been
applied to measure the advance of the pemhehon of Mercury more precisely
than was possible by optical astrometry using angle determinations [9.26]. The
relative inaccuracy in this historic test of Einstein’s theory has been reduced to
1073, Laser ranging on lunar reflectors made it possible to seek a possible
violation of the weak equivalence principle for massive bodies (equivalence
of inertial and gravitational masses). This putative violation goes by the name
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of the Nordtvedt effect |9.27]. Other research has been carried out on possible
time variations of the gravitational constant, based upon precise measurements
of the distances of artificial satellites placed in orbit around Mercury.

As discussed in Section 8.1.4a, angular measurements can be made with
great accuracy using VLBI. This method has been used to improve anothey
classic test of general relativity, the deflection of light by matter. It has been
possible to measure the bending of quasar light by the Sun, and even by Jupiter
[9.28].

All these experiments require detailed models of orbital motions. To this
end, the atomjc time scale TAI is used to represent the time parameters of
the theory, as defined in Section 7.1. Since observations are made from the
rotating Earth, the parameters describing this rotation are also needed to very
great accuracy. However, we have seen that these parameters are determined on
the basis of time and frequency techniques. It is quite clear that time metrology
is implicated in such work in an extremely complex manner.

One new form of test involves measuring the time delay of signals from a
celestial object when they pass close by the Sun (the Shapiro time delay). Time
enters through positioning (VLBI), the orbital model, stability of Earth-based
and spaceborne clocks and by the methed of radar ranging. This method has
been applied to signals from a millisecond pulsar.

We should also record here research involving the timing of millisecond
pulsars, discussed in Section 8.3.

(c) Ultimate aims of these tests

Since the publication of Einstein’s general relativity, many other gravitational
theories have been devised. In most of these theories, gravitation is viewed
as in general relativity as a manifestation of the structure of spacetime itseld,
described mathematically by a metric. Yet other theories assume the existence
of fields in addition to the metric, or even replacing it.

In weak gravitational fields and for small speeds relative to the speed of
light, post-Newtonian metrics are used, e.g., (3.14) at a low level of approxi-
mation. Following work by Nordtvedt [9.29] and Will [9.30], the various con-
peting theories have been engoded by introducing ten parameters known as the
PPN parameters, where PPN istarids for garqm@msed post-Newtonian formal-
ism. These parameters are used 'to represent the posi-Newtonian metrics in a
single expression, but they take different values in the different theories. Ob-
servation then leads to estimates of their values, or the value of one of their
combinations. For example, we have seen that the relative gravitational fre-
quency shift 1s AU/ ¢? according to general relativity. Its PPN expression is
(1 + a)AU/ c?. The parameter « (not to be confused with the fine structure



9.2 Positioning, geodesy and navigation 295

constant) is then a measurable quantity, which general relativity predicts to be
zero. Vessot and Levine’s experiment shows that |a| < 2 x 10~4,

Up until now, tests carried out in the Solar System, for weak fields and low
velocities, have led to PPN parameters agreeing with general relativity, within
the limits of experimental uncertainty. This only means that we have not yet
been able to discriminate between theories whose consequences may differ
when we model the Universe and its evolution. This is why tests must involve
strong gravitational fields, such as those in the vicinity of binary pulsars. Like-
wise, observation and modelling of astronomical objects like black holes are
of key importance in cosmolaqgy.

Cosmology is indeed the ultimate aim of all these mvestigations. Here is one
of the great human dreams, and are not such dreams the glory of humankind? In
the same spirit, the search for a single unified theory covering all macroscopic
phenomena as well as the world of elementary particle physics has not yet
borne its fruits. A better understanding of the structure of spacetime and gravity
would be a significant advance.

For those who are not convinced of this claim, or for those who invest their
time and money in the hope of a more immediate return, we may add that
the relativistic theoretical framework has become an absolute necessity for ap-
plications. An example is ultraprecise positioning. In addition to its obvious
use in transportation, it is crucial for measuring large scale deformations of
the Earth’s crust (relevant to earthquake prediction) and monitoring sea levels
around the world as the climate evolves. A sound experimental basis for the
theory is therefore of the utmost importance.

9.2 Positioning, geodesy and navigation
9.2.1 Principles of time and frequency methods

The idea of determining distances by measuring the two-way propagation time
of a signal is widely used in astronomy and geodesy, using laser ranging and
radar, not to mention many applications in other fields based on the same prin-
ciple. A three-dimensional positioning method is then possible, prov1ded that
three targets are available and the observer'i3 not, s1tuatpgl in the same plane.
This is the principle governing ultraprecise geodésy By laser ranging artificial
satellites.

In satellite positioning systems, it is more convenient for an observer to use
a one-way transmission from the satellite. This also requires much less pow-
erful emissions. However, the inevitable absence of synchronisation between
transmitter and receiver must somehow be compensated. Two solutions have
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been used for worldwide systems, and also for global geodesy. One is based
on Doppler shifting of frequencies transmitted by the satellite. The other useg
the pseudo-range calculated from the difference between the reception time ag
measured by the receiver clock and the transmission time as measured by the
satellite clock, thereby including the synchronisation error.

In order to give a simple description of the Doppler method, let us assume
that the frequency vy of the transmitter is known to the observer and that the
latter is fixed relative to the Earth’s surface. We shall not consider relativis-
tic effects here, although in practice they should be taken into account. The
observer measures the received frequency vgr and calculates the difference
Av = yggr — vg. This difference is integrated over a time interval Af =1 —¢,
We then obtain the number » of periods P = v, Ulost (when n < 0) or
gained (when n > {) at reception, depending on whether the satellite is moy-
ing away or approaching, respectively. The quantity cnP is just the differ-
ence between the distances to the satellite at dates #, and #,. If the positions
of the satellite are known at these dates, in a frame fixed relative to the Earth,
the observer’s position must lie on a well-defined hyperboloid in this frame,
As the satellite continues its orbit, measurements are repeated and the hyper-
boleids produced in this way have only one common point, which must be the
position of the observer. However, in practice, observation of a single satel-
lite can only lead to satisfactory precision if the altitude of the observer is
known. Of course, this description has been simplified. Other factors must be
included, such as a possible frequency offset, refraction, the observer’s own
motion, and so on. However, the basic features of the system are clear enough.
Measurements involving a single satellite give the ‘fix’, but not in an instanta-
neous way, since the satellite must be observed over a portion of its orbit. The
whole set of directions is obtained all the more quickly as the satellite orbit
is lower. Global coverage of the Earth by low-orbiting satellites thus requires
polar orbits.

The pseudo-range method involves several synchromised spaceborne or
Earth-based transmitters whose positions are known in the terrestrial frame.
When two transmitters simultaneously emit signals, the observer measures the
difference between reception times and thereby deduces the difference in the
distances to these transmitter§.{The observe1 is, thén located on a known hyper-
boloid. With four transmitters, the pmsmmn is mstantaneously determined. Geo-
metrical consiraints require the transmitters to be spaceborne. However, for air
and sea navigation, when the altitude is known, Earth-based two-dimensional
positioning systems are used. In both cases, redundant information from extra
transmitters provides added precision and safety. Apart from the position, a
time comparison between the observer’s clock and the time base of the system
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is obtained as a kind of bonus. As we saw in Chapter 7, this by-product can be
of great importance for the purposes of time dissernination.

The close relationship between the Doppler method and the pseudo-ranging
method is worth noting, even though, in practice, this relationship may be con-
cealed by the way data is treated mathematically. Such methods, applied with
the help of artificial satellites, require a precise description of satellite orbits
in the terrestrial frame. This is achieved by setting up a network of tracking
stations at known positions. Measurements are immediately transmitted to a
control centre where they are processed in the shortest possible time, so that
orbital models sent back to the satellites are kept as up-to-date as possible,
ready for transmission to users.*

We have already mentioned the Global Positioning System (GPS), based
upon pseudo-range measurements, because it can be used to compare clocks,
to disseminate time (Chapters 5 and 7) and to measure the Earth’s rotation
(Chapter 8). There has been an almost explosive increase in the number of
users of GPS in its normal positioning mode. In the next section, we hope to
satisy the reader’s curiosity by describing this system in a little more detail,
although many specialised works are already devoted to the subject. In partic-
ular, reference [9.31] explains how it works and describes its various modes of
use in geodesy. We shall then go on to oufline some other systems.

9.2.2 The Global Positioning System
(a) The satellites and their messages

The Navstar system (Navigation Satellite Time and Ranging), better known
today by the acronym GPS, stems from studies which began in 1965. Deploy-
ment was not completed until 1995, a development period that gives some idea
of the magnitude of the undertaking. GPS results from a merger between US
Navy and US Air Force projects (Timation and 621B, respectively).

The system uses twenty-four satellites in quasi-circular orbits at an altitude
of about 20 000 km, distributed in six orbital planes at intervals of 60° longi-
tude and inclined at 55° to the equator. The orbital périod of these satellites
is half the Earth’s sidereal period. (The latteiis 23 h 56 1[11 and corresponds to
an increase of 360° in the angle Ag defined'in Section 8.1.2.) Hence, a fixed
observer on the Earth sees the same satellite following the same path across
the sky, in azimuth and elevation, every 23 h 56 m. At least four satellites are
always visible from any point on the Earth’s surface (apart from a few very
shortlived exceptions) in a configuration suitable for obtaining the observer’s
position,
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The first eleven satellites in the system, known as block 1, carried rubidium
clocks for the very first, then caesium clocks, as well as reserve quartz clocks ag
a security measure. Block I1 satellites, launched from 19835, are each equipped
with two caesium clocks and two rubidium clocks, backed up by quartz clocks.
They have a lifetime of about eight years.

The basic principle behind GPS is synchronism of on-board clocks. In prac-
tice, the clocks are not physically synchronised, but the satellites transmit data
which can be used to calculate the offset between their readings and the time
base of the system, viz., GPS Time, with uncertainties of a few nanoseconds,

GPS signals are transmitted at two carrier frequencies common to all sate]-
lites in the system. These are .1 at 1575.42 MHz and L2 at 1227.60 MHz,
The information they transmif, called the message, is carried by 180° phase
reversals in the carrier. It consists of the following components:

e a pseudo-random code C/A,
e a pseudo-random code P,
¢ a message carrying the data.

The pseudo-random codes are different for each satellite and mutually orthog-
onal. The autocorrelation function of each code is almost zero, except for zero
delay. Correlation functions between satellite codes are almost zero. This ex-
plains how receivers distinguish the different satellites, generating the code for
each one, and how they measure the reception time of the signal from each
satellite (maximal correlation) using their internal clock.

The C/A code (Coarse Acquisition or Clear Access) is only transmitted at
frequency L1, phase shifted by 90°. It repeats with period 1 ms and comprises
a 1023 bit sequence.

The P code (Precise or Protected) is transmitted at both L1 and L2. 11s period
of repeiition is 267 days, but one week segments are transmitted and changed
every week. It can be encrypted to exclude unauthorised users.

The data message is transmitted at the low modulation speed of 50 bits s,
It is made up of frames of 1500 bits (lasting 30 ), each divided into five sub-
frames. The content of subframes 1 to 3 repeats from frame to frame (unless
this context is refreshed) and supplies information about the transmitting satel-
lite, i.e., its health, orbital eléments, and éﬁefﬁci@hts for calculating corrections
to the clock currently in use. Subframes #'and 5"provide information concern-
ing the system as a whole, i.e., models for calculating ionospheric delays, off-
set between UTC and GPS Time, rough ephemerides and state of health for the
other satellites in the system, and information about codes. Since all this infor-
mation is too bulky to fit into two subframes, it is spread over subframes 4 and 5
of twenty-five consecutive frames. The whole set of information can thus only
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be obtained by tracking the satellite for a total of 12.5 minutes. This explains
why tracking extends over 13 minute periods when very precise time measure-
ment applications are at stake (see Section 5.6.3). At each of the frequencies
L1 and L2, the transmitted signal is the product of modulations corresponding
to the code and the message. Note that during the transmission of one message
bit, i.e., 20 ms, the C/A code repeats twenty times.

(b) Normal operation of the system

By ‘normal operation’, we understand simple real-time positioning applica-
tions using ordinary GPS receivers. We shall not discuss the many other modes
of use for these receivers. ’

The determination of satellite orbits and calculation of clock corrections
carried out at the master control station are based on tracking by five control
stations. The geodetic coordinates of these stations are known with uncertain-
ties as low as a few tens of centimetres relative to a reference system called
WGS84. BEvery attempt is being made to bring the WGS84 system into line
with the IERS frame known as ITRE mentioned in Section 8.1.6. Deviations
are now of the order of one decimetre. Orbital parameters are thus calculated
and transmitted in the WGS84 system, in practice ITRF, and the same can
therefore be said of the observer’s coordinates. T

GPS Time is aligned on UTC (USNO) to within 100 ns, modulo 1 s. The
latter follows UTC to within 100 ns.

Orbits are described by means of six parameters similar to the Keplerian
parameters, viz., semi-major axis, eccentricity, inclination to the equator, right
ascension of the ascending node, argument of the perigee, and mean anomaly.
However, the orbit of an artificial satellite is perturbed by irregularities in the
Earth’s gravitational field, solar radiation pressure, the lunisolar tidal potential
and the residual atmosphere. According to the approach usually adopted by as-
tronomers, orbital parameters are thus regarded as variables. Using their values
at a given instant, we obtain an orbit very close to the true orbit over a range of
neighbouring times. Their rates of change are broadcast and parameters should
be changed every hour or so.

Position uncertainties for a moving observer may be as low as about 10 m
when the P code is used at both frequenmeii Wlth th@ C/A code, they are
around 30 m. When Selective Availability (SA) was apphed until May 2000,
uncertainties were about 100 m for unauthorised users.

t National cartography and marine charts have been established in regional systems, using tradi-
tional methods of geodesy. It is planned to transforn them to ITRE, although this has not vet
been achieved. Discrepancies with W(GS84 and ITRF may reach several hundred metres. This
must be taken into account and some receivers make the necessary corrections,
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(c) Other applications

GPS can be used in differential mode to gain precision in a local positioning ap.-
plication. The position of the moving observer is referred to accurately knowg
positions of nearby fixed stations simultaneously tracking the same satellites,
Some errors are significantly reduced, including errors due to the ephemerides,
satellite clock noise, refraction and SA when it was imposed. Uncertainties can
be reduced to a few metres in real time. Differential positioning is also used
to determine relative positions of timing receivers and thereby improve clock
comparisons. Since these receivers are fixed, time averages can be taken and
uncertainties in relative coordinates are of decimetre order [9.32].

For high precisich applications, such as centimetre geodesy and study of
the Earth’s rotation, the phase of the carrier waves is followed. Modulation
is removed by multiplying the received signal by itself. Since modulation
is achieved by phase reversal, a pure double frequency is obtained. In this
field, studies are coordinated by an international service known as the Inzer-
national GPS Service for Geodynamics (IGS). This service establishes precise
ephemerides for GPS satellites, available one or two weeks after the event,
They are useful, in particular, for reducing uncertainties in time comparisons
when producing TAL

(d) Civilian complement to GPS

As far as civilian applications are concerned, GPS has been criticised for its
lack of precision due to SA and also for the absence of real time warnings
when one of its satellites fails. Since the number of satellites visible only just
exceeds the minimum required number of four, such failure may lead to incor-
rect positioning with disastrous consequences. The question then arises as to
whether a civilian system should be set up in parallel.

The complexity of GPS is parily due to its military role. A system operating
along the same lines has been designed without satellite-borne clocks. The
time provided by a single master clock on the ground is transmitted to satellite
transponders. However, this kind of system does not satisfy the need of the
armed forces for a completely self-sufficient mode of operation, i.e., one in
which no data need be injected b'y ground stations. Such autonomy, although
its degrades quality, may be vital in time qf d8hffict.'

For the moment, two lines of development are under investigation. The
first involves combined use of GPS and its Russian counterpart GLONASS,
to be discussed shortly, The number of satellites available may then rise to
forty-eight, with a dozen or so simultaneously in view. The resulting redun-
dancy means that an offending satellite can be detected and eliminated. Mixed
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GPS/GLONASS receivers are already available. The other development in-
volves setting up a civilian complement to GPS, in which transmitters would
be carried by geostationary satellites and transmit with GPS codes [9.33].

9.2.3 Other positioning systems

GLONASS was developed by the USSR, and subsequently by Russia, in par-
allel with GPS. It operates according to the same principles, although the
satellites follow slightly different orbits at an altitude of about 20000 km.
A fixed observer also sees a satellite move along the same apparent trajec-
tory every 23 h 56 m, but this satellite is a different one each day, with a one
week cycle. Satellites are recognised by a range of frequencies. Orbital models
are transmitted in the form of coordinates. In addition, the time base known
as GLONASS Time is different, and not so closely synchronised with UTC.
The geodetic frame is also different. This makes the construction of mixed
GPS/GLONASS receivers a complicated task, although not impossible.

Before GPS and GLONASS came on the scene, the Doppler system Navsat
was widely used for maritime navigation from 1964. The six satellites in polar
orbits at altitude 1100 km transmitted frequencies 150 MHz and 400 MHz,
and also synchronisation markers. Messages providing orbital models were
transmitted by phase modulation.

Another Doppler system known as DORIS was designed by the French Cen-
tre national d’études spatiales (CNES) for high precision positioning [9.34]. Tt
uses the opposite approach to Navsat in the sense that frequencies are trans-
mitted by the beacons to be localised and received by satellites. Both beacons
and satellites are equipped with ultra-stable quartz oscillators. Frequencies are
close to 400 MHz and 2 GHz. The frequency instability of beacon and satellite
oscillators has to be less than 5 x 10712 over the counting period (the inter-
val At defined in Section 9.2.1) and 10712 throughout the pass (e.g., for a
period of 1000 s). The on-board frequency is determined by comparing with
a ground-based master clock adjusted to TAIL. The uncertainty must be less
than 10 us. A basic network of forty to fifty fixed beacons on Earth serves to
determine satellite orbits. The system was ;tl_;led out on;the Earth observation
satellite Spot 2. It was subsequently adopted as-efje of (i positioning systems
for the TOPEX/POSEIDON oceanographic satellite, to be discussed below. In
the latter case, it was shown that the uncertainty in the radial component of the
satellite position is around 3 cm. For the two other components, the uncertainty
is about 20 cm. DORIS also provides the beacon positions, with uncertainty as
low as 2 cm. This precision allowed DORIS to feature amongst the panoply of
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techniques used at the IERS for constructing ['TRF and measuring the Earth’g
rotation.

The PRARE system (Precise Range and Range Rate Equipment) was origi-
nally designed in Germany for precise determination of artificial satellite orbitg
[9.35]. It also includes a satellite-borne space segment, a network of track-
ing stations and a processing centre. It combines pseudo-ranging and Doppler
measurements on signals transmitted by the satellite at fiequencies 2 GHz
and 8 GHz. This system is used by the ESA’s Earth Reconnaissance Satelliteg
(ERS) in conjunction with GPS. It has the same order of precision as DORIS,

9.3 Very Long Baseline Interferometry (VLBI)

In Section 8.1.4, we discussed the part played by Very Long Baseline Interfer-
ometry (VLBI) in the measurement of Universal Time. In its applications to
the study of the Earth’s rotation and the construction of celestial and terrestrial
reference frames, angular separations between sources should be as large and
varied as possible, in order to separate the various quantities to be determined.
We have already seen that this type of measutement takes advantage of the
frequency stability of hydrogen masers.

VLBI was originally devised to study the structure of celestial sources with
small angular dimensions emitting in the radio region of the spectrum. Res-
olution is improved when reception frequency increases and antennas ate
more widely spaced. At centimetre and decimetre wavelengths and using
REarth-based antennas, angular resolutions of 0.001” are achieved. Reception
in the millimetre wavelengths, still under development, reaches resolutions of
0.0001”, VLBI projects involving one Earth-based and one spaceborne antenna
would obtain resolutions down to a few tens of microseconds of arc [9.36].

VLBl s also used in differential mode to locate sources on the sky relative to
the directions of compact extragalactic sources forming the primary reference
frame. In this case nearby sources are the target and typical angular separations
to be measured are of a few degrees.

This technique can be used in different ways to extend the celestial reference
frame ICRF to the optical domain (see Section 3.3.2b). In particular, the space
astrometry mission HIPPARCO§' provided a catalogue of angular positions
and proper motions of some 100 OOO,stars Wfth an ifternal consistency at the
level of 0.001” and 0.001”/yr, respectwely, but was unable to give an initial
setting for the rotation and rotation rate of the whole catalogue [9.37]. The
HIPPARCOS catalogue had to be aligned with the ICRE. One technique used
for this purpose was VLBI observation of a few dozen radio stars belonging to
the HIPPARCOS catalogue. By combining the various methods, it is estimated
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that the fit is achieved to within 0.0005” at the mean date of the HIPPARCOS
observations (1991). However, it deteriorates at a rate of about 0.000 25" per
year through uncertainties in proper motions of the stars [9.38].

Differential VLBI is often used to track space probes, in order to situate
them relative to ICRFE, and also to locate artificial satellites placed in orbit
around other planets.

9.4 The TOPEX/POSEIDON mission

As an example, we shall discuss the many time and frequency aspects of the
TOPEX/POSEIDON mission,

Measurements of the vertical distance between an artificial satellite and the
surface of the sea by means of an on-board radar altimeter were first attempted
between 1975 and 1978 with the American Geos 3 satellite. They were contin-
ved using Seasatin 1978. Although the satellite failed after a few months, it had
already proven that these measurements were useful for studying the oceans
and their interaction with the atmosphere, climatology and internal geophysics.
Geosat confirmed this appraisal over 1985-1989. More ambitious programmes
were subsequently devised, with the European Space Agency’s ERS and the
TOPEX/POSEIDON collaboration between NASA and CNES (France). The
satellite ERS 1 was launched in June 1991 and followed by ERS 2 in 1995.
TOPEX/POSEIDON was launched on 10 August 1992.

The radar beam intersects a sufficiently large region of the sea surface to av-
erage out the effect of the waves. Altimetric measurements involve the vatious
elements shown in Figure 9.1.

e The reference ellipsoid is a mathematical surface adopted by convention
which approximately follows the sea sutface. This removes the need to refer
to the geocentre.

o The geoid is a surface of constant gravitational potential, after correctmg for
periodic terms introduced by the tidal potential. It would coincide with the
mean sea surface if the waters of the oceans were homogeneous and at rest.

o The real sea surface is defined as the surface when Wave effects have been
averaged out. Fyooe e

f ’ -I,
o The satellite orbit is established in a geoce,n‘[hc ffame Its altll,ude is calcu-

lated above the reference ellipsoid.

Altimetric measurement gives the altitude of the satellite above the real sea
surface. Knowing the satellite orbit, we then obtain the height of the sea surface
above the reference ellipsoid.
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Fig. 9.1. Geometrical elements of altimetry above the oceans.

Two elements of great scientific importance are the height % of the geoid
above the reference ellipsoid, which may be positive or negative, and attains
values of a hundred metres or so, and the height %1 of the sea surface above the
geoid, which may also be positive or negative, and attains values of around one
metre. We note immediately that the measurement yields the sum of these two
elements. This ambiguity is removed by their variability. Over several years,
the geoid can be taken as invariable and the oceanic variation is obtained. If
we assume that oceanic effects ]fai{e zero timé average, then the mean surface
represents the spatial irregularities of the gepid.In'the'very long term, however,
difficulties may remain here. For example, the melting of the polar ice caps
affects both sea levels and the shape of the geoid.

The form of the radar echo is affected by conditions at sea. By analysing it,
information is obtained about the waves, including their height and direction,
quite apart from geometrical data concerning altitudes.
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Sea levels are affected by temperature differences, salinity, the atmosphere
and dynamical effects such as those due to centrifugal and Coriolis forces. It
is easy to see therefore that their study can reveal currents, eddies, and heat
energy transfers generating climatic change. However, such effects amount to
no more than a few decimetres. In order to study them, they must be measured
with uncertainties at the centimetre level. It is interesting to list the scientific
themes mentioned in the call for research proposals issued by the CNES when
TOPEX/POSEIDON was still under preparation [9.39]:

e to conduct studies of the permanent and variable circulation of the ocean,
and its interaction with the atmosphere, on global and basin scales, in order
to contribute to our understanding of the climatic role played by the oceans;

o to develop an improved understanding of oceanic circulation on regional

scales over periods of a few months;

to obtain an improved understanding of heat transfer in the ocean;

to conduct studies of tidal models;

to study the statistics of ocean variability;

to improve knowledge of the gravity ficld and associated geoid,;

to conduct studies of geophysics;

to study the physics of waves.

e & o @+ & =@

The TOPEX/POSEIDON satellite is in circular orbit at an altitude of about
1300 km, inclined at 66° to the equator. It does not therefore cover the polar
regions. The track of its orbit, that is, the vertical projection of the orbit on
the Barth’s surface, repeats every 10 days and the distance between tracks is
316 km at the equator, decreasing at higher latitudes. The mission, initially
planned until 1997, was still running in 2000. Geophysical assessment of the
mission and scientific results clearly show how successful it has been. This
is attested by the 1200 pages devoted to the subject in Vols. 99 and 100 of
the Journal of Geophysical Research for 1994 and 1995, and many other sci-
entific papers published since then. In patticular, uncertainty in the height of
the sea surface above the ellipsoid is around 5 cm for a single pass. This in~
cludes uncertainties in the orbit and the altimetric measurement in aimost equal
parts, By taking a monthly average, the ungertainty can be reduced to 1 cm,
It has also been shown that the variation itf the :mean s;aa level can be mea-
sured to within 1 mm yr~!, This achievement, tortibtned with the success of
ERS 1 and 2, has encouraged projects to launch further altimetric satellites.
(ERS 1 and 2 are complementary because they have different tracks and repeat
in different ways.) Such projects would study long term effects, including long
term variations in sea level, as well as providing continuous monitoring (Jason
project).
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Leaving aside the scientific results, which are not our main concery
here, we shall now discuss the role played by time and frequency in the
TOPEX/POSEIDON mission.

The altimeter is nothing other than a radar, measuring the time of flight of
a signal. The inaccuracy of the altimeter clock must be less than 10710 5 i
contribution is to be negligible. Its frequency instability over the time of fligh,
roughly 10 ms, must also be less than this same value. Measurement dates must
be expressed in TAI to the nearest 10 us.

Time measurements are critical in determining the satellite orbit. The preci-
sion required for TOPEX/POSEIDON (an uncertainty of a few cenfimetreg
in the radial di.stance) went far beyond anything that had previously been
achieved. Three main tracking systems were used, viz., laser ranging via retro-
reflectors on the satellite, an on-board GPS receiver, and the DORIS system,
These time/frequency systems have been discussed in Section 9.2. Knowledge
of the Earth’s gravitational field is required to model the orbit. The model is
based on trackings of a great many satellites in very different orbits. Such
trackings also involve time/frequency positioning techniques. Moreover, in the
present case, the model was improved by tracking TOPEX/POSEIDON itself,
Such analyses require precise knowledge of Earth rotation parameters, because
the orbit is described in a non-rotating system, whereas the satellite position
must be given in the reference system that accompanies the Earth in its rotation.
This rotation is now monitored solely by means of time/frequency techniques
(see Section 8.1.4). The rotation parameters can be determined when DORIS
tracks TOPEX/POSEIDON, but it is useful to combine the results with those
stemming from other techniques. Among the latter, VLBI requires the most
stable clocks that can be built.

Finally, TAI is involved in various ways. It is the base for synchronisation
(to within 1 ps in tracking stations), the reference for frequency accuracy, and
the time argument in dynamical theories used for orbital calculations.

9.5 Telecommuitcations

Telecommunications networks have a tree structure in which the ends of the
branches are user terminals. Seweral hier atﬁhlcal levels contain nodes at which
messages are switched from one channel {6 another. In the analogue transmis-
sion mode, several messages are sent together through the same communica-
tion channel using single sideband amplitude modulation without transmission
of the carrier. In order to correctly reconstitute the message, the frequencies of
oscillators equipping modulation/demodulation centres must be tuned to the
nearest 10~8 [9.40].
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Digital voice transmission represents a significant development. Voice fre-
quencies, between about 300 Hz and 3600 Hz, are sampled at a rate of 8000
times per second and coded in 8 bit words. It is then possible to blend mes-
sages together and transmit them simultaneously through the same channel, up
to thirty at a time, in a process called multiplexing. In order to demuitiplex, a
frequency reference is needed at reception, However, a quite substantial shift
can be tolerated between multiplexing and demultiplexing frequencies, since a
time shift is not audible.

For the transmission of numerical data in which information loss due to time
shifts cannot be tolerated, a need arises for good syntonisation, i.e., good fre-
quency tuning, over the whole’network. This problem has led to the current
development of the Syrchronous Digital Hierarchy (SDH). Here, frequencies
at nodes and terminals must be tuned to within 10~!! on a daily average. In
addition, the International Telecommunication Union stipulates that this fre-
quency should be fixed relative to UTC frequency, and hence TAI frequency,
to within 10~ in normalised value [9.41].

Within the context of the present work, the needs of telecommunications
may appear modest. More sophisticated solutions are ruled out by the quest for
lower costs. Nevertheless, caesium clocks are a necessity at the master node of
the network. Nodes at other levels and user terminals are equipped with quartz
oscillators servo controlled by the network itself. GPS can contribute to the
control of frequencies at the master node or at high level nodes.

Despite its name, SDH is based upon syntonisation. The use of synchroni-
sation in the proper sense has sometimes been advocated for the advantages
it would bring. There has even been some talk of a future need for real-time
access to UTC to within 100 ns for telecommunications purposes |[9.42]. This
is no doubt a project for the rather distant future, about which we have been
unable to obtain further details.



Appendix 1

Acronyms for time laboratories

The following is a list of. acronyms for laboratories ¥ maintaining an approx-
imation UTC(k) to UTC, or an independent local atomic time scale TA(k),
together with their name and location.

AMC
AOS

APL
AUS
BEV

BIRM

CAO
CH
CNM
CRL
CSAO

CSIR
DLR
DTAG

F :
GUM

Alternate Master Clock station, Colorado Springs, CO, USA
Astronomiczne Obserwatorium Szerokosciowe, Borowiec,
Poland

Applied Physics Laboratory, Laurel, MA, USA
Consortium of Australian laboratories

Bundesamt fiir Eich- und Vermessungswesen, Vienna,
Austria

Beijing Institute of Radio Metrology and Measurement,
Beijing, People’s Republic of China

Cagliari Astronomical Observatory, Cagliari, Italy
Consortium of Swiss laboratories

Centro Nacional de Metrologia, Mexico City, Mexico
Communications Research Laboratory, Tokyo, Japan
Shaanxi Astronomical Observatory, Lintong,

People’s Republic of China

Council for Scientific and Industrial Research, Pretoria,
South Africa

Deutsche Forschungsanstalt fiir Luft- und Raumfahrt
Oberpfaffenhofen, Gennany o

Deutsche Telekom AG, Darmstadt Germany
Commission Nationale de 1'Heure, Paris, France

Gloéwny Urzad Miar, Central Office of Measures, Warsaw,
Poland
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IEN
IFAG

IGMA
INPL

IPQ
JATC
KRIS

LDS
MSL

NAO
NIM

NIST

NPLI
NRC
NRLM
OMH
ONBA
ONRIJ
(8)
ORB
PTB

ROA

SCL

SO
SP

SU

TL
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Istituto Elettrotecnico Nazionale Galileo Ferraris, Turin, Italy
Bundesamt fiir Kartographie und Geodaesie Fundamental-
station, Wettzell, Germany

Instituto Geografico Militar, Buenos Aires, Argentina
National Physical Laboratory, Jerusalem, Israel

Institute Portugues da Qualidade, Monte de Caparica,
Portugal

Joint Atomic Time Commission, Lintong,

People’s Republic of China

Korea Research Institute of Standards and Science, Taejon,
Republic of Korea  *

The University of Leeds, Leeds, United Kingdom
Measurement Standards Laboratory, Lower Hutt,

New Zealand

National Astronomical Observatory, Misuzawa, Japan
National Institute of Metrology, Beijing,

People’s Republic of China

National Institute of Standards and Technology, Boulder,
CO, USA

National Physical Laboratory, Teddington, United Kingdom
National Physical Laboratory, New Delhi, India

National Research Council, Ottawa, Canada

National Research Laboratory of Metrology, Tsukuba, Japan
Orszagos Mérésiigyi Hivatal, Budapest, Hungary
Observatorio Naval, Buenos Aires, Argentina

Observatorio Nacional, Rio de Janeiro, Brazil

Observatoire de Paris, Paris, France

Observatoire Royal de Belgique, Brussels, Belgium
Physikalisch-Technische Bundesanstalt, Braunschweig,
Germany

Real Instituto y Observatorio de la Armada, San Fernando,
Spain

Standards and Calibration Laboratqry, Hong Kong,
People’s Republic of China o
Shanghai Observatory, Shanghai, Péoplé’s Républic of China
Swedish National Testing and Research Institute, Boras,
Sweden

Institute of Metrology for Time and Space (IMPV),

NPO ‘VYNIIFTRI’, Mendeleevo, Moscow Region, Russia
Telecommunication Laboratories, Chung-1i, Taiwan
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TP Institute of Radio Engineering and Electronics,
Academy of Sciences, Czech Republic

UME  Ulusai Metroloji Enstitiisii, Marmara Research Centre,
National Metrology Institute, Gebze-Kocaeli, Turkey

USNO US Naval Observatory, Washington, DC, USA

VSL Van Swiden Laboratorium, Delft, Netherlands



Appendix 2

Abbreviations

Time scales

Abbreviations in bold type are official in all languages.

EAL Free (unsteered) atomic time scale

ET Ephemeris Time

GMST Greenwich Mean Sidereal Time

GMT  Greenwich Mean Time

TA(k) Atomic time established by laboratory
TAI International Atomic Time

TCB Barycentric Coordinate Time

TCG Geocentric Coordinate Time

TDB Barycentric Dynamical Time

DT Terrestrial Dynamical Time (became TT in 1991)
TT Terrestrial Time

urT Universal Time

UTC Coordinated Universal Time

UT1 Universal Time 1 (forms 0 and 2 also exist)
Miscellaneous

BIH Burean international de 1’heure

BIPM Bureau international des poids f;'q mesures
(International Bureau of Weights and Meastres)

CCDS Consultative Committee for the Definition of the Second
(became CCTF in 1997)

CCIR International Radio Consultative Committee

CCTF Consultative Committee for Time and Frequency
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CGPM

CIPM

CNES

GLONASS

GPS
TAU
ICRF
IERS
ITRF
I'TU
IJGG
JD
LHA
LPTF
MID
NASA
SI
TWSTET
URSI
VLBI
VLF
WGS

Abbreviations

Conférence générale des poids et mesures

(General Conference on Weights and Measures)
Comité international des poids et mesures
(International Committee for Weights and Measures)
Centre national d’études spatiales, France

Global Navigation Satellite System

Global Positioning System

International Astronomical Union

International Celestial Reference Frame
International Earth Rotation Service

International Terrestrial Reference Frame
International Telecommunication Union
International Union of Geodesy and Geophysics
Julian Date

Laboratoire de I’horloge atomique, Orsay, France
Labotatoire primaire du temps et des fréquences, Paris
Modified Julian Date

National Aeronautics and Space Administration
International System of Units

Two-Way Satellite Time and Frequency Transfer
International Union of Radio Science

Very Long Baseline Interferometry

Very Low Frequency

World Geodetic System



Appendix 3

Definitions of base units in the SI system

The metre [m]

The metre is the length of the path travelled by light in vacuum during a time
interval of 1/299792458 of a second. (17th General Conference on Weights
and Measures, 1983.)

The kilogram [kg]

The General Conference sanctions the prototype of the kilogram adopted by
the International Committee. This prototype shall henceforth be considered to
be the unit of mass. (1st CGPM, 1889.)

The kilogram is the unit of mass; it is equal to the mass of the international
prototype of the kilogram. (3rd CGPM, 1901.)

The second [s]

The second is the duration of 9192631770 periods of the radiation cotre-
sponding fo the transition between the two hyperfine levels of the ground state

of the cesium 133 atom. (13th CGPM, 1967.)

The ampere [A]

The ampere is that constant current which, if maintained in two straight parallel
conductors of infinite length, of negligible circular cross-section, and placed 1
metre apart in vacuum, would produce between these conductors a force equal
to 2 x 1077 newton per metre of length. (9th CGPM, 1948.)
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314 Definitions of base units in the SI system

The kelvin [K]

The kelvin, unit of thermodynamic temperature, is the fraction 1/273.16 of the
thermodynamic temperature of the triple point of water. (13th CGPM, 1967 )

The mole [mol]

(1) The mole is the amount of substance of a system which contains as many
elementary entities as there are atoms in 0.012 kilogram of carbon 12; its sym.
bol is ‘mol’.

(2) When the mole is used, the elementary entities must be specified and may
be atoms, molecules, ions, electrons, other particles, or specified groups of
such particles. (14th CGPM, 1971.)

The candela {cd]

The candela is the luminous intensity, in a given direction, of a source that
emits monochromatic radiation of frequency 540 x 1012 hertz and that has a
radiant intensity in that direction of 1/683 watt per steradian. (16th CGPM,
1979.)



Appendix 4

International services

Time
Bureau international des poids et mesures, Time Section,
Pavillon de Breteuil, F-92312 Sévres Cedex (France).

Telephone  BIPM Switchboard +3314507 7070
Fax BIPM General +33145342021
BIPM Time Section +33 145077059

Internet http://www.bipm.fr
or aponymous ftp  62.161.69.5 (subdirectory TAI)
E-mail tai@bipm. fr

Rotation of the Earth (Universal Time)
International Earth Rotation Service (IERS).

Central Bureau

Bundesamt fuer Kartographie und Geodaesie (BKG),
Richard Strauss Allee 11, D-60598 Frankfurt-am-Main (Germany).

Telephone  --49 69 6333 273
Fax +49 69 6333 425

E-mail richter@ifag.de
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316 ' International services

Product Centre on Earth Orientation
Observatoire de Paris, Département d’astronomie fondamentale,
61, avenue de I’Observatoire, 75014 Paris (France).
Internet http://hpiers.obspm.fr
or anonymous ftp hpiers.ocbspm.fr 145.238.100.28
E-mail gambis@obspm.fr

Rapid Service and Predictions of Earth Rotation Parameters

US Naval Observatory, Earth Orientation Department,
3450 Massachusetts Avenue NW, Washington DC 20392-5420, USA.

Internet http://maia.usno.navy.mil
or anonymous fip maia.usno.navy.mil 192.5.41.22

E-mail jimr@maia.usno.navy.mil
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